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Abstract

Radiative-convective equilibrium (RCE) is an idealized representation of the tropical atmosphere in which
net radiative cooling fluxes are compensated by convective heat fluxes. In large domain RCE experi-
ments with cloud resolving models, or coarser models, convection can show large scale spontaneous
organisation referred to as ’convective self-aggregation’. This type of convective organisation happens
despite uniform initial and boundary conditions and an absence of large scale forcing. This phenomenon
is important to understand, because it has a significant impact on the domain-mean climate. It is not
very well understood yet, partly due to generally poor agreement among model studies. A contributor to
this poor agreement is the sensitivity of convective self-aggregation to almost any model parameter. In
an attempt to further investigate this phenomenon, a model intercomparison project, RCEMIP, has been
set up; each participating modelling group performs the same experiment with their own model. Coarse
models are not expected to accurately resolved near-surface turbulence. One way of parametrizing the
resulting underestimation of surface fluxes and prevent numerical issues in the free convection limit, is
by enforcing a minimum value for the wind speed that is put into the surface layer formulation scheme.
In the proposed simulations of RCEMIP, a value of Umin = 1 m s−1 is used for models that apply this
solution. Limited domain large eddy simulations (LES) are performed using MicroHH to see what the
effect of Umin = 1 m s−1 is on the evolution of the RCE state, compared to a value closer to zero. We
find that the majority of the domain in these experiments have winds below 1 m s−1 at any time during
the 20 to 30 days of simulation. Averaged over regions where the lowest-level wind speed is below 1 m
s−1, latent heat fluxes are increased by as much as 20%. This would mean that enforcing a minimum
wind speed of 1 m s−1 reduces the flux contrast between the calm environment and convective regions,
thereby reducing the strength of the surface flux feedback as a self-aggregation mechanism. The spatial
variance in the near-surface moisture field increases with a higher value for Umin, however. Performing
the same kind of experiment, but with a set-up that would allow self-aggregation to occur, is suggested to
further understand the impact of changes to the surface flux feedback mechanism.

1 Introduction

Radiative-convective equilibrium (RCE) is an ide-
alized representation of the tropical atmosphere in
which cooling due to net outgoing radiation is com-
pensated by heating through convection. In recent
years, RCE modelling is being used to study the
phenomenon of self-aggregation of tropical deep
moist convection, first observed by Held, Hemler,
and Ramaswamy (1993). Though there are many
different modes of convective organisation, self-
aggregation refers to an organisation on the scale
hundreds of kilometres. More specifically, it is a

mode of organisation that appears to form spon-
taneously in certain RCE model experiments, de-
spite homogeneous initial and boundary conditions
and no large scale forcing. This phenomenon is
not observed in all simulations and is sensitive to
both the numerical and physical configuration of
the model. Understanding the mechanisms and
impact of self-aggregation has proven to be chal-
lenging. Contradictions and debate in literature are
indicative for the still incomplete understanding of
the physics involved and poor ability to accurately
simulate an atmosphere in RCE, although progress
has been made in recent years. A thorough discus-
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sion of this topic is presented in the review paper
on convective self-aggregation by Wing, Emanuel,
Holloway, and Muller (2017).

Large scale self-aggregation of convection is
an important phenomenon to understand, given
that the domain-mean climate of these aggregated
states differs from that of non-aggregated, more
scattered convection. Significant drying in the ag-
gregated state is one of the more notable differ-
ences, in particular in the free troposphere where
the relative humidity (RH) gets as low as 20%. The
free troposphere is consequently also a few de-
grees warmer and outgoing long-wave radiation is
more efficient, increasing by 10-30 W m−2 (Wing
et al., 2017). However, the magnitudes of these ef-
fects are reduced when the degree of aggregation
is lower.

One of the points of discussion is the effect
of sea surface temperature (SST) on the occur-
rence and, if present, the magnitude of the ag-
gregated state. It could lead to a negative feed-
back to the global warming since more heat is lost
to space in aggregated states. Before the ques-
tion can be answered, a more robust understand-
ing of the physics involved and ability to accurately
simulate RCE must be achieved. A significant ef-
fort is being made currently by the organisation
of a Radiative-Convective Equilibrium Model Inter-
comparison Project (RCEMIP, Wing, Reed, Satoh,
Stevens, Bony, and Ohno (2018)).

One mechanism favouring self-aggregation is
the surface flux feedback, though in the rotation-
free case it is not in itself enough to cause self-
aggregation (Wing et al., 2017). The extra contri-
bution of increased wind speed in convective re-
gions to the latent heat flux is stronger than the de-
crease in the atmosphere-ocean specific humidity
imbalance. The idea is thus that moister, convec-
tive regions experience enhanced fluxes compared
to drier, calm regions, (further) increasing the con-
trast between the two.

The exchange of sensible heat, moisture, mo-
mentum are not calculated explicitly, but through a
parametrization scheme, also referred to as a sur-
face layer formulation. This formulation couples the
atmospheric surface layer (ASL) to the model bot-
tom boundary, here taken to be a sea surface. A
problem arises as a consequence of this approach
when simulating with free convection, i.e. an unsta-
ble boundary layer and no wind. One way of deal-
ing with this problem is applying a minimum value
for the wind speed, Umin, used in the parametriza-
tion. The theory of this topic will be further dis-
cussed in section 2.

The aim of this research is to find out to what ex-
tent RCE simulations, following the RCEMIP case
description, are sensitive to the chosen value for

Umin = 1 m s−1 as is suggested in Wing et al.
(2018). Performing large eddy simulation (LES)
on small domains will allow the explicit resolving
of near-surface turbulence in the free convection
regime and a value for Umin closer to zero. Though
the small domain size prevents self-aggregation
from occurring, a look is taken into how the sur-
face flux feedback mechanism would be affected.
Theoretically, larger values of Umin could lead to
an underestimation of the feedback strength, as la-
tent heat fluxes are increased in calm regions, thus
reducing the contrast between calm and convective
regions. The focus is on latent heat fluxes, as those
are a factor 10 larger than sensible heat fluxes in a
typical tropical climate. The method, including the
case and model description, is discussed in sec-
tion 3. The results and discussion are presented in
sections 4 and 5 followed by the conclusions in 6.

2 Theory

2.1 The surface layer formulation and
dealing with free convection

Since the exchange of sensible heat, moisture
and momentum between a surface and the air
directly above it cannot be explicitly solved, a
parametrization is required. What is nearly al-
ways used in numerical models of the atmosphere,
are parametrization schemes based on Monin-
Obukhov Similarity Theory (MOST) (chapter 10 of
Wyngaard (2010)). This similarity theory related
surface fluxes of sensible heat, moisture and mo-
mentum to their respective near-surface gradients
using functions fitted to observational data. These
functions depend on ζ = z1/L, where z1 is the
height of the lowest model level and L the Obukhov
length defined as follows:

L ≡ − u3∗
κB0

(2.1)

u∗ is the surface friction velocity, κ = 0.4 the Von
Karman constant and B0 the surface kinematic
buoyancy flux. The empirical functions, φm and φh,
are different in unstable (ζ < 0) and stable (ζ > 0)
conditions. Since we are discussing surface fluxes
in a RCE set-up, conditions are nearly always un-
stable and so only the functions for the unstable
case will be further discussed. The physical inter-
pretation of −L in unstable conditions is the height
at which turbulent kinetic energy (TKE) generation
due to buoyancy becomes equal to that the gener-
ation of TKE due to wind shear. Below −L, TKE
generation due to shear is more important. equa-
tion 2.1 directly relates u∗ to L, so increased near-
surface wind speeds also increase u∗. The general
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form of the empirical functions is:

φm,h = (1 + γm,h|ζ|α1)α2 (2.2)

Throughout the years, many different attempts
have been made at finding the best values of
the coefficients for fitting equation 2.2 to observa-
tional data. The fit can be optimized for different
regimes of ζ, but also depends on the quality of
the observational data. For example, Högström
(1988) presents updated values of γm,h for various
choices of α1 and α2 based on improved obser-
vational data. More recently, Wilson (2001) found
that setting α1 = 2/3 and α2 = −1/2 has the cor-
rect asymptotic behaviour in the free convection
limit while also fitting well to more weakly unsta-
ble conditions. Additionally, it made integrating the
functions more simple. Both of these reasons are
why the proposed equations by Wilson (2001) are
adopted in the model (section 3.1) we use for this
research.

What if there is no wind, as is the case in the free
convection limit? L will become zero, explained
physically by the fact that TKE production due to
wind shear will not be higher anywhere in the sur-
face layer as there is no wind shear. This gives

lim
L→0−

ζ = z1/L = −∞ (2.3)

and poses a problem for finding the surface flux.
There are multiple ways of dealing with this, the
simplest of which is applying a minimum value to
the wind speed U1 at height z1 in the surface flux
calculation as such:

U1 = max(U1,Umin) (2.4)

A more advanced method is used by the ECMWF
in their IFS model (see their section 3.2.1 of
ECMWF (2018)) based on the work of Beljaars
(1995). An extra term is added to the calculation
of U1:

|U1|2 = u21 + v21 + w2
∗ (2.5)

where u and v are the horizontal components of
the wind speed and w∗ is the so called free con-
vection velocity scale. This extra term represents
wind induced by large eddies in the free convec-
tion regime, based on LES data, ensuring L can-
not reach 0. This method cannot be used in LES
however, as the turbulence is calculated explicitly
and adding such an extra term would in essence
count the turbulent velocity twice. Mind that for
both methods of dealing with L becoming zero, the
diagnostic variables u and v are not directly af-
fected, but only the derived value of U1 that gets
passed into the parametrization.

2.2 Cold pools and the environment

Cold pools are regions with relatively low temper-
atures in the lowest few hundred meters of the at-
mosphere. They are caused by rain evaporation in
downdrafts of convective cells, and, if the precipita-
tion rate is high enough, also by bringing down air
with lower θe from aloft (Zuidema, Torri, Muller, and
Chandra, 2017). The formation of stronger cold
pools characterized by low θe values can also be
seen as density currents. Once the downdraft with
low θe air from aloft reaches the surface, there is no
way to go but spread out horizontally, creating gust
fronts along the leading edge of the higher density
air. Newly formed cold pools and gust fronts form
a contrast with the environment. The environment
is defined here as the calm region that is typically
free of deep convection, where consequently also
the lowest values of U1 are found.

Schlemmer and Hohenegger (2015) found that
moisture advection is, by far, the main contributor
to the temporal evolution of the near-surface mois-
ture budget. Both for cold pools regions and the
environment. Therefore, a qualitative look is taken
at these cold pools in the context of this research,
despite not being the main focus.

3 Method

3.1 About the model

The numerical model used for the simulations is
MicroHH, described in detail in van Heerwaarden,
van Stratum, Heus, Gibbs, Fedorovich, and Mel-
lado (2017). One of its capabilities is that of LES
of turbulent flows under the anelastic approxima-
tion, which is used here. Prognostic variables of
the dynamical core include the three velocity com-
ponents u, v and w, specific humidity q and liq-
uid water potential temperature θl. Pressure is
solved diagnostically using the Poisson equation.
A two-moment warm microphysics scheme is used
(based on Seifert and Beheng (2005)), which intro-
duces two more prognostic variables, the rain drop
number density nr and liquid rain water specific hu-
midity qr. MicroHH uses a staggered C-grid.

Time integration is done with a fourth-order
Runge-Kutta scheme using an adaptive time step.
Scalars are advected with a second-order scheme
that applies third-order interpolation, acting as
hyper-diffusion (Wicker and Skamarock, 2002).
The scheme will be referred to as 2i3 here. It has
the properties of being (near) monotone, smooth-
ing out 4th and higher order structures. This has
the advantage of minimizing non-physical tenden-
cies near sharp boundaries, which is for example
relevant for the moisture gradient at the top of an
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Figure 1 – Initial profiles of the prognostic variables (a) θl and (b) q as a function of height. Approximated
relative humidity is shown in (c).

atmospheric boundary layer. A 4th order interpola-
tion variant, 2i4, is used in a sensitivity experiment
to make sure results are not exclusive to numeri-
cal schemes with properties similar to that of 2i3.
Subgrid-scale turbulent mixing is handled by a sec-
ond order Smagorinsky scheme.

As discussed in section 2.1, surface fluxes are
calculated using a MOST-based parametrization
adapted for the free convection limit, following (Wil-
son, 2001). For numerical stability, a minimum
value for the wind velocity difference between the
lowest model level and the surface is set to 0.1 m
s−1 when passed into the surface layer scheme.
There is no (interactive) surface model, meaning
the ocean is represented by a constant bottom
boundary condition of temperature and specific hu-
midity, so it has an infinite supply of (latent) heat. A
sponge layer is applied at above the troposphere in
order to prevent gravity waves from reflecting back
into the domain.

MicroHH does not yet feature an interactive ra-
diation scheme for solving radiative transfer and
resulting temperature tendencies. However, ten-
dencies can be prescribed to prognostic variables
such as θl, which is used instead of radiation and
is further discussed in section 3.2.1.

3.2 Case description

The physical set-up of the simulation will follow, as
closely as possible, the case description given by
RCEMIP for a SST of 300 K. The initial profiles of θl
and q are illustrated in figure 1. The bottom bound-
ary condition is a fully saturated surface at 300 K
and kept constant throughout the simulation. The

model is initialized with u, v, w = 0 at every model
level. Throughout the simulation, the Coriolis pa-
rameter f is set to 0 s−1 and any form of large scale
forcing is absent. Also absent is a daily cycle, i.e.,
the applied radiation (more in section 3.2.1) is con-
stant in time, just like all other boundary conditions.
Random noise is applied to the θl field in the lowest
model levels with a maximum amplitude of 0.1 K in
order to break the symmetrical initial conditions.

3.2.1 Radiation substitute

Since MicroHH does not yet support interactive ra-
diation, a substitute cooling profile is applied to the
prognostic variable θl each time integration step.
This profile, ∂θl(z)/∂t, is based on the mean net
radiative cooling rate of day 70 till 100 in a pre-
liminary System for Atmospheric Modelling simula-
tion of the 300 K RCEMIP case (courtesy of Allison
Wing). See figure 2 for an illustration of the profile.
In essence, the simulations in this research repre-
sent the convective adjustment to the applied large
scale atmospheric cooling.

3.3 Simulation overview

A baseline, or reference, simulation is performed
on a domain of size 153.62 by 19.1 km where the
minimum wind speed input for the surface layer for-
mulation, hereafter denoted as Umin, is set to 0.1
m s−1. This simulation is labelled ldr_reference

and is run for 20 days. The size of the domain is
thought be large enough to not be limiting the typ-
ical scale of convective cells. These cells are ex-
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Figure 2 – The temperature tendency due to net
outgoing radiation averaged over day 70 to 100
of the SAM RCEMIP simulation (blue) and the
approximation used in this research (black), as
a function of height.

pected1 to be short-lived (hours) scattered single
or multi cells, typical for a shear-free environment.
A resolution of 100 m is used for the horizontal
axes and a stretched grid for the vertical axis. The
stretching is done to provide a high resolution in the
(lower) troposphere where it is most needed, start-
ing at ∆z = 30 m at the lowest level, while keeping
the amount of vertical levels to a minimum. The
resolution is increased by 2% every level, result-
ing in ∆z ≈ 350 m at 19 km. Although the lowest
level z1 of the u and v variables is at a height of 15
m instead of 37 m, as is the case for the RCEMIP
experiments, the surface layer is only about 20 me-
ters deep with the strongest gradient closest to the
surface. In other words, setting the minimum value
for 15 or 37 meters is nearly the same, thanks to
the logarithmic nature of the surface layer.

A set-up similar to ldr_reference is run, but
with Umin = 1 m s−1, called ldr_forced. Due to
the computationally demanding nature of running
LES on such a large domain, ldr_forced is initial-
ized not at t=0, but using the prognostic fields of
ldr_reference at t = 14 days.

An additional set of runs are performed on a
smaller domain, at 38.42 by 18.7 km. This set fea-
tures a reference and forced simulation identical to
the large domain version, though both starting at t
= 0 s and run for 30 days. This provides a more
lengthy comparison between reference and forced
simulations. It also allows for a comparison with
the large domain statistics to see if indeed the do-

1Based on experience from test experiments

main size plays a role in the results, which could
help generalizing the result to a larger domain.
These two simulations are called sdr_reference

and sdr_forced. See table 1 for an overview.

3.3.1 Simulation length

The time scale of self-aggregation in RCE experi-
ments to reach a relatively stable state varies from
15 to 100 days (Wing et al., 2017). Since the sur-
face flux feedback is one of the mechanisms im-
portant for the early stages of self-aggregation, and
not necessarily the maintenance of the aggregated
state, there is no need to run the simulations for
this research for periods as long as 100 days. In-
stead, also motivated by the limiting computational
time available, ldr_reference is run for 20 days.
The set on a small domain is extended to 30 days.
Results found are therefore thought to be meaning-
ful for the early stages of simulations that do allow
self-aggregation to form.

3.3.2 Sensitivity runs

To improve the confidence in the results, three
more sets with varying values of the numerical and
physical parameters are run. Each set contains a
ldr_reference and ldr_forced run. All of these
are run on the small domain and denoted by sr.
Each set again features a reference and forced ver-
sion, every simulation of these three sets is per-
formed with ∆x = 200 m. In addition to the coarser
resolution, one set uses the 2i4 advection scheme
while in another set the radiative cooling is dou-
bled. An overview of all the simulations used in
this research is given in table 1.

4 Results

Results based on the performed simulations are
presented and briefly discussed in this section.
It starts with an overview of the temporal evolu-
tion and spatial distribution of the wind and sur-
face fluxes. After the direct and indirect effects of
a higher value of Uminare shown, the section will
conclude with results of the sensitivity simulations.

4.1 Temporal differences

For the nearly full length of the small domain forced
simulation, i.e. the one with Umin = 1 m s−1, the
surface latent heat flux (figure 3) remains higher.
There is a widespread release of convective po-
tential energy once the first cold pools form by forc-
ing conditionally unstable air past the level of free
convection (LFC). ldr_reference shows the effect
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Table 1 – An overview of all the simulations. All simulations are performed using the SST=300 K case setup.
The horizontal resolution of the additional sensitivity runs is halved, but the vertical resolution remains
unchanged at ∆z = 30 m for the lowest level.

simulation group/name Umin (m s−1) length (days) notes
large domain runs 153.62x19.1 km, ∆x = 100 m
ldr_reference 0.1 20 -
ldr_forced 1 20 (init at 14 ) -
small domain runs 38.42x18.7 km, ∆x = 100 m
sdr_reference 0.1 30 -
sdr_forced 1 30 -
sensitivity runs 38.42x18.7 km, ∆x = 200 m
sr_reference 0.1 20 -
sr_forced 1 20 -
sr_2i4_reference 0.1 20 2i4 advection scheme
sr_2i4_forced 1 20 2i4 advection scheme
sr_2xrad_reference 0.1 20 radiative cooling doubled
sr_2xrad_forced 1 20 radiative cooling doubled
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Figure 3 – Time evolution of the surface latent heat
flux. A 24-hour centred moving average is ap-
plied to better see the difference between simu-
lations.

of this release of energy most distinctly by a local
peak in both the surface latent heat flux and u∗ time
series (figure 3 and 4). This phase of the simula-
tion is more an artefact of the uniform nature of the
initial conditions of the simulation. Once this first
burst of convection has settled down, the physical
properties of the boundary layer are more variable
in both the horizontal and vertical direction. To-
wards the end of the simulation, the difference in
the surface latent heat flux gets smaller in the ab-
solute and relative sense. The surface latent heat
flux is approximately 12 W m−2 (91%) higher in the
first four days and only ≈2.5 W m−2 (4%) higher
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Figure 4 – Time evolution of the surface friction
velocity, u∗. A 24-hour centred moving aver-
age applied to better see the difference between
simulations.

averaged over days 26 to 30, based on the small
domain simulation set. Although u∗ does remain
higher for the forced simulations (figure 4), the
near-surface gradient of moisture and temperature
is reduced due to consistently increased exchange
of heat and moisture with the sea surface. This
negative feed-back on the fluxes in forced simula-
tions is responsible for, what appear to be, slowly
converging values of heat fluxes at later stages in
forced and reference simulations.

As ldr_forced is initialized at t=14 days with the
prognostic fields of ldr_reference, there is a still
a larger near-surface moisture gradient. It appears
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(a) U1 < 0.1 m s−1 (1.3% of the domain) (b) U1 < 1 m s−1 (61.9% of the domain)

Figure 5 – Horizontal cross sections of θe at z1 for a 38.4 by 38.4 km subsection of ldr reference. θe is
coloured in grey scale linearly from white (339 K) to black (346 K). This cross section is taken at t=8.8 days.
On top of the θe field is an orange hatched (semi transparent) mask which marks the grid points where U1

is below either 0.1 or 1 m s−1 for sub plots (a) and (b) respectively.

this takes longer than a few days to adjust, given
how the surface latent heat flux is still decreasing
towards the end of the simulation as opposed to
the other simulations, shown in figure 3. The dif-
ference in u∗ between the large and small domain
sets are similar, however.

4.2 Spatial differences

Figure 5 illustrates in what part of the domain wind
values are typically below Umin for the two different
values of Umin used in the simulations. The lead-
ing edge of cold pools, or the cold pool gust fronts,
are the only source of strong winds in the simu-
lation. In fact, from day one onwards, these cold
pools are ever-present in all the simulations. Low-
est θe values are found in the center of cold pool
wakes, marked by the whitest areas in figure 5.
Highest values are found at the cold pool gust front.
It is along the edge of the gust fronts where the
highest surface latent heat flux and moisture con-
vergence are found, modifying the air to be more
favourable for new convection to trigger. The cold
pool wakes transform into regions of subdued con-
vective activity instead of the increased convective
activity near cold pool gust fronts or zones of con-
vergence. Fluxes are increased is newly formed
cold pool wakes compared to older ones, however,
due to larger near-surface moisture gradients. It is
in these cold pool wake regions that the minimum
wind speed value is most often applied to. This

is particularly well visible in sub-plot (b) of figure
5, illustrated by the orange hatched area marking
grid points where U1 < Umin = 1 m s−1. A sig-
nificantly smaller, and arguably negligible, area of
the example cross section has grid points where
U1 < Umin = 0.1 m s−1.

To make this result more quantitative, a probabil-
ity density function (PDF) and cumulative density
function (CDF) of U1 is made (figure 6). The plot
is based on four days of data, ending at day 20 to
allow the large domains to be included in the com-
parison. Shorter time frames make the analyses
sensitive to the chosen period, whereas taking a
range of 4 days showed consistent results.

The most common wind speed is approximately
0.5 m s−1 and over 75% of the domain is covered
with winds below 1 m s−1. ldr_forced is clearly
an outlier here, because it is still adjusting to a dif-
ferent RCE state, as was noted already in section
4.1.

Despite the similarities of the wind field and do-
main mean surface latent heat flux towards the end
of the simulations, the spatial distribution of the sur-
face latent heat flux is quite different. There is no
sign of forced and reference simulations converg-
ing to the same spatial distribution of the surface
latent heat flux, either. To illustrate this, box plots of
the surface latent heat flux are made, shown in fig-
ure 7 for days 16 to 20 and in figure 9 for days 26 to
30. The former also contains ldr_reference. The
figures illustrate the partitioning of latent heat input
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Figure 6 – Probability density function (a) and cumulative density function (b) of U1 (at z=15 meters), based
on horizontal cross sections from day 16 to 20 sampled every 360 seconds.

into the system in calm and convective regions. To
be consistent with how Umin applies (in the case of
forced simulations), calm and convective regions
are separated into having U1 below or above 1 m
s−1, respectively. An increase of 20% in the sur-
face latent heat flux is seen in the forced simu-
lation compared to the reference, a signal which
rises above the temporal variance, given how the
interquartile range of the boxes do not overlap. The
box plots do overlap when the data is sampled in
the convective regions, however. A decrease of 7%
for the mean value is observed in the convective
region. Domain size does not appear to have an
impact on the mean, as the two reference simula-
tions have nearly identical mean values. A smaller
spread is seen in the large domain, however, likely
because the values are trending in time and the
large domain has 16 times as much spatial data to
sample from. Even when the box plots are based
on days 26 to 30, at which time the total flux be-
tween forced and reference simulations hardly dif-
fer, calm regions see an increase of 19% in the
domain mean surface latent heat flux. 53% of the
total surface flux comes from the calm region in
the reference simulation. This value increases to
61% in the forced simulation (figure 9), meaning
that the ratio between fluxes in calm and convec-
tive regions has increased by 39% (from 1.13:1 to
1.56:1 in calm versus convective) in favour of the
calm regions.

4.3 Vertical profiles

Two clear indirect effects of a higher moisture in-
put at the surface can be seen in figure 11 and 12.
There is more total moisture in the lower part of
the atmosphere, judging by the increased specific
humidity q. The increase diminishes at 4 km and
upwards. The troposphere warms up with an in-
creased value of Umin, an effect which, as opposed
to q, becomes stronger with height.

4.4 Sensitivity

4.4.1 Domain size

A large domain allows for a greater spatial vari-
ance, which is indicated by higher values for the
near-surface specific humidity q (figure 13). De-
spite the increased spatial variance, the temporal
evolution and spatial distribution of the wind and
latent heat exchange with the sea surface are very
similar. Basing most of the analyses on the small
domain set is therefore justified, as it also covers a
complete and longer temporal range for both runs
in the set.

4.4.2 Resolution and advection scheme

Only two different resolutions have been used, ∆x
= 100 m and 200 m. The results in terms of u∗
and surface latent heat flux are similar, illustrated
in figure 8. The forced version of the simulation
with the 2i4 advection scheme is also consistent.
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Figure 7 – Box plots of the surface latent heat flux from day 16 to 20, sampled every 360 seconds, where U1

is below (a) or above (b) 1 m s−1. The triangles represent the mean value, the center horizontal lines the
median. The shown percentages refer to the difference between the mean flux values of sdr_forced and
sdr_reference.
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Figure 8 – Time series of all the small domain runs, spanning up to 30 days. A 24-hour centred moving
average is applied to the time series data.

However, the reference version seems to be trail-
ing behind and shows consistently lower values of
both the surface latent heat flux and u∗. This only
further increases the contrast between reference
and forced simulations.

4.4.3 Cooling profile

When the prescribed radiative cooling is doubled,
the difference between the reference and forced
simulations becomes smaller. Wind speeds are
≈50% higher than in all other simulations run on
the small domain. Surface fluxes are approxi-
mately twice as high when the cooling is doubled,
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Figure 9 – Box plot similar to figure 7, but for days
26 to 30 of the small domain runs. The number
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sd
r
re

fe
re

nc
e

sd
r
fo

rc
ed

sr
20

0
re

fe
re

nc
e

sr
20

0
fo

rc
ed

sr
2i
4

re
fe
re

nc
e

sr
2i
4

fo
rc

ed

sr
2x

ra
d

re
fe
re

nc
e

sr
2x

ra
d

fo
rc

ed
20

25

30

35

40

45

50

55

la
te

n
t

h
ea

t
fl

u
x

w
h

er
e
|U
|<

1
m

s-
1

(W
m

-2
)

60 66 60 65 63 66 30 35

days 16.00 to 20.00

Figure 10 – Box plot for the sensitivity runs. Layout
is similar to figure 9.

which is an expected response. Based on the box
plots illustrated in figure 10, the change in partition-
ing between the calm and convective regions are
still of the same magnitude. The fraction of surface
latent heat flux in the calm region compared to the
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Figure 11 – Domain-mean vertical profile of the (to-
tal) specific humidity averaged over days 10 to
20.
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Figure 12 – Domain-mean vertical profile of θ aver-
aged over days 10 to 20.

domain mean total is halved, however.

5 Discussion

Based on the results presented in section 4, the
latent energy input into the atmosphere from the
surface is sensitive to the chosen value of Umin.
Changes are observed in both the temporal and
spatial sense, though the spatial differences are
more interesting in relation to the surface flux
feedback as a self-aggregation mechanism. The
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Figure 13 – Spatial variance of the (total) specific
humidity at the lowest model level z1. A 24-hour
centred moving average is applied to the data.

modification of the near-surface moisture field is
strongly influenced by cold pool dynamics (sec-
tion 2.2), given how these cold pools in their
early stages redistribute moisture and in their later
stages form regions of little wind with a larger near-
surface specific humidity gradient. The chosen
value for Umin might influence the life-time of the
subdued convective activity in cold pool wakes, as
a higher value for Umin increases the surface mois-
ture flux. The time it takes to average out most of
the temporal variation in the PDFs of the wind field,
approximately 4 days, suggests there is variability
on a time scale longer than the cold pools, how-
ever. This averaging was mostly done to compare
the results of the small domains, so it might be an
indirect effect of the limited domain size.

While the domain size, even for the large do-
main runs, is not large enough to simulate self-
aggregation, there is still evidence the surface
flux feedback mechanism strength is reduced the
higher the value of Umin. An increase of approxi-
mately 20% in the surface latent heat flux is seen
in reference versus forced simulations in the region
where U1 < 1 m s−1. Since the surface flux feed-
back mechanism is currently seen as insufficient to
on itself cause self-aggregation (in the rotation-free
case), it is worth investigating whether this in fact
holds true when the surface latent heat flux in the
calm environment is further reduced. LES, despite
its high computational demand in domains large
enough for self-aggregation, seems more suited
answer this question, as it does hardly has to deal
with parametrizations to prevent L from becoming
zero; U1 is rarely below 0.1 m s−1.

This would of course require an interactive radi-
ation scheme, unlike what is done in this research.
However, the contrast of surface latent heat flux
between calm and convective regions changed ap-
proximately as much in the experiment where the
prescribed radiative cooling is doubled. Therefore,
the sensitivity to radiation might not overshadow
the effect Umin has on the surface fluxes.

Indirect effects of an increase value of Umin are
hard to find. Though the ABL becomes moister
and the free troposphere warms through more la-
tent heat release with a higher Umin , the dynam-
ics are similar. Only in the early stages do simu-
lations with a higher Umin show more convective
activity. What is interesting, though, is an increase
in the spatial variance of the near-surface specific
humidity field, despite how a higher Umin works
to decrease the contrast between calm and con-
vective regions. This would actually favour self-
aggregation, which is characterized by an increas-
ing contrast of moisture. It is hard to say whether
the increased contrast with a higher Umin counter-
acts the potential decrease of the surface flux feed-
back strength without performing a sensitivity ex-
periment better designed for this than what is done
in this research.

6 Conclusion

We looked at the influence of the surface layer
formulation to RCE simulations in the context of
RCEMIP, a modelling project aiming to better un-
derstand the phenomenon of large scale convec-
tive self-aggregation. MOST-based parametriza-
tions of the surface layer will fail in the free con-
vection limit due to the Obukhov length L becom-
ing zero. One way of preventing issues in this
limit is by applying a minimum value Umin to the
wind speed magnitude at the lowest model level in
the parametrization scheme. By performing large-
eddy simulations based on the 300 K RCEMIP
case, we tested the sensitivity of the evolution of
the RCE state and the surface flux feedback to dif-
ferent values of Umin. Specifically, we test Umin

= 1 m s−1, as suggested for RCEMIP simulations
compared to Umin = 0.1 m s−1.

A higher value of Umin results in a different tem-
poral evolution and spatial distribution of the sur-
face latent heat flux. There is significantly more
moisture in the ABL and the free troposphere is
warmer. This is a result of the fact that for all sim-
ulation, at least 70 of the domain has a value for
U1 below 1 m s−1. The surface latent heat flux
in the calm regions, typically cold pool wakes, is
increased by approximately 20%, reducing the po-
tential strength of the surface flux feedback as a
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self-aggregation mechanism. The domains sizes
used for the simulations are too small to develop
self-aggregation and thus do not show this feed-
back mechanism at work, as expected. The con-
trast of the near-surface specific humidity is in-
creased in larger domains, however, and is fur-
ther increased with a higher value for Umin. The
latter suggests there might also be changes to
the dynamics in the simulation and this increased
contrast could also be more favourable for self-
aggregation to form. Results are consistent across
a set of sensitivity tests, including a run with half
the horizontal resolution. Therefore, to better test
sensitivity of the surface flux feedback mechanism
on Umin, we suggest for further research to reduce
the resolution and increase the domain size.
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