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Abstract

Requirements Refinement Using Domain knowledge

By Ayman Younso

Getting clear and accurate requiremespecificationsis still a challengingtask for
requirementsanalyss for two main reasons) Despite the fact that analysts are exgpart
software technologytheir knowledge in the domain area where the syssameveloped is
often limited therebylimiting the effectiveness afequirementlicitation;ii) Most of the
requiremert in agile development methodsre captured using natural languagehich is
vulnerable to different interpretations amdderstandindeadng to inaccurateaequirements
specificationsAlthough there Be some methodthatsupport the analyst iproducinghigh-
guality requirement specificatiorss small number afesearchers focus on agieguirements
engineeringvith user storiesHowever their approaches are either manoiatio not use any
kind of domain knowledgas a reference to support the analysts in refining the esgeirts
This thesishas been performed to identify the potential usgdoohain knowledge in order to
help the analysto deliver high-quality requiremenspecificationsWe developedhe Story
Suggestor Toglwhich uses business process mea@slsource of domain knowledpat can

be utilized to suggest nexgquirements to the analy3the development of the artifalbas
been guided byesignscience methodologylo validate our approaclan exgriment has
been conducted to check whether or not our developed artifact, the Story Suggestor Tool,
helps the analyst in delivering highguality requirements. Based on the evaluation of the
experiment results, we concluded that the tool helps the aimalyoducing relatively more
complete and correct requirements.

Keywords: Agile methods, requirements engineering, domain knowledge, BPMN in requirements engineering
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Chapter 1lIntroduction

Having clear and accurate requirements is one of the key success factsoftviare
projects. According to Pohl [3], in order to get an optimal collection of requirements, the
three dimensins of specification, representation and agreement need to be satisfied as
shown in Figure 1.

Specification

desired
A LTI T T o :@ output

complete

fair

opaque

| personal view - 0
_)‘. 2 : | » Representation
informal semi-formal formal

Figure 1. The three dimensionsefjuirement engineering by Pohl [3]

The goal of the specification dimension is to have full specifications with high qtredity
cover all the operational needs. Hence, clearly addressing what the system should actually
do is the essence of requiremespecifications.

The representation dimension focuses on the way stakeholders express their needs. Different
stakeholders expss their requirements in different ways like using informal language,
sounds or pictures. The goal is to get a more formal ragedgm than the initial one.

The agreement dimension reflects the level of accordance among stakeholders on the
requirementspecifications, as different stakeholders have different interpretations for the
same specification. The goal is to move frpensonal view into common view [3].

In this thesis, we focus on the specification dimendioat concerns requirements
understandig. As stated by Pohl [3], the specifications dimension represents the baseline
for the other two dimensions: representatiod agreement.
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Obtaining a complete specification is necessary to produce aghajtty requirements
specification document thaedds to clear expectations about the functionality and the
characteristics of the system. Having poor anddmality requirenents specifications will
compromise the whole RE process and may lead to serious implications on the system
developing process, psibly leading to a system that does not meet its objectives.

Capturing system requiremeargpecifications is a challenginggk. In fact, getting vague
and ambiguous requirements specifications is common at the beginning of the requirements
engineering pcess for two reasons:

1. Requirements specifications are mainly captured using Natural Language (NL) and
expressed in, e.g., English, Dutch or Japanese. Although techniques for natural
language processing (NLP) are increasingly advanced [11], processng th
requirements documentsufficiently well through computer programs is still a
challenging task [1]. Moreover, natural languagenore vulnerable to different
understandings and interpretations that lead to opaque requirements specifications
and may redtiin undesired system havior [5].

2. Despite the fact that requirement analysts are experts in software technology, their
knowledge of the problem domain where the system will be used is often limited.
This lack of domain knowledge leads the analystsetidopm poor requirements
elicitation and, as a result, to produce 1quality requirements specifications [2].

To overcome the previous challenges, several studies have been conducted using different
techniques. Harmain et al. [9] developed a compaitérd software engineerin@ASE)

tool that supports the analyst in refining the requirements by using an initial UML generated
from a semantic network. The UML model represestiject classes and the relations
between them. Then the UML used as an inputtergraphical CASE tool wth allows

the analyst to refine the requirements manually. By editing the UML model class diagram
using the CASE tool the the analyst can add new classes attributes and edit the current
relations. Next, for evaluation comparingcé class model from theASE output to
reference standard model as the following: correct if it matches an element in the standard
model; incorrect if it does not match an element in the standard model; extra if it is valid
information from the text businot in the standard mdde

In the context of agile requirements engineeltingassen et al. [13] extract a conceptual
model from a collection of user story requirements using the automatedNodlV i s u a |
Narrator o. The t ool oaetett depéndencies, teylandies, amn b e
inconsistencies between requiremeiist example, suppose that we have the following

user story as an input for the Visual Narrator:
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As a student, | want to upload my academic paper to the system, so that | dainitan
my supervisor

in Table 1.

After processing the previous user story vid the conceptual model of the output shown
Subject Predicate object
Student Upload Paper

Although importah results have been achieved by Harmain et al. [9] and Lucassen et al.
[13], their approaches are either manual as Harmain et al. [9], or do not use any kind of

Table 1. Conceptual model as an output of Visual Narrator tool.

domain knowledge as a reference to support the analysts in refining themesnts

The mainconcernin requirements elicitation is to detect and reveal information from

different knowledge sources to clearly identify the system requirements [63]. Nowadays,

domain knowledge documentatios consideed one of the main sourseof valuable

information used by companies [64]. Such information is usually captured as written text
and as graphical models [65]. Often, graphical representations of the work being conducted,

such as business procas®dels, anddomain ontologiesare used for communicative
purposes between various stakeholders faaljitsthem in understanding how work is being
performed and where improvements can be made.

In thisthesiswe evaluate the use of domain knowledge in order to refine the requirements

engineering user stories, amdien we refer to domain knowledge in the context of this
thesis,we focus mainly on the use the following domain knowledge:

1. Domain ontology
2. Business process which represented by BPMN (Business Process Management

Notation)

We made this choice becautiee aforementioned domain knowledggesare the most
widely usedn information technology field

Some researchers have investigated the use of domain ontologies as domain knowledge for
requirements elicitation, and their steslishow promising resultReubenstein et al. [8]

mainly focus on bridging the gap between formal and informal specifications. Particularly,
t he authors

f ocus

on

the representation

cube [3]. For that theysed reusable templates callglichéto assist a requirements analyst
in creating and modifying the requirements. T@kché provided common forms of

requirements specification in a specific domain.

Eachcliché comprises of set of roles and constraints between them. Following thplexam
in Figure 2, the first argument of the notation is the name dflitied Next, is a lisof the
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parents, theéhird argument defines the roles of the cliché. The main bodyiadfeclichéo
defines the constraints on the cliché, it could be for imstaRAreconditions, Consequents.

Although the authors addressed some key challenges in reqoiseacguisition, still their
tools do not interact directly with the ender or the domain expert.

(Def-Cliche Tracking-information-System-Report (Report)
(Def-Roles Target)

:Preconditions (Tracking-information-System (Home-System 7?5elfl)
Consequents | = ?Target (Target [Rome-System ?5eif))=
[Overview-Text

{TText "The tracking-informationisysiem-report ?self provides
information about what the state of the Plarget is believed to be."))

Figure 2 examplelichéframe types, extracted from Thefuirements Apprentice: Automated Assistance
for Requirements Acquisition, Reubenstein et al. [8].

The work by Breitman and Leite [6] concerns the ontology construction and development
process using LEL (Language Extendiexicon), a kind of electronic vsion of dictionary

that can be used as domain knowledge in requirements elicitation processes. LEL is an
approach that derives from the semantic web community [10]. However, their work neither
develops a tool nor a methéar requirement engineering thdirectly helps the analyst to

get more accurate requirements. Saeki et al. [2] propose a method for requirements
elicitation that uses ontologies. They use a semantic function with quality metrics to indicate
the relationkips between two concepts and tml@ate the requirements specifications
guality. Moreover, they usmference rulson domain ontology to allow the analyst to refine
low-quality specifications. However, their approach is manual and therefore doesl@ot sca
up to large specifications.

Thelimitations of previous works, which either do not use an ontology or use it in a manual
fashion, evidence the existence of a gap for smrtomated approaches to get refined
requirement specification based on domain logies.

As explainedoy Deemer edl. [56], the current scenario for refining requirements using the
Scrum agile development method is that the product owner together with the development
team have to work cooperatively to refine and understand the amuisigaquirements in
process called’roduct Backlog Refinement, where the product backlog repsetent
system requirements in from of User stories, use cases or any other useful requirements
approaches. Often the Product Backlog Refinement process is far from being trivial and it
requiredetailed analysis for the requirements, breaking down a largstosg into smaller

stories and the involvement of other stakeholders that better understand the requirements in
the applied domairthe flowchart of the product backlog refinement is shawigure3.
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Product Backlog Refinement Flowchart

- How to do Product Backlog Refinement -
by Stephan van Rooden- 2015

End of
Product Backlog
Refinement
meeting

Product Backlog .
Refinement Any l{ems to
meeting begins! refine?

Yes No

¥

Start 10 minutes
time-boxed
discussion on the Next Item Ye:
item

Does
Dev. team
understand the
‘What' and
“Why'?

PO explains the
Why and What of
the PBI

Create a Spike on
Sprint Backlog of
current sprint

Items goes back
to PBL

Trow the item
away, don't waste

your time on it

Team
has an idea
'How’ to create
it?

Need
more time for
discussion?

Item
still valuable
enough? Value
> Effort?

Estimate the item
(T-shirt size or
story points?

No

Dev needs
a spike?

Figure3. Product Backlog Refinement explainedtReved from
https://www.scrum.org/resources/blog/prodbeacklogrefinementexplained33 S. Roalen [71].

The thesis proposes two approaches for the-setoimated refinement of user stories,

try to avoid the aforementioned traditional method (Product Backlogh&eént) We
mainly depend on systematically analyzing the user stories requireamehtsansforming

it from natural language into structured data. The necessity to extract information from
natural language documents motivated a lot of research on ajgplichttext analysis in
requirements engineering [7] and then to store the structiata into domain ontology.

The underlying idea for the first approach, is to disassemble each requirement into a number
of typed entities. Our domain ontology system wilhsist of predefined entities, types and
relationships between them for a spedipplication domain. Also, a new set of entity, type

and relation can be added to the ontology incrementally. According to Breitman et al. [6],
having a rich and higlquality domain ontology will help the analyst get more insight of the
system applicationdomain; indeed, ontologies help both people and machines to
communicate concisely, supporting the exchange of semantics and not only syntax [4].
Hence, the domain ontologyorks as a knowledge base for both domain experts and
requirement analyst, and therdain ontology itself is a valuable requirement engineering
product, as stated by Breitman et al. [6].
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On the other hand, business process models, and in particular fotidelsg the Business
Process Model and Notation (BPMN) language, are widely useRE as it has been
designed to assist the needs of domain experts and business analysts.

Having a complete Business process is essential to get better insight abousittesd
domain where a new system need taléeelopedBusiness process models eoasidered
one of the most commonly used type of conceptual moddkpittsthe business workflow
and the business added value that created by different stakeholders [57

A standard notation for modeling business processes is the Business Procdsandode
Notation (BPMN) [58]. BPMN is a graphical notation, maintained by the Object
Management Group(OMG), created for the representation of business processbaseatl

on workflows [59], with great advantage as it easy to understand and interpreétlogy al
stakeholders ian organization

The rest of the paper is structured as follows. Chapter 2 introducgeauhypothesis and
research questions. Chapter gants our research methodology. Chapter 4 literature
review. Chapter 5 presents the pdtnuse of domain ontology to refine user stories.
Chapter 6 introduces our main approach in using BPMN to refine user stories. Chapter 7
describes the experimentdlamework used tovalidate our developed artifact Story
Suggestor Tool. Chapter 8 presemtis conclusion and future research.
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Chapter 2Goal, Research Questioasd Hypothesis

Our goal is to define a serautomated requirements refinement process for Agile
requirements engineering witlser staes so that we can get higjuality requirements
specifications. Through this research, we would like to address the following hypaties
knowledge questions which are related to the objective of this thesis:

MRQ: Does the use of the semutomated process for supporting requiremegftsement
lead to higher quality requirements compared to the traditpyoduct backlog refinement

Based on our main research question threegsiistions have been formulatedthe
following:

RQ1.1:What lessons learned can be gained from the egiltmature on the use of domain
knowledge in RE?

RQ1.2: Do analysts who use domain knowledge deliver more complete requirements than
analysts who use the traditional backlog refieeatf?

RQ1.3: Do analysts who use domain knowledge deliver more correatreeaents than
analysts who use the traditional product backlog refinement?

The research questions above have been translated into the following hypothesis:

HO1: Using domain knovddge as refinement for requirements engineer incsease
requirements quality.

According to IEEE 830 standard [12] and Kaiya et al. [1], there are four main characteristics
that define the quality of the requirements specificetid 2]:

1 Correctness: A system requirements specification (SRS) is considered correct, if
and only if it meet the system objective and for that each system requirement
specification should be mapped to another applicable standard to make certain that
itismeetedt ot her 6s. Al ternativel vy, the stak
correctly reflects the actual needs.)

An example of an SRS which is not correct, if a one requirement stated that the
product owner can rank his own product, whereas the olgecfithe @veloped
system is to get the end user ranking for the products.

1 Completeness SRS is considered complete if it comprises all important
requirements in terms of functionality, performance, design constraints, attributes,
or external interfacesurthermore adding definition of the responses of the system
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to all possible input vaks and also adding definition of all terms and units of
measure.

For example: a requirement considered not complete when a system need to be
developed for ticketing sysin and there are no requirements for issuing tickets.

1 Consistency: SRS consistency fosuon internal consistency in which no
contradiction between the sub requirements is occurred

For example, the following user story violates the internal consistencg: On

requi rement may state that @AAs a student

ist o while another may state that AAs
gradeo. There is inconsistency between

1 Unambiguity: Unambiguityfor an SRS means that there is only one interpretation
for each requirement specifications. In cases where a term used in a particular
context for describing requirement specification have multiple meanings, the term
should be included in agdsary wherés meaning is made more specific.

An example of ambiguous user story is a user story that uses ambiguous terms such

as: fAs a student, I want to be able to

«
R

¢

pageo, without ginv itnog c waim acel nefiadr edxeafcitnliyt i me

A c o nt dnodaddermiasd it might refers to a wide range of different things.

As such, a specification R2 is more refined or is of higher quality than specification R1 if
and only if:

Correctness R2 > Cotrexss R1
Or
Completeness R2 > Completeness R1
Or
Consistency R2 > Consistency R1
Or
Unambiguity R2 > Unambiguity R1.

However, in our research we focus solely on improving correctness and completeness as the
two qualitycharacteristics, without compromising th@er two characteristics consistency
and unambiguity.
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Chapter 3ResearclMethod

We explain the research method that will be used in order to investigate the research
guestions. We need to iterate over twovaies:

1 Designing a tool that refines alleztion of requirements.
1 Empirically investigating the performance of this tool.

Therefore, the design science methodology [14] seems to be the best fit for the research. A
design science project is an iteratiyprocess between solving design problemd a
answering the knowledge questions. Desigthe problem (design cycle) compridaree

main phases: problem investigation, treatment design, and treatment validation. We will
repeat the cycle iteratively twantes and check whether the treatment satisie
stakeholders needs as it shown in Tablemplementing the treatment and evaluating the
result will complete the so called the engineering cycle is out of the scope of this paper.
Therefore, this thesis Wilocus solely on the design cycle [14]. Ashown in Figuret and
Figureb5.

3. Treatment 1. Problem

validation Investigation

Learning RE/Domain
Knowledge

Expert opinion

2. Treatment
design
Mockup

Figure4 design cycle first iteration
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3.1 Problem Investigation

In order to have a get better understanding about the problem that we investigate, for the
first iteration, a literature review has been donerasented inChapter 4ocusng mainly

on the use of user stories requirements engineering in Agile methibeierd approaches

for requirements modeling, in addition to the use of Domain knowledge in RE and the
diverse techniques for using domain knowledgerces in RE. For the second iteration we

did further investigation about the problem of refining the &1eling to that the expert
opinion from the first iteration.

1. Problem
3. Treatment Investigation

validation Complete problem

investigation, adding to
that the expert opinion
from the first iteration.

Experiment

2. Treatment
design
Working prototype

Figureb design cycle second iteration

3.2 Treatment Design

We design a serdautomatednockup as a proof of concept as illustrated in Chapter 5 and
Chapter 6. We use a set of user stories from the education domain for facilitating the
construction of our tool and for testing purposes, for the first iteration vp@ged our first
approach p using domain ontology as a domain knowledge, for thatevelopedntology

using the Protege tool, also the we used of Visual narrator tool and ontology matching tool.
The aim of the first iteration was to find out whether pineposed concept is helgrihe
requirements analyst to get more precise and-gighlity requirements. In the second
iteration, we proposed another domain knowledge source, BPMN and for that we will
develop a full working prototype.
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3.3 Treatment Validtion

In order to find wiether our artifact solved the aforementioned problem or not. In the first

iteration we considered the expert opinion in the RE domain, about the mockup design and

the efficiency of the output and we found out in chapter 7 thaiguBiO as domain

knowledge s not a feasible solution at | east frc
few companies used a DO. The experts were a business analyst or professor who involved

in RE projects. Based on the feedback from the expert, refinement to our solutiowas

made in a sense of using another domain knowlétgsiness proces$o refine the user

stories. For the second iteratiove conducexperiment in which it involves a control group

and treatment group, then we compare and analyze the resultswinétieer our proposed

solution meet the objective in helping the analyst in refining the requirements.

Phase First iteration Second iteraton
Problem Prepare for the design of a refining § Complete problem investigation, addi
investigation | using domain ontologies by to that the expert opinion from the fir

learning more about thRE, modeling RH iteration. Further investigation abo
techniques, ontologies building af using BPMN as domain knowledge f
matching. refine RE
And the current available RE refinir]
methods and techniques.

Treatment Mockup/proof of concept/ preliminar] Working prototype

design design for the tool
Treatment Expert opinion Experiment
validation

Table2z The three phases of Wieringabs design cyc
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Chapter 4Literature Review

To geta better understanding of the domain area of requiremamggeering and the
domain knowledgealiterature review was performed to address the following question

RQ1.1 What lessons learned candmned from the existing literature on the use of domain
knowledge in RE?

Theliterature review helped us to get bettesigit aboutAgile requirements engineering
with user storiesexplorethe use of thenatural language processing in RE, requirements
modeling, building and ontology learning approaches and using BPMN in RE.

4.1 Background on RE
4.1.1 Agile RE Usebtories

A user story is a description of a feature that provides business value faieletbpers
and products owner. It is a cooperative working way between product owners and the
system developers in order to get a clear insight about the systenmbehav

Although many different templates for writing user story exist, in this thesisevéhe
Connextra template (Lucassen et al. [40]):

Templ at e: RAs a <type of wuser >, I want <go

There are many benefits for using user stoffi@8]. User stories are, to some extent,
understandable by both users and developeeselily empowering users as actual team
members and making it possible for them to actively participate in design the system that
they are going to use. User stories aneefficient way to transfer the implicit knowledge
between the users and the developsinsce they foster the informal exchange of ideas
between the team members. They also help the developers to manage and prioritize the
stories based on their signdict. In addition, user stories motivate the opportunistic
development approach in whidhetdevelopers can swap easily between the requirement on
different level of detail [38].

User stories support deferring detail, in terms of writing a more genegpl®ouser stories
in the first phase and then go into more details later on. Moreowsrsiaies match well
the fastpaced, iterative development method like Scrum and other agile development
methods. It is no surprise that user stories are the predomimethod to capture
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requirements in agile software development [39]. Also, many aglhaods recommend
gathering requirements using user stories [41].

4.1.2 Linguistic Analysis / NLP

Requirements define what the stakeholders need and what the systeémclude to satisfy

the stakehol dersdé needs, a n & widedyrcommanaitt t he
considers as the most important medium for requirements documents. According to Mich et

al. [42], almost 80% of all requirements documents argemrin common natural language.

Many natural language processing (NLP) tools and appesabave been developed to
support the processing of NL requirements documents. According to Berry et ath@43]
NL supporting tools fall into four categories with full or sesmitomation processing and
based on the precision and recall the authorsi@gfie tool strength, the four categories are
as the following:

1. Requirements quality analysis: tools that kelpdetect deviations and defects from
best practices NL requirements documents. e.g., ARM and QUARS, by Fabbrini et
al. [46] and to highlightambiguous requirement statements, e.g., SREE and
Chantreeds nocu¢/ls ambiguity finder

2. Requirements modejeneration: tools to generate models from NL descriptions, it
detects classes, variables, and associations form requirement documents and then
transform it into abstract model for example the work by Popescu et al. [45].

3. Abstraction identification: tool® identify the key abstractions from NL documents,
a tool that help the analyst in get better understanding of an unfamiliar domain. The
abstration comprise the main terms and concepts and it could be represented as
domain ontology that helps the analisigain knowledge about the domain where
he needs to develop the system. The work by Goldin et al. [44] is an example for
this category.

4. Links discovery: tools to discover trace links among NL requirements statements or
between NLrequirements statements and other artifacts of the development process
e.g. Poirot tool developed by Lin et al. [47]
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4.1.3 Requirement Modeling

Software systems agist of complex processes and the correspondent textual requirements
are often difficult to understand. Moreover, following the interaction between different
elements based on textual requirements is not an easy task. Thereforedtteredece

the textual requirements extensivity and complexity become a necessity. Requirement
modeling simplifies the process and shows the system behavior in a clear and a more
understandable way. Furthermore, the interaction between diverse elersesitplanitly
illustrated in the modeled requirements. The benefits of modeling requirements are depicted
in Figure6. The lefthand side shows four textual requirements, while the-hght side

shows the model diagram of the corresponding requirements.

Textual requirements Modeled requirements

Display entry

Req-1: The system shall display the entry mask

mask

Req-2: After the action "Show entry mask"
is completed, or after the action "Show
error" is completed, the system shall offer
the user the option to enter data

Req-3: After the action "Enter data" is
completed and if the data is ok, the system
shall store the data

Req-4: After the action "Enter data" is
completed and if the data is not ok, the
system shall issue an error message [Data oK)

[Data
notokl _ { Issueerror
v message

@%

Figure6. Exampleof textual requirements vs. modeled requirementst r act ed fr om fAHandbo
Reqguirements Modeling | REB Standardo Weyer

From the previous example, we notice that modeling requirements is easier to understand
and itprovides a clear view ohé main activities and the system functionality, while in the
textual requirements this information is often presented implicitly [48].

4.1.3.1 Applications for Modeling Requirements

According to Requirements Modeling IREB Standard by Weyer et al. &k are three
main applications for modeling requirements in requirements engineering:
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1 Modeling Requirements as a Means of Specification:
In this case, in order to define the syst@guirementsrequirements diagrams are
used as a medium for identifgrthe system requirements is also possible to
support the requirements diagrams with textual explanations, especially when a text
is moreevidentthan diagrams.

1 Modeling Textual Rguirements for The Purpose of Testing:
A requirements diagram is credteto examine the comprehensibility and
inconsistencies of textual requirements. Hence, using the requirements diagram
helps in fixing all the deficiencies within the textual requireraent

1 Modeling Textual Requirements for Clarity:
In order to clarify a amplex textual relationship that represent the system behavior,
a modeled requirement is used to simplify and to explain the extensive textual
requirements.
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4.1.3.2 Views in Requirements Modeling

As stated by Pohl et al. [49], #e main basic views for functional requirements consider
the building block for other different views are as it illustrated in Figu(é) the statie
structural view, (2) the beheral view, and (3) the functional view.

Requirements View

ContextView Information-Structure View
Class Diagram (IREB AL)
Entity-relationship Diagram

. ) State-oriented View
Use Case View / o
Use Case Diagram / State Machine Diagram (IREB AL)
(IREB ALg] -~ Control-Flow-oriented View Finite Automaton
Activity Diagram (IREB AL) Statecharts
Event-driven Process Chain Simulink Stateflow
Business Process Modeling Language "

Data-Flow-oriented View
Data-Flow Diagram (IREB AL)

Activity Diagram with Object-Flow / Data-Flow
(IREB AL) Sequence Diagram (IREB AL)

Communication Diagram (IREB AL)
Message Sequence Charts according to ITU Z.120

Scenario View

Simulink Block Diagram

Figure7: Views in requirementmodeling in the IREB advanced level module "Requirements Modeling",
extracted from AHandbook of Requirements Model in

1 Context viewaims at representing how the system interacts with externaksntiti
and what their respwibilities are. This viewpoint is also vital to understand who
are the main stakeholders and what are their interests concerning the system.

1 Information structure view:Describes the way that the architecture stores,
manipulates, @mnages, and distributésformation and the way that information
moves around the system and where the data accessed and modified.

T Dynamic viewthe main concern of this view is the dynamic aspects of the system
functionality, an example of models under the dynamic view anratgaliagrams,
state machine diagrams and data flow diagrams.

T Quality view:focus on the quality aspects of the requieerts that affect different
system elements for instance performance, reliability and robustness can be modeled
by adding a note of elgnation to the requirements quality diagram.
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T Constraints viewmainly focus on a limitation or restriction for requiremtse for
example organizational regulations or technological constraints. Such constraints
could be modeled using class diagram.

4.13.3 GoalOriented Requirements Engineering

GoalOriented Requirements Engineering (GORE) has grown into an important area of
research in the past decades [51]. (GORE) is defined by Van Lamsweerde [50], is it the
desired target that the system should achier softwargo-be through cooperation of
various stakeholders, devices and 3rd party system within the organization.

GORE brings several benefits to RE practice, such as: it supports a wider system
engineering perspective compared to the traditional fREhods, focus more on the
reasoning behindhe requirements and on top of that, GORE gives grounds for each
requirement existence. Besides, it provides precise criteria for sufficient completeness of a
requirement specification and it could also be usedetect and manage conflict between
requirements.

Although many goal modeling languages emerged to support the RE process, KAOS and i*
frameworks are the most dominate tools for gwénted modeling as stated systematic
mapping study that has been ddayeHorkoff et al. [51].

4.2 Representing Knowldge

4.2.1 Building Ontologies

Ontology is an explicit formal specification of how to represent the entities that exist in a
given domain of interest and the relationships between them. The nature of regtereme
engineering involves capturing knowledge from diverse sources includingy ma
stakeholders with their own interests and points of view. Therefore, there is potential in
using ontologies in requirements engineering. According to Ballejos et al. [76], alee
many benefits of using domain ontology in requirements engineeringaoféetial uses of
ontologies in RE includes revealing of requirements ambiguity and helping in
refininginsufficient and incomplete requirements. Adding to that the ontologys hal
dynamic and changing requirements environment by providing constanteragats
revision.

There are several tools that support the development of ontologies. Some of these tools are
outdated and not supported anymore, while others keep developieg@ing tosupport
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wider variety of tasks that facilitate tlo@tology building process. In this section we will
compare some ontology development tools and briefly discuss some of thef-$tegtart
tools.

The main criterion for comparison of thesels are the implementation language, import
and export formatte availability weather the tool is free open souradioense is required.

In addition to versioning capability, the use of ontology libraries and beside the use of
reasoner for evaluatioand consistency checking. We mainly depenastogi et al. [1],

Kaur et al. [20] and Slimani et al. [21] for making our ontology tools comparison table. (See
the Appendix A for the full table of tool comparison).

Protégé:a free open source ontologylitor created at Stanford Universityat is very
popular in the field of Semantic Web aimccomputer science research. Protégé, developed

in Java and its source code is released under a free license (the Mozilla Public License).

Protege is probably thaost popular ontology development toolotege ontologies can be
imported and exported in a variety of different formats, including RDF/RDFS, OWL and
XML Schema formats. Protege facilitates rapid prototype and application development and
has a very flexile architecture via a plugndplay envirmment.

Moreover, variety of plugins have been developed by the researchers (e.g., the
PROMPT/AnchotPROMPT plugin for ontology merging [15], plugns for versioning
support [16], and plugns for collaborative otology development [17]). Recently, a
lightweight OWL ontology editor for the web (W<Ebbotege) [18] has been
proposedProtege Web Browser is a Javased Web application that allswhe userto

share and set permissioiws specific projectAlso, it providesa full change tracking and
revision history adding to that isupportsmultiple formats for upload and download of
ontologies (supported formats: RDF/XML, Turtle, OWL/XML, OBO)

Figure 8, showsa simple example ofdomain ontology for education sgst created for
testing purposs, the main classeare Student, Professor, Citgnd Netherland. In the
exampldéi Mi keo is an i ndi vi dua lwhietherelationghipare e f
representeth our example byiSt udent i ,masaCy.l saCi ty
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Figure8. WebProtég@&xample forsimple education system

OILEd: OIL Editor is a simple ontology editor and ontology demonstration tool that
supports Olkbased Ontologies construction. The basic design is quite similar to other
ontology tools suclas Protégé5 and OntoEdit, It integrates a reasoner (FaCT) and extends
the expressive power of other frashased tools. OIlEd can import and export ontologies in
theRDF, OIL, SHIQ,dotty, DAML + formas.

Ontolingua: a formbased Web interface ontology tobased on the KIF knowledge
interchange format for develop ontologi€3ntolingua suppors Ontology creation and
browsing in distributed and collaborative environment. Using Ontolingua, it is possible to
export or import the following formats: KIF, DAMI@IL, OKBC, Prolog, LOOM.

WebOnto:a tool which provides a webased vigalization, browsing and editing support
to develop and maintaiontologies anknowledge models. An ontology can be viewed as
a model of the conceptual structure of some domain arftDime provides the capability
to represent this graphically. It can export ontology to OCML, GXLRD#&OIL format.
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Swoop: a tool for creating, editingand debugging OWL (Web Ontology Language)
Ontologies. SWOOP is a short for Semantic Web OntologyoEdit provides an
environment with a loolandfeel similar to that of a web browser. Reasoning can be
performed using an attached reasoner (such astPell

Neon: a toolkit for ontology management which provides -twime and desigime
ontology alignmet support, it provides storage, reasoning, querying, versioning and
security services. The GUI provides user frent components, including editors wiéxt-
based, graphased and forsbased interfaces.

4.2.2 Ontology Learning Approaches

Ontology learimg is the process of extracting ontological elements (conceptual knowledge)
from input corpus and building ontology from them [22]. Based on the data type from which
the ontology learned, the ontology learning systems can be classifiesttactured, s@i-
structured, and structured data learning.

Unstructured data is documents consists of natural language texts such as Word, PDF
documents and books. Semi Structured data is text in HTML, XML files, Wikis and User
Tags dictionaries like Woidet [29] or tle Wiktionary [30], while structured date are the
database schemas, existing ontologies and knowledge bases. [22] [23].

Different techniques and technologies have been used for Ontology learning such as
machine learning, knowledge acquisitiomaturallanguage processing, information
retrieval, artificial intelligence, reasoning and database management [23] [24]. However,
using the natural language procesqiNgP) is common among all the techniguandthe
following categorization of ontolggapproachesansider the used technique beside the
(NLP) [25].

4.2.2.1 Learning from Structured Data

4.2.2.1.1 Statistical Approach

Sanchez et.al. [26] develeg algorithm that analyses a large number of websites to find
important concepts for specificdomain bystudying the initial keyword's neighborhood.

Next, statistical analysis is performed to select the most adequate concepts from a set of
candidates. Finally, the selected classes used to build the ontology. To find new terms and
to builda hierarchy of corepts the processsrepeatedteratively. The output is taxonomy

of terms in which can be used as a base for finding more adlanta@ogical relations
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between concepts, or it can be used to guide a search for information or a atassific
process frona document corpus.

4.2.2.1.2 Natural Language Processing Approach

Ontology learning from text is the process of identifying terms, concepts, relations and
dependencies among a set of words and using them to construct and maintain an ontology.
Many technjues use natural language processing in the development of oredagng

systems. To find the dependency relation between two words Sabou et al. [27] used a set of
syntactic patterns. Mainly, a specialized form of natural language called syntactic
reguarities which are inherent from the sublanguage nature of weltselwytumentations.

The ontology extraction steps are: dependency parsing, syntactic patterns, ontology building

and ontology pruning. After the dependency parsing, they set three symattéms

categories to identify and extract interesting informatioom a corpus for ontology
building. First pattern is used for identif)
for the second pattern t heignalities. el lastipagtermi Ver b o
is used for identifying relations usitige prepositional phrases. Next, the ontology building

step collects the results of the previous syntactic palti@sed extraction. The extracted

terms are used for building the domanmtaogy.

4.2.2.1.3 Integrated Approach

The underlying concept betd the integrated approach is to develop a system with library
of algorithms that allow the users to select appropriate learning algorithms for the kind of
ontology they want to learnlextToOnto [17] for instance, is a framework that use different
measues to extract terms from the corpus and wide range of algorithms for different
ontology learning techniques.

4.2.2.2 Learning from Semi Structured and Structured Data

Techniques like da mining and web content mining are the most commonly used for this
learning method. Karoui @f. [31] proposed a method that used the structure of Web pages
to extract domain ontology without using a priori knowledge. The approach builds a
contextual herarchy from the web page structure. Next, define the more relerarg to

classify using data preprocessing techniques. Based on the term position in the conceptual
hierarchy a weight is added, then the candidate terms are classified automaticaty, and
concepts are extracted.

Another work, by Davulcu edl. [32] converts the structure of an HTML Web page into a
hierarchical semantic structure (as XML) in order to mine it for generating a taxonomy.
Web pages are mined to separate important conceptsifistances as well as to establish
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parentchild relationsips among the concepts and use that concepts for ontology building
[32].

4.2.3 Ontology Matching

Ontology matching or alignment is the process of solving the mismatch problem that is
caused byhaving different ontology representat®omf the same domain. Such a
mismatching may cause unsatisfiable classes, properties and relations for the domain
knowledge. Therefore, ontology matching helps in closing the gap between two or more
mismatched ontolgies by providing one single source afttr for the domain knowledge

[53].

The input of the ontology matching process is the targeted ontologies that needs to be
aligned and the output will be set possible mapping and correspondences between related
entties (classes, properties amdations) of those ontologies [54].

Many ontology matching techniques and approachesltieen developed in the last decade.
However, choosing from this variety of techniques is far from being a trivial task. According
to Otero-Cerdeira et al. [53], thelassification of the matching techniques can be based on
the interpretation of input information tajown or based on the type of the input bottom
up as it depicted in the Figuge
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Figure9. Matching techniques classifitab n .

Starting with the togown input interpretation, the matching techniques can be classified

in a first level as:

Elementlevel matchers:This approach tackle the ontologies entities msnaependent

Extract®©®anthbhlogyt Maticdo kgd

[55]

Granularity/ Input interpretation

oncrete technigues

Model-

based
SAT solvers,

DL reasoners

Content-based

element, and not as a part of the whole ontology structure.

Structure-level matchers:for the matching, this technique mainly depends on entities

structure of the ontology.

At the second lesl, those two techniques It also comprise thefaihg sub techniques:

Syntactic:focus on fixing the mismatching results when two ontologies are modelled by
using different knowledge representation formalisms, for instance, OWL-b&ogic-

Semantic: mainly concern resolving the differences between twtologies that use of
different axioms for defining concepts or due to the use of totally different concepts.

Regarding the bottorap classification, the first level of the matching techniques can be

classified into the following categories:
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Contentbased: these techniques depend on the content of the matched ontologies. This
technique comprises four sub techniques categories as the following:

1 Terminological:focus on matching the variations in names mheferring to the
same entities in different orlbmies. This may be caused by the use of different
natural languages.

T Structural: match the ontologies entities (entities (classes, properties and relations)
based on their structure in the ontology.

1 Extensionalfocus on matching the instances of the t@mpared ontologies.

1 Semantic:deductive methods, use some semantic interpretation of the input and
usually use a reasoner to deduce the correspondences.

1 Contextbased:these technigues used extersailirces to find a common ground in
term of context betwan the two compared ontologies.

4.2.4 Business Process Model and Nota(®RMN)

A business process is a network of connected activities and buffers witiefieid
boundaries angrecedence relationships, which utilize resources to transform impaits i
outputs for the purpose of satisfying customer requirements [74].

Through our thesis the business process is represented by a business process model and a
notation (BPMN). Weske &ll. [75] defined BPMN as a standard for business process
modeling thaprovides flowcharting technique tailored for creating graphical models of
business process operations. The BPMN notation consists of four categories of elements:
the workflow objects (#ents, Tasks, and Decisions); connection objects (streams and
Sequenc®essages and Associations); swim lanes (pools and lanes) and artifacts (Data
objects, Annotations and Groups) [59]
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Dumas et al. [57] decompose business processes into elements as depicted fOFigure

| Event |

delivers Business

< Activit
Outcome T Process ctivity |
Positive Negative Decision
Outcome Outcome involves Point
gives
value to Legend
VAR * . <>—— consists of
[ Customer ——>] Actor | [ Object | 1 is a
*  Zzero, one or many
1..* one or many

Figurel10. Ingredients of a busiiss process, extracted from Fundamentals of Business Process Management
[57]

Event represents something that happens and triggers a series of activities.

Activity. represent work completed by a group or organization, sometigstiare

atomic (a taskyvhile others are not atomic (process andpidress) since they can

be further decomposed.

1 Decision pointis a point at which a decision is taken that affects thetheprocess
is executed.

1 Actor. is someone or something thag p f or ms a n befddits fromvthet y 0 or
output of a process.

1 Object can be it physical or immaterial, is a thing consumed or produced by an
Aactivityo.

T A process results in fno
undesirabld inegati ve out come

= =

tcomeodo whi ch cC a

BPMN is rich in modeling constructs for representing various types of control flow and
events. As a result, BPMN has a high degree of expressiveness, but at the same time is
highly complex [62]. Also, BPMN provide a unified notatifam both IT and management
stakehdders [59]. For this purpose, BPMN includes a basic set of constructs called the
ABusiness Process Diagram (BPD) Core EI emen
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4.3Use of Domain Knowledge in RE:

4.3.1 Use of Ontologies in RE

A remarkable systematic literature review base®tostudies has been done by Dermeval
et al. [52]as shown in Table.3Buch study provides a good understanding about the using
of ontology to support the requirements engineering process and the cupleratian for
ontologies in RE filed.

The main fiding of the study looks promising, according to Dermeval et al. [52], the main
phases of the RE process that have been supported by the use of ontologies is Specification
(83.6 %), followed by Analysis andlegotiation (58.2 %), Management (35.8 %), Eliooa

(25.4 %) and Validation (6 %). While the most requirements modeling styles that used in
combination with ontologies are textual requirements followed by UML, Scebasied

and Goaloriented.

It is al® noteworthy that most of the studies focusesunctional requirements, while little
attention has been paid to nfumctional requirements. The dominant approaches of
ontologydriven RE tackle the ambiguity, inconsistency, incompleteness requirements
problem followed by requirements management andugol problem [52]. According to

the authors classification criteria a study could have met more than one phase of the RE
process, thus the sum of percentages can be greater than 100 %.

# RE problem Count Percentage%

Ambiguity, inconsistency and/or inowpleteness 38 56.72

Requirements management/evolution 24 35.82

Domain knowledge representation 18 26.87

Integration between requirements and architecture 3 4.48

Requirements communication 2 2.99

Requirements models interoperability 2 2.99

Distributed requirements elicitation 2 2.99

Goal decomposition 1 1.49

Selection of elicitation technique 1 1.49

Table3. Existing contributions inontologgg r i ven RE, extracted from AApplic
requirements engineering: a systematic revietwbfe | i t er atured Der meval et

OWL (Web Ontology Language), is the most popuwlatologyrelated language that have
been used to support RE activities, while few studies used SPARQL, SWRL, UML and
XML.
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Only 37.3% (N=25) of the studies provide emgfievaluation that positively support the
benefits of using ontologies in requiremeatgjineering [52].

4.3.2 Using BPMN in Requirements Engineering

Requirements engineering (RE) is concerned with eliciting and managing requirements for
the life cycle & software systems products. Business processes can be used to elicit and
understand software system requirements due to the knowledge they contain [60].

Keeping software systems aligned with business processes is fundamental for companies to
remain compdtive nowadays. In literature it is noteworthy that, the employment of the
modeling of business processes through the notation BPMN, can support the elicitation of
requirements. By having a business process model, it is possible to map not only the
workflow, but also a series of information related to the activities and idesxifing
informational systems or even requirements for the construction of new systems [61].

Cardoso et al. [66] proposed a business prelsased model for requirements enginegrin

and found that modeling business processes is a common practice i freddRvhich

helps stakeholders to understand their own business process, facilitates problem
understanding, and reveals how the system will meet the needs of the process.

Mathisenet al. [67] use business modelling as an early stage tool that helpeca@nges,
in this way, devel op software systems that
processes and to ensure that the software is aligned with business strategy.

Also, Mathisen et al. [67] argue that, some of the problems related to missiomplete

or vague requirements can be referred to an insufficient understanding of the proposed
software systems from the business point of view. Furthermore, the developimesiness

process models, prior to, or in early phases of developmenedilte the number of high

impact changes the system must go through during the system development life cycle. And
for that a sufficient transformation of business requirements informal system
specification is required and it consider a crucial stepny businesselated software
development project. In fact, business process models have proven to be an effective means
of specification.
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4.4 Summary on How the Current Litersgunformed Our Research

The aforementioned literature review providesuasle insights about the related topics
which are concerned with the requirements engineering and aims to outline the potential use
of domain ontologies in requirements refinement.

According to Agile RE, user stories capture the system features from amsend
perspective and for that it describes the type of users, what they want and why they want it.
Since the user stories are represented in natural language, literature revieeehas
performed to learn more about the use of (NLP) in requirements engig.e

We gained a better understanding about the significance of Requirement modeling activity
in terms of maintaining consistency and completeness of the requirements. The use of
ontologies in RE is the core concept of our approach. Because of thataluated the
current state of the literature reviewed and we identified the gaps in existing knowledge.
The gaps stemmed from focusing on dimensions other than specification dimigkesio
representation dimension, from tools that have lack of interaafitbnthe stakeholders or

from manual approaches. Our first approach however aims to develop interactive semi
automated tool for requirements refinement.

Literature about building anléarning ontologies approaches helped us in finding the best
tool to buid an ontology and the learning techniques that fit our approach. Applications of
ontology matching approaches demonstrated outstanding results for refining requirements,
as our firstapproach depends on the matching between two inputs: The predefined domai
ontology 1 and the output of the Visual narrator tool which is considered as ontology 2.

The main goal of the business process modeling is to provide common language for
communities of software and business engineers. As stated by Giaglis et al. [G@jrsof
that supports the business must be aligned with the business processes.

Nowadays, business is closely tied to the application of appropriate software systems and
its usage, busess process management brings the business perspective and the IT
infragructure together. However, the concrete specification of usage or transformation of
business process models into the software models is still relatively limited [68]. To address
these limitations, we investigated the potential use of BPMN in refininginegents
engineering user stories.
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Chapter 5

5. Using Domain Ontology to Refine User Stories.

We will discuss different scenarios that illustrate aewolution process of a dam
ontology and a collection of requirements expressed as user stories. Sesmbiution
process outlines the key idea of this process: how ontologies can be used tasefine
stories.This processhown in Figurell.

Update
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Ontology
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Business }
Stream | Domain Ontology

Ontology

Matching Toal Alignment / Mapping

Log

Consider an existing product backlog, which lists the features that the product owner desires
for the final product. Product backlogs contain user storiesatieasorted from higher to

lower priority and may also include acceptance criteria dhigculate precisely when the

user stories are done [33].

Extract
User
Stories

Software

Stream Product Backlog Visual Narrator

Ontology
2

Update

Figurell. User stories refinemeiprocess

Second, suppose the product owner disposadomain ontology that describes individuals
(instances), classdsoncepts), attributes, and relationship between the instances and the
concepts.

Therefinement process starts by taking the highest priority set of the user story from the
product backlog. The first set of the user story will be processed by the \astabn (VN)
that automatically extract a conceptual model from a set of user stpryaments [35].

The output from the VN can be considered as ontology, and then it will be checked against
the domain ontology using an ontology matching tool. For el@mpe may use
AgreementMaker system [34] for matching schemas and ontologies. én tordhandle

many different matching scenarjoAgreementMaker usea wide range of iterative
matching methods. The tool helps in making alignment between the two schemas
ontologies by depicting new mapping between two concepts or adding a new relations
concepts and instances.
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The matching process can be done automatically or manually by expert intervention.
However, in order to do the comparison, we hawastign the source and the target ontology
that we want to compare. First, we will set the denmaitology as the source and the output
from VN as the target for refinement. Next, we will do it the other way around, so the VN
output will be the source anddg domain ontology will be the target.

External Ontology

v

Source Ontology Target Ontology

Lexicon

Relationship
Map

Lexicon

Relationship
Map

di

Selector(s)

Figure12. Schema of the AgreementMakerLight Ontolddstching Module extracted fronThe
agreementmakerlight ontology matching sys{efi.

Figure 12. Shows the schema of the AgreementMa&etology matching model. Where
Lexicon contains the local names of all listed classes, their labels, and all theiyrsgno

Rel ationship Map contains the 0is ao and
Matchers are algorithms that compane® tontologies and return an Alignment between
them. Alignment is a data structure used by the ontology matching modtibed mappings
between the input ontologies. Selectors are algorithms used to trim an Alignment by
excluding mappings below a givemsiarity threshold [76].

In our examplethe underlying idea about the matching process is to develop both the user
stolies and the domain ontology simultaneously. Adding, updating and deleting a new
classes, properties and relations using the matchingwitloreduce the mismatching
between the user story and the domain ontology. Heneevalation of refining the user
stories and building the domain ontology would be possible as a result of the matching
process.
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5.1 Scenario for Using Doma@ntology to Refine User Stories:

Assume that we have the following scenario: we are developing a system that supports the
university education system, where the students can submit their thesis online, professors
can check the students thesis and makespa@bmment and eventually grade the uploaded
document The professor assistant also plays a role in terms of following uguitienss

work, managing and keep tracking of the students deliverables.

Some suggested user stories could be as the following:

S1 As a student, | want to upload my academic paper to the systdaimat | can hand it in
to my supervisor.

S2: As a student,want to edit my papeso that | can make the required modification
S3: As a professor, | want to read the uploaded papéhat | can grade it

S4: As a supervisor, | want to edit the pagerthat | can make a notes

S5: As an Assistant, | want to retid paperso that | can follow up the changes

S6: As an Assistant, | want to edit the paper, so that | can gifeadipack

S7: Asa student, | want to update my grade, so that | can improve my GPA

The output of visual narrator has many formats ageitioned previously one as shown in

Table4:

ID Number | Subject Predicate Object Occurs in
Sl Student Upload Paper 1
2 Student Hand To Supervisor 1
S3 Student Edit Paper 2
A Student Make Modification 2
S5 Professor Read Paper 3
S6 Professor Grade -pron- 3
S7 Supervisor | Edit Paper 4
B Supervisor | Make Note 4
9 Assistant Read Paper 5
S10 Assistant Follow Change 5
S11 Assistant Edit Paper 6
S12 Assistant Give Feedback 6
S13 Student Update Grade 7
S14 Student Improve GPA 7
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After processing the output from the visual narrator andidimeain ontology, we can find
the following cases:

1 Two terms refer to the same concept. For instance, the user S6raaslS7 the
concept supervisand professor handled separately while in the domain ontology
it is explicitly mentioned that the two concepts are actually the same as it shown in
the ontology concepts synonyi®o,the analyst can merge the two concepts in the
user stories. Likewiseof the two individual (master thesgraduation project) and
(Lecturer Professor). As it shown in the Figut8.
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Figurel13. Classannotation for the lecturer concept

T From the report of user story parsing TathleS6 showsan undefined objecand
that lead to ambiguity in the user story S3 , while at the domain ontology it is clear
that the concept professor has an objectpre r t vy  fi tha ac&lenacdpaper.
So,theanalystcan modify the user story number 6 to becomeRbfine S3: As a
professor, | want to read the uploaded academic paper so that, | can grade the
academic paper as it shown in the Figute 1
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Figure M. Property assertion for the concept lecturer

1 The user story numb&7 suggest a new object property that not existerdihmain
ontologyi @t udent can update his own gradeo f
open word assumption and close wassumption is needed. The Closed World
Assumption (CWA) is the assumption that what is not known to be true must be
false. On theontrary, the Open World Assumption (OWA) it is the assumption that
what is not known to be true is simply unknown. If thalgst considers the concept
under the (CWA) then the new concept should be deleted from the user stories.
Otherwise, a new conceghould be added to the ustories B6].

T An ontology considered as a vague if it has at least a vague definition of a concept
[37]. From our example the domain ontology shows that the assistant has a property
to fAhel pd the pr of gmighbbe cosfusmdifordhe analygtue pr
While the user storieS5andS6 s hows t hat rtehaed fafsasm dsd atnh e
uploaded academic paper. The analyst then has to add the two new properties to the
domain ontology as ambject propertyor theassistant. So that the individual Max
which has a class of assistant, can read and edit the students academic paper.

T Ontology Log At the same timein order to keep track of all the changes and the
reasoning behind it and to avoid any confusion in i€, all the previous changes
for both theontology and the user stories have been registered and documented in
log by the matching tool.

After all the seven user stories have been refined and stored in the product backlog, a
new set of user stories mEssed again in the same mani&peat the same process
recursively until all the user stories in the backlog have been refined.
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Although the previous approach looks theoretically promising, according to the expert
opinion it might be not a practical stilon for the following reasons:

1 Nowadays, just few companies use domain ontology to represent their knowledge.

1 Due to the structure of the domain ontology, in practids,difficult to extract user
stories from it, since most of the relations area(isasa) relations which araot
necessarily helpful in creating new user stories.

1 Domain ontology mainly focuses on information structure instead of process
structure. Thus, it does not contain activities, tasks or workflows that help in
describing procegs. Processes are useful dese they support the analysts in
understanding the domain area.

For the previously mentioned reasons, there was a need for another domain knowledge. For
that, we investigated the use of business processes as domain knowleddgeusiness
processes areidely used by companies and they support modeling of difféypes of
activities, tasks and workflows. Weske et al. [75] defines business process asfa set
activities that are performed in coordination in an organizatemmatechnical environment.
These activities jointly realize a business goal.
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Chaptero
6.1 Using BPMN to Refine User Stories

We present the potential use of a BPMaked business process for refining user stories in
a specific businestomain.

The processhown in Figure 4 has two input streams: the first one is the software stream
represented by the product backlog which contains a set of user stories, and the second is
the business stream represented by the BPMN diagram.

Extract
User

) . Stories Possible
Business | BPMN Diagram User Stories
Stream

Extract
Conceptual Calculate
] Model e MNew User _Stur,r
Visual Narrator Similarity Score Suggestion

Extract
User
Stories

Software | Product Backlog
Stream

Log

Update

Figure B. RE user storyefinement using BPMN diagram

The first input, the user stories from the Product Backlog, is directly processed via the VN
tool (visual narrator tool). VN tool extracts a conceptual model from the user stories and as
a result the triple (Syectl, Predic®l, Objectl) is generated.

The second inputBPMN diagram is processed in two phases:

In the first phase, all possible user stories from the BPMN diagram are extracted, however
the focus was solely on the pool/lane and on the taskeXinaction iscarried out as the
following:

The Connextra template is uselducassen et.al. [41]:

Templ at e: fAs a <type of wuser >, I want <go
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The <type of user> is replaced by <pool / lane> and the <goal> is replaced hbggke <

Thus, tke following new user story template based on BPMN diagram is generated:
AAs a <pool / | ane>, [ want <Task>0¢

At the end of the first phase a set of possible user stories are extracted from the BPMN
diagram. Then, the user stories are pssed via VNo extract the conceptual model and
the triple output of the second phase becomes: (Subject 2, Predicate 2, Object 2).

Next, the two tuples (Subject, Predicate, Object) from the Product backlog and BPMN are
compared against each other. Tharse isthe triple set from the BPMN diagram and the
destination is the triple set from the product backlog as shown in Fi§ure 1

Source (Subject 1, Predicate 1, Object 1)

_(C

Destination (Subject 2, Predicate 2, Object 2)

Product backlog

Figure 6. Comparison between elements from source and the corresponding destination tuples

Next, three thresholds T, T2wéh T3 ae specified for each element of the tuple: subject,
predicate and object, respectively. The process starts by computing the semantic similarity
of the subjects from the source and destination. If the similarity score is above T1, we
compute the seamtic similarity of the predicates, otherwise suggest a whole new user story
based on the source. Likewise, we compute the semantic similarity of the two predicates. If
the similarity score is above T2, we compute the semantic similarity of the objects,
otherwisesuggest a new user story from the source and continue to the objects and calculate
their semantic similarity. If the similarity score is above T3, finish the current process and
pick the next user story from the product backlog, otherwise suggest ase story from

the source. This is depicted in the flowchart Figufe 1
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Figure I7. Story Suggestor Flowchart

6.2 Scenario:

Suppose that we are developing a system that supports the university education system,
where the students can submit thteigsis online, professors can check the students thesis
and make notes, comment and eventually grade the uploaded paper. Thempasstssmt

also plays a role in terms of following up the students work and managing and keeping track
of thes t u d dehver@bkes. The BPMN diagram for the university education system is
shown in Figure &
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Figure B. BPMN diagram for theniversity education system

As aforementioned, first all user stories from the BPMN diagram need to be extracted. The
extraction isdone using the following template:

AAs a <pool / | ane>, | want <Task>0

The Pool / lane and the corresponded task ia/shio Tableb:

Pool/ Lane Task

Student Write academic paper

Upload academic paper

modify the academic paper

Submit the finalversion

Professor Review the academic paper

make comments to the academic paper

Grade the academic paper

Approve the academic paper

Professor assistant Review the academic paper

follow up the students modifications

Table5. Pool / lane and theocresponded task, as it extracted from the BPMN diagram
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