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Abstract

Sand waves on the outer shelf are rhythmic bedforms with wavelengths of 100-1000 m,
wave heights up to 10 m and they can reach migration speeds of up to 10 m year−1.
Because of their dynamic nature these movements may expose cables and pipelines. Since
the burial of cables and pipelines is a costly procedure, there is a need to determine the
optimum burial depth for cables and pipelines. Specifically, the migration direction and
speed and trough depth are of interest and what physical processes drive these dynamics.
So far, the behaviour of sand waves has been assessed empirically by extrapolating trends
from historical bathymetry data. However, this leads to uncertain results and is limited
by the lack of good quality bathymetry data. Therefore, there is a demand to study the
longterm evolution of sand waves with the use of process-based models.

The models so far used idealized settings to model the behaviour of sand waves. Here,
the focus is on a recently published paper, where the finite-amplitude behaviour of tidal
sand waves is modelled using the numerical model Delft3D. This nonlinear model is based
on the 2DV shallow water equations coupled to sediment continuity and adapted in order
to simulate sand waves in an observed situation in the North Sea. Therefore, first a
sensitivity analysis towards numerical settings was performed, which showed that careful
choices of these parameters is essential for robust model results.

Next, the sensitivity of the modelled sand waves to environmental parameters was studied.
Decreasing the mean water depth H0 or increasing the median sand grain size d50 results
in higher initial growth rates and shorter equilibrium timescales. A smaller H0 lead to
shallower trough depths. A larger d50 lead to a higher saturation crest height, but the
equilibrium trough depth was not affected significantly. When the bed slope parameter
αbs is increased, the growth rate decreases, because the slope induced sand transport is
enhanced. Increasing the M2 current amplitude that is imposed on the boundaries of the
domain, caused the sand waves to move towards a different equilibrium state with both a
larger wave height and length. Finally, including overtides or residual currents does not
affect the growth significantly, but typically causes sand waves to migrate in the direction
of the peak tidal flow.

As a final step the model was applied to an observed sand wave field in the North Sea.
Mainly the migration rate was overpredicted and the modelled height of the sand waves
was lower than measured. These issues could be solved in the future by including more
tidal constituents, the effect of storms and waves, a spatially variable d50, grain size sorting
and 3D effects.
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Chapter 1

Introduction

Coastal seas lie between the coastline and the continental slope, the latter being the edge
of the continental shelf at approximately 100-200 m depth (Masselink et al., 2014). They
interact freely with the deep ocean. The coastal sea can be separated into two parts: the
shoreface and the shelf. The transition is marked by a change in the bed slope: the shelf is
characterised by bed slopes smaller than 10−3 m −1. These slopes can usually be found at
a depth of 20-30 m. In this area the hydrodynamic conditions are more geostrophic.

Figure 1.1: Coastal seas are located between the coastline and the conti-
nental slope (adapted from Masselink et al. (2014)).

Coastal seas interesting, both from an economic and ecological point of view. Many
navigation routes to important ports pass through these seas, such as the route to Osaka
and Kobe in the Seto Inland Sea or the route to Antwerp and Rotterdam in the North Sea.
For example in figure 1.2 the amount of goods processed in European ports is indicated
with the size of the circles. The blue lines across the seas and rivers correspond to the
number of goods that are transported over water. It is immediately clear that the ports
of Rotterdam and Antwerp are important to the European economy.
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Chapter 1. Introduction

Figure 1.2: Amount of goods processed in ports and transported over sea
(largest circle and widest blue line = 100 million tonnes per year) (Wolters-

Noordhoff, 2005).

The bottom of these coastal seas displays a large variety of patterns with different spatial
and temporal scales. Reineck et al. (1971) and Soulsby (1997) classified the largest bed
forms as tidal sand banks and shoreface connected ridges, both characterized by distances
between successive crests up to several kilometers and heights of approximately 10 m.
They evolve over several centuries and they hardly migrate (order 1 m year−1). Tidal
sand waves have a spatial scale of several hundreds of meters forming in a couple of
years, with heights up to 10 m and migration speeds of 10 m year−1. An important
difference between tidal sand banks, shoreface connected ridges and tidal sand waves is the
orientation of their crestlines with respect to the principle tidal current. Tidal sand banks
are oriented anti-clockwise with angles of 5-30 degrees (Dyer and Huntley, 1999), whereas
shoreface connected ridges are oriented 20-40 degrees with respect to the coastline (Swift
et al., 1978). The crests of tidal sand waves are directed perpendicular to the principal
tidal current (McCave, 1971). Bedforms with wavelengths of several meters are called
megaripples (distance between successive crests up to 10 m) and ripples (distances up to
1 m) by Reineck et al. (1971) and Soulsby (1997) and they have a typical timescale of days
and hours, respectively. Both have waveheights on the order of centimeters and migrate
several hundreds of meters per year. The crests of ripples and megaripples are oriented
perpendicular to the principal tidal current. All these bedforms have been observed in
the North Sea (figure 1.3) and are often superimposed on each other.

These bed forms provide a habitat for a large number of benthic species (Heip et al.
(1992), Künitzer et al. (1992) and Rabaut et al. (2007)). Through tube building, bur-
rowing activity and other forms of bio-engineering, these organisms interact with their
environment to optimize their surroundings. By doing so, they mix and stir sand and
interact with the North Sea morphology (Rabaut et al. (2007), Besio et al. (2008) and
Borsje et al. (2009)).

8



Chapter 1. Introduction

(a) (b)

Figure 1.3: Observations of bedforms of different spatial and temporal
scales in the North Sea. (a) Tidal sand ridges and shoreface connected
ridges (sfcr) (c. Deltares/NITG, Utrecht). (b) Sand waves with superim-
posed sand ripples, the exact location is indicated by the red square (Van

Dijk et al., 2008).

This thesis focuses on tidal sand waves on the shelf of coastal seas. The interactions of
sand waves with other bed forms are outside the scope of this study. Necessary conditions
for sand wave formation are tidal currents with amplitudes larger than 0.5 m s−1, water
depths less than 50 m and a sandy bottom (Van Santen et al., 2011). Offshore tidal sand
waves are observed in e.g. the North Sea (McCave, 1971), Argentina (Aliotta and Perillo,
1987), the Seto Inland Sea (Knaapen and Hulscher, 2002), the Gulf of Cadiz (Németh
et al., 2007) and many other places in Canada (Duffy and Hughes-Clarke, 2005), China
(Liao and Yu, 2005) and America (Barnard et al., 2006).

Tidal sand waves can be found in large parts of the North Sea, which becomes clear from
figure 1.4, where the presence of sand waves is highlighted in yellow. The combination of
their wave height and migration speed may cause them to interfere with human offshore
activities (Nemeth et al., 2003). For example, if sand waves move into navigation chan-
nels, they reduce the water depth and thereby hamper shipping. They could also scour
platforms and wind turbines. In addition to this, sand waves are at risk of exposing cables
and pipelines buried in the North Sea (indicated by the red and black lines in figure 1.4),
thereby endangering the electricity, oil and gas supply.

As part of the transition towards renewable energy, countries invest in the development of
offshore wind farms. The Dutch government, for example, designated seven areas in the
North Sea where wind farms will be built (Rijksoverheid, 2018). These areas are indicated
by the red and blue polygons in figure 1.4. The red wind parks will be operational in 2023
and the blue ones in 2030, which means that many cable connections will be constructed in
the coming years. To avoid cable exposure, they should be buried deep enough. However,
they can not be buried too deep, because dredging is very expensive (Roetert, 2014) and
cables might become overheated (Veritas, 2014). Therefore, the optimal burial depth
needs to be determined before construction. So far, this has been done empirically by
extrapolating trends from historical bathymetry data. This method is hindered by the
lack of high resolution data and by errors in older datasets (WaterProof B.V., personal
communication, June 3, 2018), resulting in large uncertainties in the trends and therefore
unnecessary deep burial depths. Process-based models could improve the determination
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Chapter 1. Introduction

of the burial depths. Because the typical lifetime of these cables is 50 years, the processes
governing the dynamics of sand waves on the long term need to be understood. Process-
based models are also key in unravelling these processes.

Figure 1.4: Map of Dutch North Sea, yellow area indicates presence of
sand waves, black and red lines location of cables and pipelines and blue
and red polygons future offshore wind farms (WaterProof B.V., 2018).

Sand waves form as free instabilities of the coupled bottom-water system (Hulscher et al.
(1993) and Hulscher (1996)). The qualitative explanation is that the interaction of a wavy
bottom perturbation with arbitrary wave length λ with an oscillating tidal flow results
in residual circulation cells in the vertical plane on either side of the crest (indicated by
the grey arrows in figure 1.5). The instantaneous velocity on the upstream (stoss) side
of the sand wave is larger than on the downstream side (lee), because of the decrease
in water depth. As sand transport increases faster than linear with the instantaneous
velocity, this results in a net (i.e. tidally averaged) convergence of sand at the crest and
a net divergence of sand in the troughs, causing the sand waves to grow. The slope effect
causes a net transport of sand from the crest to the trough through the pull of gravity.
The magnitude of this opposing effect is dependent on the bed slope. The combination
of these effects determines whether a sand wave grows or decays, as for long wavelengths
(λ → ∞) the pattern of convergence and divergence is weak, so there is no growth.
For small wavelengths (λ → 0) the bed slope effect becomes dominant which limits the
growth. This means that there is a certain λ for which the net sand convergence at the
crest is maximum, this is called the fastest growing mode. Initially, the growth of sand
waves is exponential, but as time moves on non-linear effects dampen this growth causing
the sand waves to reach saturation (Van Gerwen et al., 2018, and references therein). If
these residual circulation cells are asymmetric (e.g. when the flood flow is stronger than
the ebb flow), the areas of convergence and divergences are shifted with respect to the
trough and crest. This results in sand wave migration.
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Figure 1.5: Interaction of oscillatory tidal flow (blue arrow) with the
wavy bed causes residual circulation cells (grey arrows). Flow at the bed
causes net sediment convergence at the crest (dark blue arrows), which is

counteracted by the slope effect (light blue arrows).

The first quantitative, process-based models that describe the initial formation of tidal
sand waves were presented by Hulscher et al. (1993), using a quasi 3D model, and by
Hulscher (1996), using a full 3D model. They applied linear stability analysis to identify
the fastest growing mode, by considering the wavy bottom as a superposition of a flat
bed and a small sinusoidal bottom perturbation subject to tidal currents (for details of
this method see e.g. Dodd et al. (2003)). If this perturbation grows positively in time,
the flat bed is unstable and sand waves form. In case of a negative growth rate, the
perturbations decay. These studies revealed that sand waves oriented with their crest
line perpendicular to the principal tidal current grow fastest, which is in agreement with
observations. Therefore in other model studies often the vertical and one horizontal
direction are taken into account (2DV).

In the following years the model by Hulscher (1996) was extended with regard to the so-
lution method (Gerkema (2000) and Besio et al. (2003)) and description of turbulence in
the flow (Komarova and Hulscher (2000), Blondeaux and Vittori (2005a), Blondeaux and
Vittori (2005b) and Besio et al. (2006)). The tidal forcing was updated to include a back-
ground current (Németh et al., 2002) and a superposition of multiple tidal components
(Besio et al. (2003), Besio et al. (2004), Blondeaux and Vittori (2010) and Blondeaux and
Vittori (2016)). The description of the sediment transport was extended by Besio et al.
(2003) (bed shear stress) and Blondeaux and Vittori (2005a) and Blondeaux and Vittori
(2005b) (suspended load transport). Roos et al. (2008), Van Oyen and Blondeaux (2009b)
and Van Oyen and Blondeaux (2009a) included sediment with multiple grain sizes. Borsje
et al. (2013) used the numerical model Delft3D to simulate the initial formation of sand
waves with a complex description of turbulence. Borsje et al. (2014) extended this model
to include suspended load transport. Recently, Campmans et al. (2017) studied the ef-
fect of storms on the initial formation by including both wind-waves and a wind-driven
current. Overall, the range of modelled wavelengths and migration rates matches with
observations. All of these studies employed linear stability analysis, which is only valid
for small bottom perturbations, i.e. only for the initial stages of sand wave growth.

Non-linear effects cause the growth rate to slow down, therefore non-linear models are
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needed to study the long term behaviour of sand waves. Németh et al. (2007) presented
and discussed such a model. Sand waves were able to grow from a small initial perturba-
tion to a finite height. However, the limitation of this model is that the domain was set
to the wavelength of the fastest growing mode, therefore interactions between different
wavelengths were not taken into account. Sterlini et al. (2009) used a non-linear model
based on the work of Németh et al. (2007) to study sand wave morphology in the San
Fransisco Bay. Their modelled sand wave shape agreed well with observations. However,
this study did not include the time-evolution or the dynamics of these sand waves. Van
den Berg et al. (2012) extended the work of Németh et al. (2007) with a different numeri-
cal solver. The goal was to make the computations more time efficient. This allowed them
to study a larger domain including a range of wavelengths. Recently, the model by Borsje
et al. (2013) was run for longer timescales and sand waves were able to grow from initial
perturbation to an equilibrium height (Van Gerwen et al., 2018). The problem with the
models of Németh et al. (2007), Van den Berg et al. (2012) and Van Gerwen et al. (2018)
was that the final amplitude of the sand waves was higher than observed in the North
Sea. Campmans et al. (2018) explain this difference by the fact that storm effects are not
included in these models. Their study shows that both wind-driven currents and wind
waves decrease the finite sand wave height.

Although the results of Van Gerwen et al. (2018) were promising, there are some limita-
tions to this study. First of all, they indicated that the model results were very sensitive to
the model settings. It is unknown to which parameters exactly and how changing these
parameters affect the results. Besides this, they used this model for one water depth,
sediment grain size and bed slope and only studied the effect of including a residual
current. Therefore, it is unknown how sand waves evolve in a different environment on
longer timescales (e.g. with a different water depth, grain size or other tidal constituents).
Finally, the only initial states considered were sinusoidal sand waves with a small ampli-
tude. In order to simulate the evolution of observed sand waves, sand waves with a finite
height should be used as initial state. These three issues motivate the following research
questions:

1. How sensitive are the model results, in particular crest heights and trough depths, ob-
tained by Van Gerwen et al. (2018) to numerical parameters?

2. How sensitive are the characteristics of modelled sand waves to environmental param-
eters, such as water depth, tidal forcing, bed slope factor and sediment grain size?

3. How well do the model results compare to observations when a mature sand wave field
is used as an initial bathymetry?

To address these research questions the state-of-the-art numerical model Delft3D (Lesser
et al., 2004) is used, which is based on the model settings initially used by Van Gerwen
et al. (2018). To answer the first research question, a default case is defined which was
used as reference case. Then a series of runs is performed, where in each run one of
the numerical parameters (time step, grid size and morphological acceleration factor) was
changed. The sand waves are allowed to grow from a small perturbation to a finite height.
The results for the different setting are compared to those of the reference case. Next, a

12



Chapter 1. Introduction

series of runs is performed, where one of the environmental parameters (water depth, tidal
forcing, bed slope and sediment grain size) is changed at the time. Two types of runs are
performed: long runs from initial perturbation to finite height and small runs allowing to
study the initial growth rates using linear stability analysis. All output is compared to
the new reference case. The last research question is addressed by using an observed sand
wave field as model input and comparing the characteristics of the modelled sand waves
(in particular crest heights, trough depths, shapes and migration speeds) with those of
the observed sand waves.

In chapter 2 the theory behind sand transport will be discussed and the dynamics of sand
waves will be explained in more detail. Chapter 3 discusses the Delft3D model. Chapter 4
describes the model set up in each of the experiments, the data that are used and how
the model outputs are analysed. The results of this analysis are presented in chapter 5
and will be discussed in chapter 6. Recommendations for future research and conclusions
are given in chapter 7.

13



Chapter 2

Theoretical concepts

2.1 Sand transport and bed evolution

Sand waves grow, decay and migrate, depending on the magnitude and direction of the
net sand transport. Therefore it is important to take a closer look into the mechanisms
governing sand transport. In short, the movement of a current over the bed generates bed
shear stress. If this bed shear stress is larger than a critical value, sand is made available
for transportation and is then transported by the current. If there are spatial divergences
in this transport, the bed will change. This alters the flow because of changes in the water
depth, thereby affecting the sand transport again.

Sand transport can also be the result of bed shear stress caused by waves, but in this
study only the effect of currents is taken into account (for generalisation to waves and
currents see Campmans et al. (2017)). How much sand is transported, depends on the
properties of the sand grains. So these will be discussed first. Then the threshold for
motion and the different transport modes will be described.

2.1.1 Sand properties

Sand particles have grain sizes d varying from 0.06 mm to 2 mm and consist of quartz,
which has density ρs = 2650 kg m−3 (Soulsby, 1997). Natural sands consist of a range
of grain sizes that can be identified through sieving. Often the resulting grain sizes are
plotted in a cumulative curve, where the percentage on the y-axis corresponds to the part
of the sample that is finer than the grain size on the x-axis. An example of such a curve
is shown in figure 2.1. In this sample d10 = 0.23 mm, d50 = 0.59 mm and d90 = 1.15 mm
and they are indicated by the black lines. These three grain sizes are often used in sand
transport calculations, especially the median grain size d50 as this is the grain size for
which 50% of the sample is smaller and 50% of the sample is larger.

14



Chapter 2. Theoretical concepts 2.1. SAND TRANSPORT AND BED EVOLUTION

Figure 2.1: Example of cumulative curve of sand grain sizes (Soulsby,
1997).

The porosity of the bed ε indicates how much air- or water filled space there is between the
sand particles as a fraction of the total volume occupied by the sand particles (Soulsby,
1997). This depends on the shape of the particles and on how closely they are packed,
but is around 0.4 for natural sand beds.

The angle of repose φ is the angle at which sediment starts to avalanche with zero flow
(Soulsby, 1997). The magnitude of this angle depends on the shape, sorting and packing
and is approximately 32◦ for natural sands in water.

2.1.2 Settling velocity

The settling velocity ws is the velocity with which particles in suspension sink to the
bottom in motionless water (Deigaard and Fredsœ, 1992). This velocity is determined by
the balance between the forces acting on the particle. The first is the drag force on the
particle FD,

FD =
1

2
ρCD

π

4
d2w2

s . (2.1)

Here, ρ is the water density and CD the drag coefficient. The drag coefficient depends on
the Reynolds number Re, which describes the ratio of the inertial forces to the viscous
forces in the fluid, i.e. whether the flow is turbulent (Re� 1) or laminar (Re� 1),

Re =
wsd

ν
. (2.2)

In this equation ν is the kinematic viscosity of water, which has a value of 10−6 m2s−1.
The force FD is balanced by the gravitational force FG,

FG = (ρs − ρ)
π

6
d3. (2.3)

The force balance results in an equation for the settling velocity,

ws =

√
4(ρs/ρ− 1)gd

3CD
. (2.4)

So ws increases for larger grain sizes and larger values of the drag coefficient.
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2.1.3 Threshold for sand motion

There are three forces working on a sand particle at the bed (Dyer, 1986), these are
shown in figure 2.2. The first two are driving forces: a drag force FD in the direction
of the current and a lift force FL in the vertical direction. Both result from the friction
and pressure differences along the particle surface, because the flow is slightly deflected
when moving over a particle. The third force is the stabilizing gravitational force FG, also
called the weight of the submerged particle.

Figure 2.2: Forces working on sediment particles (Dyer, 1986).

The point P is the contact point between the particle and the bed, O is the centre of
the particle, O′ is the point where FL and FD work on the particle and φ is the angle of
repose. If the sum of the forces FD, FL and FG results in a net force perpendicular to the
line OP , the particle will move. The force balance is

FD cosα = (FG − FL) sinα. (2.5)

Here α is the angle between the line O′P and the vertical. The drag force FD reads

FD =
1

2
ρCD

π

4
d2(ub)

2. (2.6)

In this equation d is the particle grain size and ub is the velocity at the bed. The lift force
FL can be expressed in a similar way:

FL =
1

2
ρCL

π

4
d2(ub)

2, (2.7)

where CL is the lift coefficient. The two driving forces can be combined into the total
driving force Fdriving: (Deigaard and Fredsœ, 1992)

Fdriving =
1

2
ρcd

π

4
d2(αbu∗)

2. (2.8)

Now cd includes both the drag and lift coefficient and u∗ is the friction velocity. The
parameter αb indicates that u∗ is close to the bed. The stabilizing force FG is defined in
equation 2.3. Substituting equations 2.8 and 2.3 into the force balance (equation 2.5),
results in an expression for the critical friction velocity u∗c,

u∗c =

√
4 tanφ

3cdαb
(ρs/ρ− 1)gd. (2.9)
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If the u∗ > u∗c, sand particles will start to move. The magnitude of u∗c depends on the
grain size of the particle. The friction velocity is related to the bed shear stress τb,

τb = ρu2∗ with u∗ ∝ ub, (2.10)

where ub is the velocity at the bed which is proportional to u∗. Therefore, the threshold
for sand motion can also be expressed in terms of the bed shear stress: τb > τb,cr. Shields
(1936) derived the threshold parameter θcr0 from equation 2.9 (also called Shields param-
eter), which is the ratio of the critical bed shear stress τb,cr and the submerged weight of
the particle:

θcr0 =
τb,cr

(ρs − ρ)gd
. (2.11)

The Shields parameter θcr0 is a function of the particle Reynolds number Re∗. This is the
ratio of particle grain size and the viscous boundary layer width,

Re∗ =
u∗cd

ν
. (2.12)

For Re∗ < 5 the grain size is smaller than the width of the viscous boundary layer, so the
critical bed shear stress is independent of the grain size. For large values of the particle
Reynolds number (Re∗ > 200) θcr0 has a constant value of approximately 0.05 (figure
2.3).

Figure 2.3: Shields curve relating Shields parameter θcr0 to particle
Reynolds number Re∗ (source: Van Rijn (1993)).

So far, it has been assumed that the particles are on a flat bed. In reality the bed is often
sloped. So now consider the case where the sand particle is on a bed with angle β in the
direction of the flow (see figure 2.4). In this case the force balance is

(FD − FG sin β) cosα = (FG cos β − FL) sinα. (2.13)
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Figure 2.4: Force balance for grains under angle β in the direction of the
flow (source: Dyer (1986)).

Following the same procedure as previously described, the Shields parameter becomes
(Van Rijn, 1993)

θcr(β) = θcr0

(
1 +

tan β

tanα

)
cos β. (2.14)

If tan β is positive and the flow moves up-slope, the value of the critical bed shear stress
increases. If the opposite happens and the flow moves down-slope, tan β becomes negative
and the critical bed shear stress decreases. The result is that sand moves more easily down
the slope than up the slope.

2.1.4 Sand transport modes

After sand is brought into motion, because the bed shear stress is larger than its critical
value, it can be transported in to ways: as bed load transport and as suspended load
transport. In bed load transport sediment particles slide or roll on the bottom, also
saltating or hopping particles are counted as bed load transport as long as they stay close
to the bed (Van Rijn, 1993). In suspended transport the particles are in suspension in
the water column.

Figure 2.5: Modes of sediment transport, left: bed load transport, right:
suspended load transport (source: Deigaard and Fredsœ (1992)).

Bed load transport takes place in a thin layer close to the bed where the effect of turbulence
is so small that it does not affect the sediment particles. Therefore it is almost fully
determined by the excess bed shear stress, yielding

−→qb = δbcb
−→ub = q̂

(
τb − τb,cr
τb,cr

)a[−→τ b,cr

τb,cr
− λs5 zb

]
. (2.15)
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Here δb is the thickness of the layer where bed load transport takes place, cb the sediment
concentration (the volume of sediment per volume of water), ub the velocity in this layer
and q̂ the bed load coefficient. The coefficient a depends on sand properties and flow
conditions and is usually a value between 1.5 and 3 (Van Rijn, 1993). The parameter zb is
the bed level and λs the slope parameter, which is related to the angle of repose φ,

λs =
1

tanφ
. (2.16)

This slope parameter ensures that the bed slope does not become steeper than the angle
of repose. Since the value of τb,cr depends on the local bed slope (equations 2.11 and
2.14), sand is transported more easily downhill than uphill.

The layer δb ends at reference height a where turbulent mixing becomes important. Sed-
iment is lifted if the shear velocity u∗ is larger than the sediment settling velocity ws. If
then the turbulent forces at this height are the same or larger than the submerged weight,
the particle stays in suspension (Van Rijn, 1993). These particles move approximately
with the same speed as the flow. Since suspended transport takes place in a large part of
the water column, the transport is given by,

−→qs =

∫ zs

(zb+a)

−→u (z)c(z) dz. (2.17)

Where zb indicates the location of the bed, zs the top of the water column and c the
volumetric concentration of suspended sand.

2.1.5 Bed evolution

Once the magnitude and direction of the bed load transport and suspended load transport
are known, the resulting changes in the bed level can be calculated using the sediment
budget equation (Soulsby, 1997),

(1− ε)∂zb
∂t

+
−→
5 · (−→qb +−→qs ) = 0. (2.18)

This equation states that the bed level zb will change in time depending on the divergence
of the total volumetric sand transport, i.e. the volume of the pores is excluded by taking
into account bed porosity ε. So, if there is a convergence of sand at one location, the bed
will go up and in case of sand divergence, the bed level goes down.

2.2 Sand wave dynamics

2.2.1 Sand wave formation

The formation of sand waves as a free instability of the coupled bottom-water system can
be understood assuming small bottom perturbations. The hydrodynamics can be analysed
in an analogous manner as done by Zimmerman (1981), except that flow structures form
in the vertical plane rather than in the horizontal plane (due to headland eddies).
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As the tidal current flows over a bottom perturbation, flow is accelerated moving up the
slope and decelerated moving down the slope. At the same time a frictional boundary
layer develops, in which the velocity decreases towards zero at the bed, which results
in vorticity production. First consider the flood phase, when the velocity is directed
towards the right in figure 2.6 (the red arrows correspond to the flood phase). In this
case clockwise vorticity is produced on the upstream side (and anticlockwise vorticity on
the downstream side). Since the velocity is largest at the crest, there is more vorticity
production at this location. The clockwise vorticity is transported towards the right by
the tidal current. This results in a convergence of clockwise vorticity to the right of the
perturbation and a divergence of clockwise vorticity to the left, which is equivalent to a
build up of anticlockwise vorticity.

During the ebb phase (blue arrows in figure 2.6) the velocity is directed into the opposite
direction, but the vorticity flux stays the same. There is now a production of anticlockwise
vorticity which is advected to the left. So there is convergence of anticlockwise vorticity at
the left and a divergence at the right. This is equivalent to the situation during flood, so
there is again a build up of anticlockwise vorticity at the left and a build up of clockwise
vorticity at the right of the perturbation. Since averaged over a tidal cycle there is a
net build up of vorticity with opposite signs, this results in residual circulation cells in
the flow with opposite signs. These cells are shown by the black lines and arrows in
figure 2.6.

Figure 2.6: Interaction of tidal flow over a wavy bottom generates vor-
ticity, where the red arrows correspond to the flood phase associated with
clockwise vorticity and the blue arrows to the ebb phase (anticlockwise vor-
ticity). The black lines and arrows show the resulting residual circulation

cells (adapted from Zimmerman (1981)).

As stated before the flow is accelerated up-slope and decelerated down slope both in
the flood and ebb phase. Since the bed load transport is related non-linearly to the
instantaneous velocity at the bed (equation 2.15), this results in a larger sand transport
up the crest than down the crest in both phases. Therefore, there is a net convergence
of sand at the crest and a net divergence of sand in the troughs. This is the positive
feedback causing growth of the sand waves.
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2.2.2 Scale selection

Equations 2.14 and 2.15 show that sand transport is related to the bed slope β in such
a way that sand is transported more easily down-slope than up-slope. This balances
the positive feedback mechanism that causes sand waves growth. The strength of the
growth and decay mechanisms depends on the wave length λ. If sand waves have large
wave lengths (λ→∞ so β → 0 ), the pattern of convergence and divergence of sediment
becomes weak, as spatial differences in sand transport are small. So the growth mechanism
is weak. However, for small wave lengths (λ→ 0), the bed slope becomes high (β →∞)
just as the critical bed shear stress τbc that needs to exceeded. In other words, it is difficult
to move sand up the crest and the decaying bed slope effect is strong. In both situations
sand waves are not able to grow. Somewhere in between these extremes there is a value
of λ for which the net convergence of sand at the crest is maximum. This mode is called
the fastest growing mode (λFGM) and this mode often dominates in natural sand wave
fields (Hulscher, 1996). The value of λFGM depends on the water depth, sand grain size,
tidal current amplitude, tidal ellipticity and the presence of wind and waves (Besio et al.
(2006), Van Oyen and Blondeaux (2009a), Blondeaux and Vittori (2011), Van Santen
et al. (2011), Borsje et al. (2013) and Campmans et al. (2017)).

2.2.3 The effect of suspended load transport on sand wave for-
mation

In the discussion of sand transport two transport modes were considered: bed load trans-
port and suspended load transport. The growth and decay mechanisms discussed in the
previous sections have considered bed load transport only. Suspended load transport has
a damping effect on the growth of sand waves (Blondeaux and Vittori (2005a), Blondeaux
and Vittori (2005b),Besio et al. (2006), Van Oyen and Blondeaux (2009b), Borsje et al.
(2014) and Campmans et al. (2017)) if their wavelengths become short. The amount of
sand transported in suspension depends on the suspended sand concentration and the
velocity (equation 2.17). Both in the flood and ebb phase the concentration is higher
down-slope of the crest than up-slope of the crest. The velocity shows the opposite pat-
tern: it is higher up-slope than down-slope. This results in a net divergence of suspended
sand at the crest and a net convergence in the trough and therefore a damping of the
sand wave growth. This explains why natural sand wave fields are only observed in areas
that are dominated by bed load transport. The suspended sand concentration depends
strongly on the grain size, as smaller particles stay in suspension more easily, so the damp-
ing effect is stronger for smaller grain sizes. However, this mechanism is only the case for
sand waves that are sufficiently small. The suspended load transport can add positively
to the growth of sand waves for larger sand wave lengths (Campmans et al., 2017).
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Figure 2.7: For sand waves that are sufficiently small, there is a net
divergence of suspended sediment at the crest and a net convergence in the
trough, this dampens the sand wave growth (source: Borsje et al. (2014)).

2.2.4 Sand wave migration

A symmetrical tidal forcing means that the peak ebb current is equal to the peak flood
current, i.e. both the peak velocities and the duration of both phases are the same.
Therefore, there will be no net bed load transport 〈qb〉 = 0, as long as the bed level
zb = constant. This is not true for the net suspended load transport due to settling lag
effects (Groen, 1967). In the case of sand waves, this means that the residual circulation
cells are symmetrical in shape, causing the areas of convergence and divergence to be
exactly at the crests and troughs.

The tidal forcing can be asymmetrical in two ways: 1) either the peak flood amplitude
or the flood duration is different from the peak ebb amplitude or duration; and 2) the
duration of the transition from ebb to flood is different from the duration of the transition
from flood to ebb. Both types cause the areas of sand convergence and divergence to be out
of phase with the bed perturbation, resulting in sand wave migration. Tidal asymmetry
can be caused by the presence of overtides or a residual current. For example, in the
North Sea M2 with a period of 12.41 hours is the dominant tidal constituent (Van de
Kreeke and Robaczewska, 1993). In case both M2 and its first overtide M4 are present,
the velocity can be written as

u(t) = AM2 cosωt+ AM4 cos(2ωt− θ). (2.19)

Here, AM2 is the amplitude of M2 and ω is the angular frequency corresponding to the
M2 tide. The amplitude of M4 is given by AM4 and θ is the phase difference between M2

and M4. In figure 2.8 the M2 and M4 velocity are shown with the solid and dashed lines,
respectively. In all four panels, both are symmetrical and result in 〈qb〉 = 0 (as long as zb
is constant). The dotted lines in this figure correspond to the total velocity resulting from
the interaction of M2 and M4 for four different values of θ. In each case, the velocity has
become asymmetrical, the two left panels (θ = 0 and θ = π) show type 1 asymmetry
and the two right panels (θ = π

2
and θ = 3π

2
) show asymmetry of type 2. Therefore,

there will be net sand transport (〈qb〉 6= 0) in all four cases.
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Figure 2.8: The M2 velocity (solid lines), M4 velocity (dashed lines) and
the superposition of the two (total velocity, dotted lines) over time, for four
cases of phase difference θ (adapted from Van de Kreeke and Robaczewska

(1993)).

23



Chapter 3

Modelling tidal sand waves

In this chapter the model used in the present study will be described. It is based on the
numerical model Delft3D-FLOW (Lesser et al., 2004) with the settings initially used by
Van Gerwen et al. (2018). This model solves the two-dimensional vertical shallow water
equations and the result is used to calculate the sand transport. This in turn determines
how the bed changes through the sediment continuity equation. Figure 3.1 provides an
overview of the model structure.

Figure 3.1: Overview of the model structure.

3.1 Domain

The model simulates the tidal flow, sand transport and bed evolution in two directions.
As a first approximation, the crests are oriented perpendicular to the direction of the
principle tidal current, which corresponds to observations (Wilson and Stride (1982) and
Lankneus and Moor (1991)). Therefore, the x-direction is oriented perpendicular to the
sand wave crests and the z-axis points in the vertical direction. In the y-direction the flow
is zero and variations are assumed to be uniform. The domain of the model is sized Lx
along the horizontal axis (figure 3.2). The lateral boundaries (at x = 0 and x = Lx) are
open so tidal waves can pass through the domain. The undisturbed water level is denoted
by H0, so the undisturbed bed level is z = −H0. The water level below reference level
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z = 0 is H(x, t) and this includes the perturbation of the bed h(x, t) with respect to H0.
The total water depth D (x, t) includes both H(x, t) and the free surface elevation ζ(x, t)
with respect to z = 0. The bed level is found at z = zb and the free surface at z = zs.
The model solves the 2DV shallow water equations in (x, y, σ)-coordinates, where

σ =
z − ζ
H + ζ

=
z − ζ
D

. (3.1)

Figure 3.2: Schematic view of study area. For explanation of symbols see
the text.

3.2 Hydrodynamics

The 2DV shallow water equations in (x,σ)-coordinates are

∂u

∂t
+ u

∂u

∂x
+

ω

(H + ζ)

∂u

∂σ
= −1

g

∂ζ

∂x
+

∂

∂x

(
νH

(
∂u

∂x
+
∂u

∂σ

∂σ

∂x

)
+

1

(H + ζ)2
∂

∂σ

(
νV
∂u

∂σ

))
,

(3.2)
∂ω

∂σ
= −∂ζ

∂t
− ∂[(H + ζ)u]

∂x
. (3.3)

In these equations u is the horizontal velocity and ω the vertical velocity ((H + ζ) D σ
D t

),
where D

Dt
is the material derivative. The water density ρw is assumed to be constant and

g is the gravitational acceleration. Furthermore, νH and νV represent the horizontal and
vertical eddy viscosity, respectively. The Coriolis effect is not included in the 2DV shallow
water equations.
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3.3 Boundary conditions

3.3.1 Vertical boundaries

The bed (σ = -1) and the free surface (σ = 0) are assumed to be impermeable, therefore
the vertical velocity is set to zero,

at σ = −1 : ω = 0, (3.4)
at σ = 0 : ω = 0. (3.5)

The stress at the bed is given by a quadratic friction law, while the stress at the free
surface is set to zero:

at σ = −1 : τb = ρw
νV

(H + ζ)

∂u

∂σ
= ρwu∗|u∗| = ρwcb|ub|ub, (3.6)

at σ = 0 : ρw
νV

(H + ζ)

∂u

∂σ
= 0. (3.7)

In these equations ρw is the water density, τb is the bed shear stress, νV the vertical eddy
viscosity coefficient and ub is the velocity close to the bed

ub = u(σ = −1 + δ). (3.8)

The value of δ can be chosen freely, but in this layered σ-model is is chosen as 1
2
∆σ, i.e.

the distance between the middle of the lowest σ-layer to the bed. The vertical structure
of the flow near the bed is given by a logarithmic profile

u =
u∗
κ

ln

(
σ + 1

σ0

)
. (3.9)

Here, κ is the Von Kármán constant (0.41). Combining equations 3.6 and 3.9 results in
a definition of friction velocity u∗

u2∗ = cb

[
u∗
κ

ln

(
δ

σ0

)]2
. (3.10)

From this definition, the drag coefficient at the bed cb can be determined:

cb =

[
κ

ln(δ/σ0)

]2
. (3.11)

The roughness height in σ-coordinates is σ0, which is related through the local roughness
height z0,

z0 = ζ +Dσ0. (3.12)
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This local roughness height is related to the actual geometric roughness height ks which
is user-defined and set to 0.01 m,

z0 =
ks
30
. (3.13)

Van Gerwen et al. (2018) chose the k-ε model as a closure model for the vertical eddy
viscosity coefficient . Here k is the turbulent kinetic energy and ε the dissipation rate
of k. A detailed description of this model can be found in Burchard et al. (2008). Both
turbulent kinetic energy k and turbulent energy dissipation ε are calculated for every
point in space and time and used to calculate the vertical eddy viscosity,

νV = cµ
k2

ε
. (3.14)

In this equation cµ is an empirical constant set to 0.09 after Rodi (1984). The horizontal
eddy viscosity vH is assumed to be a superposition of an user-defined background eddy
viscosity νback and the vertical eddy viscosity, such that νback � νV (Deltares, 2013)

νH = νback + νV . (3.15)

3.3.2 Horizontal boundaries

At the lateral boundaries (x = 0 and x = Lx) the flow can be forced in several ways.
Van Gerwen et al. (2018) chose the Riemann boundary condition, which is combination of
water level ζ and a depth averaged flow U . This condition is weakly reflective and allows
the tidal wave to pass through the boundaries (Deltares, 2013). In the vertical direction
the velocity profile is assumed to be logarithmic.

3.4 Sand transport

Using the output of the hydrodynamic module, the sand transport is calculated using
the equations by Van Rijn (1993), which is the default mode of Delft3D-FLOW. The
sediment continuity equation describes how the bed changes as a result of convergence or
divergence of sediment at each location,

(1− εp)
∂zb
∂t

+
∂(qb + qs)

∂x
= 0. (3.16)

In this equation, εp is the bed porosity and set to 0.4, and qb is the magnitude of the bed
load transport,

qb = 0.5ρsd50u
′
∗TD

−0.3
∗ , (3.17)

with ρs is the density of the sediment, d50 the median sediment grain size and T is the
non-dimensional bed shear stress

T =
µcτb − τb,cr

τb,cr
. (3.18)

Here, τb,cr is the critical bed shear stress for initiation of motion

τb,cr = (ρs − ρw)gd50θcr (3.19)
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In this equation θcr is the Shields parameter, parametrized as

θcr = 0.04D−0.1∗ , (3.20)

which in turn depends on the non-dimensional grain size D∗

D∗ = d50

(
ρs − ρw
ν2

)1/3

, (3.21)

with ν is the kinematic viscosity of water. The friction velocity due to currents u′∗ is given
by

u′∗ = u∗µc, (3.22)

where coefficient µc takes into account that sediment transport is only due to part of
the total bed stress, i.e. only the result of skin friction and not of form drag (Soulsby,
1997).

µc =
f ′c
fc
. (3.23)

This coefficient is the ration of the grain-related friction factor f ′c

f ′c = 0.24

[
log10

(
12(H + ζ)

3d90

)]−2
, (3.24)

and the current-related friction factor fc

fc = 0.24

[
log10

(
12(H + ζ)

z0

)]−2
. (3.25)

The magnitude of the suspended load transport is given by the following equation:

qs =

∫ 0

−1+a/(H+ζ)

(
uc− εs,z

∂c

∂x

)
dσ (3.26)

Here a is a reference height of 0.01H, since sediment below this level reacts almost in-
stantaneously to changes in the flow and is therefore considered part of the bed load. The
sediment above this height is transported in suspension.

The advection-diffusion (mass-balance) for suspended sediment concentration c is given
by,

∂(H + ζ)c

∂t
+
∂[(H + ζ)cu]

∂x
+
∂(ω − ws)c

∂σ
= (H + ζ)

∂

∂x

(
εs,x

∂c

∂x

)
+

∂

∂σ

(
εs,z

1

(H + ζ)

∂c

∂σ

)
.

(3.27)

At the free surface (σ = 0), c is assumed to be zero and at reference height a, the
concentration is equal to reference concentration ca

at σ = a : c = ca = 0.015ρs
d50T

1.5

aD0.3
∗

, (3.28)

at σ = 0 : −wsc− εs,z
1

(H + ζ)

∂c

∂σ
= 0. (3.29)
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In these equations εs,z is the vertical eddy diffusivity, which depends on the vertical eddy
viscosity νV ,

εs,z =
νV
σc
. (3.30)

Here, σc is the Prandtl-Schmidt number, which is 1 in the case of the k-ε turbulence model
(Deltares, 2013). The horizontal eddy diffusivity εs,x is a superposition of the vertical eddy
diffusivity and an user-defined background diffusivity such that εback � εs,z,

εs,x = εs,z + εback. (3.31)

The settling velocity ws depends on the representative suspended sediment grain size
Ds

0.065mm < Ds ≤ 0.1mm ws =
(ρs/ρw − 1)gD2

s

18ν
(3.32)

0.1mm < Ds ≤ 1mm ws =
18ν

Ds

(√
1 +

0.01(ρs/ρw − 1)gD3
s

ν2
− 1

)
(3.33)

Ds > 1mm ws = 1.1
√

(ρs/ρw − 1)gDs. (3.34)

In this equation ν is the kinematic viscosity of water and Ds is calculated based on the
magnitude of the non-dimensional bed shear stress T , i.e.

T ≤ 1 Ds = 0.64d50 (3.35)
1 < T ≤ 25 Ds = d50(1 + 0.015(T − 25)) (3.36)

T > 25 Ds = d50. (3.37)

3.5 Numerical aspects

Delft3D solves the equations on a curvilinear, staggered grid. Along the vertical axis
sigma layering is applied (Deltares (2013)), this means that the number of vertical layers
stays constant regardless of the water depth. The time integration of the shallow-water
equations is based on the Alternating Direction Implicit (ADI) method. The advection
terms are discretized using the Cyclic method. This method is also used to solve the
advection-diffusion equation (for explanation of these methods see Deltares (2013)).

A challenge in morphological modeling is that bed level changes occur on much larger
time scales than the time scales associated with the hydrodynamical part of the model
(Ranasinghe et al., 2011). To deal with this, Delft3D-FLOW provides the option to
implement a morphological acceleration factor (MORFAC). After each time step the bed
level changes are multiplied with this factor to scale them up to the level of hydrodynamic
changes. This reduces the computation time significantly, but also introduces errors.
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Chapter 4

Methodology

In this chapter, first the default model settings and the experiments performed to answer
the three research questions will be discussed. In the last section the methods to analyse
the results are presented.

4.1 Default model settings

In the default mode the horizontal domain Lx is 50 km long and the undisturbed water
depth H0 is 25 m. The undisturbed bed is perturbed with a sinusoidal function in the
middle 5 km (from x = 22.5 km to x = 27.5 km) of the domain,

zb = H0 − ηA0 cos

(
2π
x− xmid

λ0

)
. (4.1)

In this equation zb is the bed level, H0 the undisturbed water depth, A0 the initial sand
wave amplitude, λ0 the initial wavelength and xmid the coordinate in the middle of the
domain (xmid = 25 km). The factor η represents an envelope function which depends on
the location in the horizontal domain:

at 0 ≤ x < 22.5 km : η = 0,

at 22.5 ≤ x < 23.5 km : η =
1

2

[
1− cos

(
π(x− xmid)

]
,

at 23.5 ≤ x < 26.5 km : η = 1,

at 26.5 ≤ x < 27.5 km : η =
1

2

[
1 + cos

(
π(x− xmid)

]
,

at 27.5 ≤ x ≤ 50 km : η = 0.

This envelope function is included to provide a smooth and gradual transition from the
flat bed at the boundaries to the perturbed bed in the middle of the domain. The distance
between the boundaries and the area of interest prevents the flow from being influenced by
boundary effects. The initial amplitude A0 = 0.25 m and the wavelength λ0 = 204 m.
The latter is the fastest growing mode under these conditions (Van Gerwen et al., 2018),
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and this initial wavelength is kept constant for all simulations. The perturbed part of the
bed is shown in figure 4.1.

Figure 4.1: The initial bed perturbation (h(t = 0)) in the default config-
uration.

Both the horizontal and vertical grid spacing vary (figure 4.2). At the boundaries the
horizontal distance between the grid points ∆x is 1500 m and this gradually decreases to
∆x = 2 m in the middle 5 km of the domain (figure 4.2a). In this region the sand waves
are located. In the rest of the domain the water depth is assumed to be constant and the
bed is flat.

In the vertical direction the domain is divided into 60 σ-layers of variable size. The closer
the layers are to the bottom, the smaller the percentage of the water depth they contain
(figure 4.2b). This higher resolution near the bed is necessary to accurately solve the
boundary conditions, flow and sediment transport at this location.

(a) (b)
Figure 4.2: (a) The horizontal distance between grid points ∆x varies
from 1500 m at the boundaries to 2m in the middle of the domain. (b) The
vertical distance between grid points varies from from 0.05% of the total

water depth at the bed to 3% of the water depth at the surface.

The hydrodynamic run time is 110 days with a time step of ∆t = 6 s. The morphological
acceleration factor (MORFAC) is 500, therefore the morphological run time is 150 years,
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with a time step of 0.83 hours. The hydrodynamics are run for 5 days, before the bed level
updating is switched on. The flow is forced at the lateral boundaries with an M2 tidal
current amplitude of 0.6 m s−1, a frequency of 1.45 · 10−4 s−1 and sea level amplitude
of 0.2 m. There is no phase difference imposed between the lateral boundaries. These
characteristics are combined into two positive Riemann invariants (Deltares, 2013). The
bed slope parameter αbs is set to 3, this corresponds to an angle of repose of sand of
φ = 19◦ through the relation αbs = 1/ tan(φ). The median grain size d50 = 0.35 mm
and the sand transport is calculated using the equations of Van Rijn (1993). An overview
of all default model settings is given in table 4.1.

Parameter Symbol Value Dimension

H
yd

ro
dy

na
m
ic
s

Horizontal width of domain Lx 50 km
Undisturbed water depth H0 25 m
Initial sand wave wavelength λ0 204 m
Initial sand wave amplitude A0 0.25 m
Tidal current x = 0 UM2,0, φM2,0 0.6, 0 m s−1, degrees
Tidal current x = Lx UM2,x, φM2,x 0.6, 0 m s−1, degrees
Water level x = 0 ζM2,0, φM2,0 0.2, 0 m, degrees
Water level x = Lx ζM2,x, φM2,x 0.2, 0 m, degrees
Chézy roughness C 75 m1/2s−1
Background eddy viscosity νback 1 m2s−1
Background eddy diffusivity εback 1 m2s−1

Sa
nd

Median sand grain size d50 0.35 mm
Sand density ρs 2650 kg m−3
Water density ρ 1000 kg m−3
Bed slope parameter αbs 3 -
Reference height a 0.01 H0 m
Roughness height ks 0.01 m
Bed porosity ε 0.4 -

N
um

er
ic
s Hydrodynamic time step ∆t 6 s

Horizontal grid spacing ∆x 2 m
No of σ-layers - 60 -
Morphological acceleration factor MORFAC 500 -

Table 4.1: Overview of default model settings for hydrodynamics, sand
transport and numerics.

32



Chapter 4. Methodology 4.2. EXPERIMENTS

4.2 Experiments

4.2.1 Sensitivity to numerical parameters

To answer the first research question, a series of runs was performed. In each of these
runs, one numerical parameter is changed with respect to the default case.

Morphological acceleration factor

Including a morphological acceleration factor, speeds up the computations, but also in-
troduces errors (Ranasinghe et al., 2011). To make sure that the model results are not
influenced by the value of MORFAC that is chosen, runs were performed with a MORFAC
of 2000, 1000, 500 and 250.

Time step

To determine the right hydrodynamic time step, the Courant-Friedrichs-Lewy number
(also called Courant number) needs to be taken into account. The Courant number
relates the phase speed of gravity waves in the model (c =

√
gH in shallow water) to the

grid size and the time step, in order to ensure that the discrete time step chosen is small
enough to compute the tidal wave in every horizontal grid point. This number is defined
as (Cushman-Roisin and Beckers, 2011):

CFL =
∆t
√
gH0

∆x
(4.2)

For stability an maximum value of CFL = 10 is advised (Deltares, 2013), but it is
recognized that a larger value is possible if the effect of a larger time step is tested.
Ensuring that CFL = 10 corresponds to a time step of order O(1 s) for the default model
settings. In the default case with ∆t = 6 s, the Courant number is CFL ≈ 46. To test if
the result is different with a different hydrodynamic time step, runs are performed with
∆t = 12 s, ∆t = 6 s, ∆t = 3s and ∆t = 1.5 s.

Number of σ layers and horizontal grid spacing

In the default setting, the vertical domain is divided into 60 σ layers. To test the ro-
bustness of this setting, runs were performed with 100 and 20 σ layers. The horizontal
grid spacing varies from ∆x = 1500 m at the lateral boundaries to ∆x = 2 m in the
middle of the domain. The spacing at the lateral boundaries is kept constant, but runs
were performed with ∆x = 5 and 10 m in the middle of the domain. As ∆x also in-
fluences the Courant number (equation 4.2) and the value of CFL becomes 18 and 9,
respectively.
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Overview of performed experiments

In table an overview of all experiments with regard to the first research question can be
found. All other model settings are the same as in the default case (table 4.1).

Experiment ∆t (s) ∆x (m) no. of σ layers CFL MORFAC

M
O
R
FA

C 1A 6 2 60 46 2000
1B 6 2 60 46 1000
1C 6 2 60 46 500
1D 6 2 60 46 250

∆
t

1E 12 2 60 95 500
1F 6 2 60 46 500
1G 3 2 60 23 500
1H 1.5 2 60 11 500

σ
la
ye
rs 1I 6 2 100 46 500

1J 6 2 60 46 500
1K 6 2 20 46 500

∆
x

1L 6 2 60 46 500
1M 6 5 60 18 500
1N 6 10 60 9 500

Table 4.2: Overview of runs performed to test sensitivity to numerical
parameters.

4.2.2 Sensitivity of model results to environmental parameters

To address the second research question, regarding the sensitivity of sand waves to envi-
ronmental parameters, a series of runs was performed, in each one changing one of the
environmental parameters with respect to the default case. In this part, two types of runs
were done. The first ones are long term runs to study the finite amplitude behaviour
as in the default case. The second type of runs were short runs. With these results the
initial growth and migration rates were studied. In all these runs, λ0 is the same as in
the default case.

Water depth

The undisturbed water depth H0 in the default case is 25 m. To investigate the long
term evolution of the sand waves in shallower water, H0 was decreased to 21.5 m. This is
the water depth measured in the Hollandse Kust Zuid area, the case study described in
section 4.2.3. Besides this, a short run with H0 = 30 m was performed, to compare the
initial growth rates for different water depths.

Sand grain size

In the default case, the median grain size d50 = 0.35 mm. A long run with d50 = 0.25 mm
was done to study the evolution of sand waves formed in a bed with finer sand. Also a
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short run with d50 = 0.45 mm was done, so the initial growth rates could be compared to
those of the first two cases.

Bed slope parameter

In the default case αbs = 3, corresponding to an angle of repose of 19◦. However, other
values of αbs are also possible. Based on the results of Sekine and Parker (1992), the
angle of repose of sand in water filled sand ranges between 15◦2pt and 30◦. Therefore,
three short runs were performed to study the effect of the bed slope parameter αbs on the
characteristics of initially forming sand waves. In these runs αbs = 12, αbs = 6 and αbs =
1.5. These values correspond to angles of 5◦ , 10◦ and 34◦, respectively.

Tidal forcing

In the default case the flow was forced with the M2 tidal constituent with an amplitude
of 0.6 m s−1. A long run with M2 = 0.75 m s−1 was performed to investigate the effect
of stronger currents. This amplitude was chosen, because it is the M2 amplitude in the
Hollandse Kust Zuid area (section 4.2.3). The effect of a smaller amplitude (0.5 m s−1)
was studied by doing a short run and investigating the initial formation. As asymmetrical
tidal forcing causes sand wave migration, the effect of including a residual current M0 with
amplitude 0.05 m s−1 was investigated in a short run. The final four short runs include
the first overtide M4 with an amplitude of 0.05 m s−1. The difference between these runs
is the phase difference θ between M2 and M4. In the first case θ = 60◦, which is the
phase difference between M2 and M4 in the HKZ area. To gain insight in the sensitivity
to this phase, runs with θ = 120◦ and 180◦were done. In a final short run, both M4 (with
θ = 60◦) and M0 are included. This tidal forcing is similar to the tidal forcing in the HKZ
area.
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Overview of performed experiments

Experiment H0 (m) d50 (mm) Tide (m s−1) αbs Type

H
0

2A 21.5 0.35 M2: 0.6 3 long
2B 25 0.35 M2: 0.6 3 long
2C 30 0.35 M2: 0.6 3 short

d
5
0

2D 25 0.25 M2: 0.6 3 long
2E 25 0.35 M2: 0.6 3 long
2F 25 0.45 M2: 0.6 3 short

α
bs

2G 25 0.35 M2: 0.6 1.5 short
2H 25 0.35 M2: 0.6 3 short
2I 25 0.35 M2: 0.6 6 short
2J 25 0.35 M2: 0.6 12 short

T
id
e

2K 25 0.35 M2: 0.6 3 long
2L 25 0.35 M2: 0.75 3 long
2M 25 0.35 M2: 0.5 3 short
2N 25 0.35 M2: 0.6, M4: 0.05, θ = 60◦ 3 short
2O 25 0.35 M2: 0.6, M4: 0.05, θ = 120◦ 3 short
2P 25 0.35 M2: 0.6, M4: 0.05, θ = 180◦ 3 short
2Q 25 0.35 M2: 0.6, M0: 0.05 3 short
2R 25 0.35 M2: 0.6, M0: 0.05, M4: 0.05, θ = 60◦ 3 short

Table 4.3: Overview of runs to test sensitivity to environmental parame-
ters

4.2.3 Application to an observed sand wave field

To address the third research question an observed sand wave field in the area of the
future wind farm Hollandse Kust Zuid (HKZ) was used as an initial bed. This park will
be located approximately 20 km off the coast, in the area between Scheveningen and
Katwijk aan Zee (Noordzeeloket, 2017), as shown in figure 4.3.

Figure 4.3: Location of the future wind park Hollandse Kust Zuid (source:
Noordzeeloket (2017).
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Two sets of bathymetry data from the HKZ area were used: the first is based on measure-
ments by the Hydrographic Office of the Royal Dutch Navy in 1999 using single beam
echosounding; the second is based on measurements by the offshore survey service Fugro
in 2016 using multi beam echosounding. From this data, a 5 km transect close to point kp
40 was taken, the location of this transect is indicated by the red line in figure 4.4.

Figure 4.4: The planned location of the cable connecting HKZ to the
mainland plotted on a bathymetry map based on measurements by Fugro

in 2016 (source: WaterProof B.V. (2017)).
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The data points were interpolated onto the grid using triangular interpolation. Before
used as model input, the data in both sets were shifted to the same reference depth to min-
imize the effect of systematic measurement errors. This reference depth is H0 = 21.52 m.
The resulting bed levels are shown in figure 4.5. The bed level measured in 1999 is shown
in black and the 2016 bed level in red.

Figure 4.5: The bed level zb at the HKZ transect as measured in 1999
(black) and 2016 (red). Blue dots indicate the sand wave that will be

tracked in time (to be used later).

In 2016, offshore survey service Fugro also took sediment samples from which the median
grain size was determined. Along the transect the d50 varied from 0.25 mm to 0.3 mm.
In this study, it is assumed that this has not changed in the period 1999-2016, therefore
all model runs regarding the HKZ case have d50 = 0.25 mm as input.

Determination of tidal forcing at HKZ location

The amplitudes and phases of the tidal constituents were determined based on the output
of the Dutch Continental Shelf model (DCSMv6, see Zijl et al. (2013)). This model
simulates the depth averaged flow and water level for the Dutch continental shelf. To
find the coordinates of the locations of the boundaries x = 0 and x = Lx, the
transect extended was both 22.5 km in the southwestern and 22.5 km in the northeastern
direction. At these locations the output of the DCSMv6 model was taken. These time
series of flow and water level were harmonically analysed using T-TIDE (Pawlowicz et al.,
2002). The resulting amplitudes and phases of the current U and water level ζ are listed
in table 4.4. These are combined into Riemann invariants and imposed on the lateral
boundaries. On the southwestern boundary a positive Riemann invariant is imposed and
on the northeastern boundary a negative invariant.
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Southwest
U [m s−1] Phase [degrees] ζ [m] Phase [degrees]

M0 0.004 - 0.069 -
M2 0.748 70.60 0.625 54.88
M4 0.057 57.30 0.147 104.04

Northeast
U [m s−1] Phase [degrees] ζ [m] Phase [degrees]

M0 0.005 - 0.068 -
M2 0.768 87.98 0.4877 105.24
M4 0.057 167.05 0.1377 132.42

Table 4.4: Overview of phases and amplitudes of tidal constituents fol-
lowing from DCMv6 and T-TIDE.

Experiments

To study the evolution of this mature sand wave field of 1999, several runs were performed
with different tidal forcing. The morphological run time was 17 years, so the output could
be compared to the measurements of 2016. Since MORFAC is 500, this corresponds to a
hydrodynamic run time of almost 2 weeks. In the middle 5 km of the model domain the
transect measured at HKZ was placed. The numerical settings were the same as in the
default case, but the water depth and the grain size are changed to the measured values
in the HKZ area, i.e. H0 = 21.5 m and d50 = 0.25 mm. As tidal forcing, the results of
the Dutch Continental Shelf Model are combined into Riemann invariants and imposed
on the southwestern (x=0) and the northeastern boundary (x=Lx) (table 4.4). First,
a run with only the M2 tide was done, which is the dominant tidal component in this
location. Then, the residual current M0 and M4 were added separately. Finally, a run
was performed with both M2, M4 and M0.

Experiment Tidal forcing
3A M2

3B M2 + M0

3C M2 + M4

3D M2 + M4 + M0

Table 4.5: Overview of runs with observed mature sand waves as an initial
bathymetry.

4.3 Methodology to analyse results

4.3.1 Residual velocity

To identify the residual circulation cells, the residual velocity −→u m0 is computed by inte-
grating the velocity over time and dividing by the amount of time passed,

−→u m0 =
1

T

∫ T

0

−→u dt. (4.3)

The residual sand transport is calculated in a similar way.
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4.3.2 Initial growth and migration rate

The initial growth and migration rates were determined using linear stability analysis. In
linear stability analysis the bed zb is assumed to consist of a basic state zb0 (i.e. a flat
bed) with a superimposed small perturbation h (Besio et al., 2008):

zb(x, t) = zb0(x) + h(x, t) with |h| � |zb0| (4.4)

Because the perturbations are small, this allows for linearisation of the problem, yielding
in the following equation for h,

dh(x, t)

dt
= Γ(t)h(x, t). (4.5)

With Γ the complex growth rate Γ(t) = γr(t) + iγi(t). This growth rate depends on the
wave length of the perturbation, the sand characteristics and on the flow. Since the tide
oscillates, Γ is also a periodic function in time and can be split into a time averaged value
Γ̄ and a periodic part Γ̃. The solution of the equation 4.5 is

h(x, t) = A0(x) exp

[∫ t

0

Γ(t)dt
]
. (4.6)

This results in the following solution for the bed zb,

zb(x, t) = zb0(x)+<
{
A0(x) exp

[
γ̄rt+

∫ t

0

(γ̃r(t)dt
]

exp

[
i

(
kxx+γ̄it+

∫ t

0

γ̃i(t)dt
)]}

(4.7)

In this equation, < denotes that only the real part of the complex variable is taken into
account, kx is the wave number, describing the wavelength λ of the perturbation since
λ = 2π/kx. The periodic parts of the growth and migration rate (γ̃r and γ̃i) are small,
because they describe oscillations during a tidal cycle. Therefore, these terms can be
neglected, this yields for the bed perturbation

h(x, t) = A0 exp
[
γ̄rt+ i(kxx+ γ̄it)

]
. (4.8)

If γ̄r > 0 for a certain wave length, the basic state is unstable and this perturbation
growths exponentially in time. The basis state is stable with respect to that perturbation,
if γ̄r < 0. The imaginary time-averaged part of the growth rate γ̄i is related to the
migration of the perturbation as the phase speed is cx = −γ̄i/kx.

The time-averaged parts of the initial growth and migration rates will from now be denoted
by γr and γi, respectively. These can be found by writing the bed perturbation h as Fourier
series An (see e.g. Press et al. (1988))

An(kn, t) =
Nx−1∑
j=0

h(xj, t) exp(iknxj). (4.9)

Here, xj = j∆x with j = 0, 1, 2, ..Nx − 1 and kn the wave number
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kn =
2πn

Nx

, withn = −Nx − 1

2
, ..
Nx − 1

2
. (4.10)

The inversion of the Fourier series is,

h(xj, t) =

Nx−1
2∑

n=−Nx−1
2

An(kn, t) exp(iknxj) (4.11)

Combining equations 4.8 and 4.11 and taking the natural logarithm, yields in equations
for the growth rate γr and migration rate γi,

γr =
1

T01
<
{

ln

(
A0

A1

)}
, (4.12)

γi = − 1

kxT01
=
{

ln

(
A0

A1

)}
. (4.13)

Here, T01 = t1 − t0, with t0 the starting time and t1 the time for which A = A1 .

4.3.3 Dominant wave length

The dominant wave length is determined by writing the bed level as a Fourier series
(equations 4.11, 4.10 and 4.8). Then the power spectral density P (see e.g. Press et al.
(1988)) can be computed at a certain time t,

P (kn, t) =
1

Nx

|A(kn, t)|2. (4.14)

When this power is plotted against kn, the dominant wave lenghts in the signal h(xj, t)
are revealed.

4.3.4 Global growth and migration rate

The global growth rate σ of the sand waves is calculated using the equation of Garnier
et al. (2006):

σ =
1

h2rms
h
∂h

∂t
. (4.15)

Here h is the height of the bed relative to the undisturbed water depth H0 and hrms is
the root-mean square of the bed perturbation:

hrms =
√(

h2
)

(4.16)

The bar means that this value is averaged over the domain: 1
Lx

∫
dx. The global migration

rate Vm is calculated after Vis-Star et al. (2008):

Vm = − 1(
∂h
∂x

)2 ∂h∂x ∂h∂t . (4.17)
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4.3.5 Wave height

The crest heights hc and trough depths ht of the sand waves are determined by identifying
the local maxima and minima in the bed level zb(x, t) = H0 + h(x, t). The sand wave
heights are defined as the vertical difference between the crests and their subsequent
troughs. To analyse the evolution of hc and ht over time, one sand wave is chosen. For
the default case and the sensitivity to numerical and environmental parameters, this sand
wave is located in the middle of the domain. In the HKZ case, one sand wave in the left
of the domain is selected, of which the crest and trough are indicated by the blue dots in
figure 4.5.
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Results

In this chapter, the results are presented. First, the initial state and the time-evolution of
the default case are shown. Secondly, the sensitivity to numerical parameters is discussed,
followed by the sensitivity to environmental parameters. Finally, the results from the
application of the model to an observed sand wave field are presented.

5.1 Default case

The model configuration and values of the parameters of the model default case have been
presented in section 4.1.

5.1.1 Initial state

Phase and amplitude of M2

The phase and amplitude of the M2 horizontal tidal velocity component u at the beginning
of the simulation (with the bed level as in figure 4.1) are shown in figure 5.1. The
amplitude of M2 varies from a maximum of 0.58 m s −1 at the surface, to 0.14 m s −1
close to the bottom. The phase φ varies from 217◦ at the surface to 215◦ at the bottom.
Initially, there is little horizontal variation in both the amplitude and phase of M2. The
tide is not progressive, due to the imposed boundary conditions.

The lower two panels of figure 5.1 show the amplitude and phase of the M2 vertical tidal
velocity component w. Vertical velocity is generated in the sand wave area, resulting from
interaction of u with the sand wave field. In this area, the M2 vertical velocity varies from
a maximum value of 2.8·10−3 m s −1 at the bottom, at the location with the steepest
bed slope and it decreases to 0 m s −1 at the crests and troughs. There is a 180◦ phase
difference γ between w up- and downstream of the crest. The phases and amplitudes of
M2 for the whole domain are given in appendix B.

43



Chapter 5. Results 5.1. DEFAULT CASE

(a) (b)

(c) (d)

Figure 5.1: Amplitude UM2 (A) and phase φM2 (B) of theM2 horizontal
tidal velocity component at t = 0 as a function of horizontal coordinate x
and vertical coordinate z. Amplitude WM2 (C) and phase γM2 (D) of the

M2 vertical tidal velocity component at t = 0.

Residual velocity

Averaging the velocity over a tidal cycle results in the residual velocity. Both the horizon-
tal and vertical component of the residual velocity are shown in figure 5.2. The horizontal
component of the residual velocity 〈u〉 is positive on the left side of the crest and neg-
ative at the right side. This means that the residual velocity close to the bed is always
pointing towards the crest. The magnitude of 〈u〉 decreases from 1.9·10−3 m s −1 above
the steepest slope to 0 m s −1 at the crest and trough. Higher in the water column, the
direction of the velocity is opposite to that at the bed and the magnitude is of the order
1·10−4 m s −1.

The vertical component of the residual velocity 〈ω〉 vanishes outside of the sand wave
area. In the sand wave area, the maximum magnitude is 6·10−5 m s −1 and is found
above the crests (pointing upwards) and above the troughs (pointing downwards). The
magnitude decreases towards the surface and towards the location of the steepest slope.
Combining the horizontal and vertical components of the residual velocity results in the
residual circulation cells pointing towards the crest at the bottom and towards the trough
higher in the water column, similar to figure 2.6.
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(a) (b)

Figure 5.2: (A) Horizontal component of residual velocity 〈u〉 at t = 0.
(B) Vertical component of residual velocity 〈w〉 at t = 0.

Sand transport

Similar to the residual velocity, maximum values of the residual bed load 〈q)b〉 and sus-
pended load transport 〈qs〉 appear on the left and right side of the crest (figure 5.3a).
These maxima have opposite signs. Since a positive value corresponds to a transport in
the positive x-direction and vice versa, there is a convergence of sand at the crest and
a divergence of sand in the trough. The horizontal gradient of sand transport 〈qb〉 (fig-
ure 5.3b) indicates that the maximum sand transport is found at the crest and trough and
that these have opposite signs. Because of the sediment continuity equation (3.16),

(1− εp)
∂zb
∂t

+
∂(qb + qs)

∂x
= 0, (5.1)

a negative value of the horizontal sand transport gradient, results in a rise of the bed
level, which happens at the crest. The exact opposite is true for the troughs, resulting in
a lowering of the bed level. Figure 5.3b reveals that ∂〈qb〉

∂x
is asymmetric, as the peak above

the troughs is larger in magnitude, but the peak at the crests spans a wider area.

(a) (b)

Figure 5.3: (A) The residual bed load 〈qb〉 (blue), suspended load 〈qs〉
(red) and total sand transport 〈qt〉 (green) at t = 0. The black dotted line is
the bed level h and corresponds to the right y-axis. (B) Horizontal gradient

of residual sand transport ∂〈qb〉
∂x (blue), ∂〈qs〉∂x (red) and ∂〈qt〉

∂x (green).

45



Chapter 5. Results 5.1. DEFAULT CASE

5.1.2 Evolution of variables over time

The net convergence of sand at the crest and net divergence of sand at the trough cause the
sand waves to grow until they reach a finite amplitude. This is evident from figure 5.4a,
which shows the evolution of the crest height and trough depth over time. Crest height
and trough depth h are defined with respect to the undisturbed bed level zb0 = −H0 and
their location is indicated in figure 5.4b. Initially, between t= 0 and t = 50 years, the
crests grow exponentially, after which their growth reduces until they reach a saturation
value of 5.5 m at t ' 70 years. The reduction of the growth of the troughs already starts
after 40 years and these troughs reach equilibrium in about 60 years. The trough depth
is then 3.6 m, resulting in a total wave height (crest to trough distance) of 9.1 m.

Now consider the four morphological times t1 = 1 year, t2 = 37.5 years, t3 = 75 years
and t4 = 125 years. The bed level at each of these times is shown in figure 5.4b. The
initial residual sand transport was slightly asymmetric (figure 5.3b) and this causes the
sand waves to grow asymmetric in shape. After 1 year (magenta), the bed is close to the
initial bed, but after 37.5 years (blue) the crests have grown to a height of 1 m and the
troughs to a depth of 1.5 m. The troughs are stabilized and flattened at a depth of 3.5 m
at t3 = 75 years (red). The crests grow another meter from 4.5 to 5.5 m in the following
years (t4 = 125 years, green).

(a) (b)

Figure 5.4: (A) The evolution of crest height (upper blue line) and trough
depth (lower blue line) over time. (B) The initial bed level in black, the
bed level after 1 year (dotted magenta line), after 37.5 years (blue line),

after 75 years (red line) and after 125 years (green line).

The growth of the sand waves impacts the residual velocity patterns. As the wave height
increases, there are larger differences in water depth in the domain. This causes the
magnitude of the residual velocity to increase, which becomes clear in figure 5.5. Here,
〈u〉 and 〈w〉 are shown at t2 = 37.5 years and at t4 = 125 years (note the difference in
scale). Especially in figure 5.5d the velocity becomes large, because of the steep slopes.
The residual velocity at t1 = 1 year and t3 = 75 years is given in figure B.1.
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(a) (b)

(c) (d)

Figure 5.5: The horizontal (A) and vertical (B) components of the resid-
ual velocity (〈u〉 and 〈w〉) at t2 = 37.5 years. The horizontal (C) and vertical
(D) components of the residual velocity (〈u〉 and 〈w〉) at t4 = 125 years.

Note the difference in scales.

The growth and shape change of the sand waves affects the residual sand transport. The
magnitude increases until the sand waves are in equilibrium (figure 5.6 and compare
figure 5.6b with figure C.1). The residual sand transport is nonzero at the crest, even
when the sand waves are in equilibrium. This is because the crests move from slightly left
to right without changing their wave height (figure 5.4b). Therefore, the peaks in ∂〈qt〉

∂x

are located at the sides of the crests. The troughs are stable in the equilibrium state and
there ∂〈qt〉

∂x
= 0.

(a) (b)

Figure 5.6: The residual bed load 〈qb〉 (blue), suspended load 〈qs〉 (red)
and total sand transport 〈qt〉 (green) at (A) t2 = 37.5 years and (B)
t4 = 125 years. The black dotted line is the bed level h and corresponds to

the right y-axis.
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5.2 Sensitivity to numerical parameters

In this section, the sensitivity of the model results to numerical parameters will be explored
by comparing the time-evolution of the trough and crest height for different cases. The
residual velocity in the different cases is presented in appendix B and the residual sand
transport is shown in appendix C.

5.2.1 Morphological acceleration factor

The results of experiments 1A - 1D (table 4.2) are shown in figure 5.7a, where the time
evolution of trough depth and crest height is depicted. Although all simulations result
in approximately the same time scale (∼ 70 years) and the same crest height (∼ 5.5 m)
and trough depth (∼ 3.8 m), a too large MORFAC (MF = 2000) causes oscillations of
the finite crest height. These oscillations are reduced for decreasing MORFAC, which is
clearly visible in figure 5.7b. This figure shows the difference between the crest height
in the default case (MF = 500) and crest heights in cases with different MORFAC. The
trough depths are relatively less affected by MORFAC than the crests (figure 5.7c). The
maximum difference in the crest height compared to the default case is 0.75 m and re-
sults from choosing MORFAC 2000. This is reduced to 0.2 m (MF = 1000) and 0.1 m
(MF = 250) for smaller values of MORFAC. The largest difference in trough depth occurs
at 40 years and is 0.44 m and 0.21 m for a MORFAC of 2000 and 1000, respectively. For
MF=250 the maximum difference with the default case (MF = 500) of the trough depth is
0.1 m. So, for both the saturation crest height, trough depth and time scale, a MORFAC
of 500 is optimal in terms of both accuracy and computation time, as decreasing this value
leads to minimal changes. Nevertheless, MORFAC of 2000 is used to conduct the rest of
the experiments regarding the sensitivity to numerical parameters to save computation
time.
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(a)

(b) (c)

Figure 5.7: (A) As in figure 5.4a, but for a morphological acceleration
factor MF = 2000 (blue), MF = 1000 (green), MF = 500 (magenta) and
MF = 250 (red). (B) The difference in crest height MF 2000 (blue), MF
1000 (green) and MF 200 (red) and the default case (MF 500). (C), as (B),

but for trough depth.

5.2.2 Time step

The result of experiments 1E - 1H (table 4.2) are shown in figure 5.8a. This figure shows
the evolution of the crest height and the trough depth over time for runs with different
hydrodynamic time steps. The result with ∆t = 12 s is not included in the figure,
because the simulation crashed due to a too high Courant number. Overall, both the
equilibrium time scale (approximately 70 years) and the equilibrium crest height (5.5 m)
and trough depth (3.8 m) of runs with ∆t = 6 s, 3 s and 1.5 s are the same. Figures 5.8b
and 5.8c show the difference in crest height and trough depth relative to the default case,
which has ∆t = 6 s. The crest height is more strongly affected by using smaller ∆t than
the trough depth. For instance, choosing ∆t = 3 s results in a maximum difference in crest
height of 0.35 m and a maxmimum difference in trough depth of 0.09 m with respect to
∆t = 6 s. For ∆t = 1.5 s these differences are 0.45 m and 0.1 m, respectively. Therefore,
it can be concluded that ∆t = 6 s is sufficient to compute the finite amplitude behaviour
of sand waves.

49



Chapter 5. Results 5.2. SENSITIVITY TO NUMERICAL PARAMETERS

(a)

(b) (c)

Figure 5.8: (A) As in figure 5.4a, but for hydrodynamic time step ∆t= 6 s
(blue), ∆t = 3 s (red) and ∆t = 1.5 s (green). (B) The difference in crest
height between ∆t = 3 s (blue), ∆t = 1.5 s (red) and the default case

(∆t = 6 s). (C), as (B), but for trough depth.

5.2.3 Grid size

Vertical resolution

The verification of the sensitivity of the model results to the number of σ-layers is done
only for the initial formation in order to save computation time (experiments 1I - 1K,
table 4.2). These results are presented in figure 5.9, which shows the initial growth rates
γr for different numbers of σ-layers . In default model settings, 60 σ-layers are included,
resulting in an initial growth rate of 2.4 · 10 −9 s−1. When 100 layers are used, the
growth rate is approximately the same. This is not the case for 20 layers, because then
the growth rate changes to - 0.2 · 10 −9 s−1. These results clearly demonstrate that a
sufficient amount of σ-layers is needed to accurately resolve the sand wave dynamics.
The difference can be explained by differences in the horizontal component of the residual
velocity (figure B.3). The maximum magnitude of 〈u〉 for 20 σ layers is significantly lower
than for 60 and 100 σ layers, which results in less residual sand transport.
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Figure 5.9: Initial growth rates in the cases of 20, 60 and 100 σ-layers.

Horizontal grid size

From figure 5.10a, it appears that large differences exist between crest heights and trough
depths for different cases of ∆x (experiments 1L - 1N in table 4.2). Increasing horizontal
grid spacing ∆x results in 1) an increase of the saturation time scale; 2) a reduction of
the crest height; and 3) an increase of the trough depths. It is interesting to note that
the oscillations in the finite crest height disappear with increasing ∆x. Figures 5.10b and
5.10c show the differences of the crest height and trough depth with respect to the default
case, which has ∆x = 2 m. For ∆x = 5 m the maximum differences in crest height and
trough depth are 2.1 m and 0.8 m, respectively. When a grid spacing of 10 m is used, the
crest height differs 3.8 m relative to the default case (∆x = 2 m)and the trough depth
2 m.
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(a)

(b) (c)

Figure 5.10: (A) As in figure 5.4a, but for horizontal grid spacing
∆x = 2 m (red), ∆x = 5 m (blue) and ∆x = 10 m (green). (B) The
difference in crest height between ∆x = 5 m (blue), ∆x = 10 m (green)
and the default case (∆x = 2 m). (C) as in (B), but for trough depth.

5.3 Sensitivity of model results to environmental pa-
rameters

In this section, the sensitivity of sand wave characteristics to environmental parameters
will be explored with the experiments described in section 4.2.2. For each case, the ini-
tial growth and migration rates (if present) and the time evolution of the trough depth
and crest height will be presented. The residual velocity of the different cases is pre-
sented in appendix B and the residual sand transport of the different cases is shown in
appendix C.

5.3.1 Water depth

The initial growth rate decreases with increasing values of the undisturbed water level H0,
which becomes clear from figure 5.11a in which the initial growth rate for different cases
of H0 is shown (experiments 2A - 2C in table 4.3). Figure 5.11b displays the long-term

52



Chapter 5. Results5.3. SENSITIVITY OF MODEL RESULTS TO ENVIRONMENTAL PARAMETERS

time evolution of crest height and trough depth for H0 = 21.5 m (red line) and H0 = 25 m
(blue line). Clearly, with increasing H0 it takes longer for the crests and troughs to reach
their equilibrium values. The equilibrium wave height (crest to trough distance) is higher
in deeper water, it is 8.8 m for H0 = 21.5 m and 9.2 m for H0 = 25 m. The difference is
caused by deeper troughs for H0 = 25 m. The processes of both growth and saturation
are weakened, but growth weakens less than saturation in deeper water.

(a) (b)

Figure 5.11: (A) Initial growth rate γr for different values of mean water
depth H0. (B) Evolution of crest height and trough depth over time for

H0 = 21.5 m (red) and H0 = 25 m (blue).

5.3.2 Sand grain size

The initial growth rates and evolution of crest height and trough depth for different sand
grain sizes are shown in figure 5.12 (experiments 2D - 2F in table 4.3). The growth rate
increases for larger grain sizes and so does the equilibrium time scale. For d50 = 0.25 mm,
the equilibrium time scale for the crests is 110 years and for the troughs it is 90 years,
whereas for d50 = 0.35 mm the values are 80 and 60 years, respectively. The grain size
also affects the equilibrium height of the sand waves, which is 7.4 m for d50 = 0.25 mm
and 9.1 m for d50 = 0.35 mm. The difference arises from differences in the crest height,
as it is 1.7 m lower for d50 = 0.25 mm than for d50 = 0.35 mm.

(a) (b)

Figure 5.12: (A) Initial growth rate γr for different values of the median
grain size d50. (B) Evolution of crest height and trough depth over time

for d50 = 0.25 mm (red) and d50 = 0.35 mm (blue).
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5.3.3 Bed slope parameter

The initial growth rates resulting from including different values of the bed slope param-
eter αbs are shown in figure 5.13 (experiments 2G - 2J in table 4.3). The growth rate
decreases for increasing values of αbs and becomes negative for αbs = 6 and αbs = 12.

Figure 5.13: Initial growth rate γr for different values of the bed slope
parameter αbs.

5.3.4 Tidal forcing

Single tidal constituents

The initial growth rates for different imposed M2 tidal current amplitudes (at the bound-
aries) are shown in figure 5.14a (experiments 2K - 2M in table 4.3). With respect to the
default case (M2 = 0.6 m s−1), the initial growth rate γr for M2 = 0.5 m s−1 decreases,
but γr increases for M2 = 0.75 m s−1. Figure 5.14b shows the long term evolution of the
trough depth and crest height for M2 = 0.6 m s−1 and M2 = 0.75 m s−1. In case of the
latter, the maximum bed level is in each year is shown. The sand waves slowly change
their wavelength, to a new dominant wave length mode that matches the tidal forcing.
This becomes clear in figure 5.14c. The growth and adjustment of the wavelength starts
in the middle of the domain and gradually, the other sand waves change in a similar way,
until the wavelength has changed from the initial 204 m to ∼ 1000 m. At the end of the
simulation, the crests are almost 10 m high and the troughs are 14 m deep. The wiggles
in the crest height are the result of instabilities, as the crest move slightly from left to
right (figure 5.14c and see also figure 5.4b). The jumps in the trough depth are caused by
the transition to a different sand wave that has become deeper. As both the maximum
crest height and trough depth are still growing at the end of the simulation, these sand
waves are not in equilibrium yet and will continue to grow.
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(a) (b)

(c)

Figure 5.14: (A) Initial growth rate γr for different amplitudes of the M2

tidal current imposed at the boundaries. (B) Evolution of crest height and
trough depth over time for M2 = 0.6 m s−1 (red) and M2 = 0.75 m s−1

(blue). (C) Bed level at t = 0 (black), at t = 30 years (magenta), at
t = 75 years (blue), at t = 149 years (green) and t = 150 years (red) for

M2 = 0.75 m s−1.

Multiple tidal constituents

Adding the M4 component to the M2 tidal forcing mainly affects the migration of the
sand waves, which becomes clear in figure 5.15a. This figure shows the initial growth and
migration rates for different cases of phase difference θ (experiments 2N - 2P in table 4.3).
The growth rates of all cases are approximately the same, but the migration rates are
quite different. Including M4 (with θ = 60◦), causes sand wave migration in the positive
x-direction. However, for θ = 120◦ or θ = 180◦ , the migration becomes negative, meaning
that the sand waves migrate in the opposite direction.

Adding residual current M0 to the M2 tidal forcing (experiment 2Q in table 4.3), slightly
reduces the initial growth rate and causes a migration into the positive x-direction. Then,
adding M4 with θ = 60◦ to the tidal forcing of 2Q (experiment 2R in table 4.3), further
decreases the growth rate, but results in a higher migration than when only M2 and M4

or M2 and M0 are included.
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(a) (b)

Figure 5.15: (A) Initial growth rate γr (left panel) and migration rate c
(right panel) for different values of M2-M4 phase difference θ. (B) Initial
growth rate γr (blue) and migration rate c (red) for a tidal forcing of M2

and M0 (left panel) and for a tidal forcing of M2, M4 and M0 (right panel).

5.4 Application to HKZ data

The final set of experiments (experiments 3A - 3D in table 4.5) have the HKZ bathymetry
as measured in 1999 as initial bed. Because these runs last for 17 years, the output can
be compared with the measured bathymetry of 2016. In figure 5.16 the model results for
each case are plotted together with the 2016 data (black). The measurements indicate
that these sand waves migrated with a speed of 3 m year−1 in a north-easterly direction
(which corresponds to the positive x-direction in figure 5.16). All the troughs became ap-
proximately 10 cm deeper and 5 of the 7 crests increased in height with a few centimeters.
This resulted in a global growth rate σ of 1 mm year−1. The shape and wavelength stayed
the same over the period 1999-2016. Comparing the data with the model output, reveals
that there are quite a few differences between the two. For example, for M2-forcing only
(second panel in figure 5.16), the sand waves do not migrate, but their shape changes as
wiggles form on the left side of the crest and the crests tilt to the left, making the sand
wave shape more symmetrical. Both the growth of the crests and troughs is positive and
much higher than the data indicates. This is different when M4 or M0 is included in the
tidal forcing (third panel in figure 5.16), because now the crests decrease in height, but
the troughs become even deeper than for M2 only. The inclusion of M4 or M0 causes the
sand waves to migrate with a speed of approximately 15 m year−1. This rate is increased
to 30 m year−1 when both M4 and M0 are included, which can be seen in the fourth panel
of figure 5.16. A combination of M2, M4 and M0 causes a larger decrease of the crests but
a smaller deepening of the troughs than when only M4 or M0 is used as tidal forcing.
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Figure 5.16: (A) The observed bed level in 2016 hobs (2016) (black) and
the modelled bed level in 2016 hmod (2016) for a tidal forcing that consists
of solely M2 (blue). (B) as in (A), but hmod (2016) for a tidal forcing of
M2 and M0 (green). (C) as in (A), but hmod (2016) for a tidal forcing of
M2 and M4 (red). (D) as in (A), but hmod (2016) for a tidal forcing of M2,

M4 and M0 (magenta).

The evolution of the crest height and trough depth over time for different cases of tidal
forcing is shown in figure 5.17a and the observed and modelled position of these crest and
troughs in 2016 is presented in figure 5.17b. The measured crest height in 2016 is 1.6 m
and the trough depth 1.2 m, resulting in a wave height of 2.8 m. Forcing the model with
M2 results in a wave height of 4 m after 17 years. Including either M4 or M0 reduces the
crest height with respect to a tidal forcing of M2 only and it increases the trough depth
in such a way that the wave height is also 4 m. The combined effect of M4 and M0 results
in a lower crest height and trough depth, such that the wave height is 2.5 m, which is
lower than the measured wave height of this sand wave. Using M2 and M0 or M2 and
M4 forcing results in a modelled crest height that is close to the measured height, but is
furthest removed from the measured trough depth. Including both M4 and M0 results in
the best prediction of the trough depth, but then results in the worst prediction of the
crest height. As in all cases the crests and troughs significantly change their height in
only 17 years, suggests that the system is far from equilibrium.

57



Chapter 5. Results 5.4. APPLICATION TO HKZ DATA

(a) (b)

Figure 5.17: (A) Evolution of crest height and trough depth over time
for different cases of tidal forcing. (B) Position of modelled and observed

crests and troughs in (A) at 2016.
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Discussion

6.1 Default case

The model settings in the default case are based on the settings by Van Gerwen et al.
(2018), but the value of the morphological acceleration factor (MORFAC) and the hy-
drodynamic time ∆t step are changed with respect to Van Gerwen et al. (2018). Here,
the value of MORFAC was set to 500, based on the performed sensitivity study. Re-
ducing the value of MORFAC to 250, resulted in differences in the saturation sand wave
height of approximately 2%, but significantly increased the computation time with respect
to MF=500. Increasing MORFAC to 1000 decreased to needed computation time, but
lead to differences in the wave height of 5% and larger instabilities in the crest height.
Therefore, MF=500 was selected. Van Gerwen et al. (2018) chose a value of 2000 for
MORFAC, but this study showed that MF=2000 results in instabilities (oscillations in
the crest height). In this study, ∆t was 6 s and in the study of Van Gerwen et al. (2018)
it was 12 s. In case of the latter, the solution became unstable.

Both this study and the study by Van Gerwen et al. (2018) show that the sand waves grow
to be asymmetric, as the troughs have a different final shape than the crests (figure 5.4b).
This is unexpected, since both the initial bed level and the tidal forcing are symmetric
(i.e. the flood current is equal to the ebb current). Nonlinear effects cause the velocity at
the bed to be slightly asymmetric and therefore, the residual sand transport at t = 0 is
also asymmetric (figure 5.3b). The saturated sand waves move slightly from left to right
(figure 5.4b), which is why the residual sand transport 〈qt〉 is nonzero when the sand
waves are in equilibrium. This also occurred when MF=250.

6.2 Sensitivity to numerical parameters

A limitation of the model presented in this study, is that it requires a large computational
effort. Because of this, the sensitivity study into the numerical parameters, was done
with MF=2000. As a result, small initial differences in the residual velocity and sand
transport, can lead to large differences in the final bed level. Therefore, the differences
between the equilibrium sand wave heights for the different cases presented in section
5.2 will be different for smaller values of MORFAC. As an extra check, short runs for
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different values of ∆x and ∆t were performed without morphological updating in order
to compare the initial differences in the residual velocity (figures B.4 and B.2). This
showed that the difference between the residual velocities at the bed at t = 0 between
∆x = 2 m en ∆x = 10 m is 5%, which significantly affects the residual sand transport.
The difference between 〈u〉 at t = 0 for ∆x = 2 m and ∆x = 5 m and for the differences
between ∆x = 1.5 s, ∆t = 3 s with ∆t =6 s were smaller (order 1%). For the amount of
σ-layers only the initial formation was considered with MORFAC = 1, so here MORFAC
has no influence.

6.3 Sensitivity to environmental parameters

Results (figure 5.11) showed that the initial growth rate decreases and the saturation time
scale of sand waves increases for increasing values of the undisturbed water level H0. For a
decreasing water depth, residual velocity increases (figure B.5) and so does the bed shear
stress and the residual bed load transport. For each of the cases of H0 the residual bed
shear stress 〈τb〉 at t = 0 is shown in figure 6.1a and the residual bed load 〈qb〉 (solid lines)
and suspended load transport 〈qb〉 (dashed lines) at t = 0 in figure 6.1b. The residual bed
shear stress 〈τb〉 is strongest for the lowest water depth (H0 = 21.5 m) and this results
in the highest residual bed load transport 〈qb〉 as the two are related non-linearly. The
residual suspended load transport 〈qs〉 is the same for all three cases. The results for the
initial growth rate is in agreement with the model results of Gerkema (2000), Van Santen
et al. (2011) and Blondeaux and Vittori (2011), which revealed sand waves with larger
wave lengths and smaller growth rates for deep water.

The saturation wave height is lower for H0 = 21.5 m than for H0 = 25 m. This matches
with observations of lower wave heights in shallower water, as sand waves tend to have
heights of up to 30% of the water depth (McCave (1971), Lanckneus and De Moor
(1995),Flemming (2000) and Damen et al. (2018)). The initial higher residual velocity for
H0 = 21.5 m causes the sand waves to grow faster. During this growth, the velocity in-
creases (figure 5.2), causing increasing rates of suspended load transport (figure 5.3). The
latter is one of the processes causing saturation (Van Gerwen et al., 2018) and therefore
leads to lower equilibrium sand wave heights. In other words, reducing the water depth
increases both the processes of growth and saturation, but the latter is increased more
strongly.
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(a) (b)

Figure 6.1: (A) The residual bed shear stress 〈τb〉 at t = 0 forH0 = 21.5 m
(blue), H0 = 25 m (red) and H0 = 30 m (green). The black dotted line
is h at t = 0 and corresponds to the right y-axis. (B) The residual bed
load 〈qb〉 (solid lines) and suspended load 〈qs〉 (dashed lines) at t = 0 for

different cases of H0.

In the linear regime, the initial growth rate decreases for decreasing values of the median
grain size d50 (figure 5.12), which is in agreement with some previous studies (Blondeaux
and Vittori (2005a), Blondeaux and Vittori (2005b), Besio et al. (2006) and Van Gerwen
et al. (2018)). However, the measurements analysed by Van Santen et al. (2011) did
not show a clear relationship between grain size and growth rate. For smaller grain
sizes, a larger portion of the sand is transported in suspension. This becomes clear
in figure 6.2, which shows the residual bed load 〈qb〉 (solid lines) and suspended load
transport 〈qs〉 (dashed lines) for different cases of d50. Because the settling velocity
increases for smaller grain sizes (equation 2.4), a lower value of d50 results in less sand
available to be transported as bed load and more sand available for suspended load. Borsje
et al. (2014) showed that suspended load transport has a damping effect on sand wave
growth, because its tidal average 〈qs〉 is 180◦ out of phase with 〈qb〉 and therefore 〈qs〉
causes a divergence of sand in the crest. However, this is dependent on the model settings
and there are quite some differences in model set-up between this study and the one of
Borsje et al. (2014), such as grid spacing, number of σ-layers, bed roughness, initial length
and height. In addition to this, Campmans et al. (2017) showed that for a certain range of
settings, the suspended transport does contribute positively to the growth. Here, the tidal
average of the total volumetric sand transport (sum of 〈qb〉 and 〈qs〉) is smaller for smaller
grain sizes (figure 6.2), explaining why the growth rate is smallest for d50 = 0.25 mm.

On the long term, a smaller value of d50 increases the equilibrium time scale and decreases
the saturation wave height. During the sand wave growth, the residual velocity increases,
which increases the amount of residual suspended load transport. In addition to this, the
suspended sand particles are transported in increasingly larger parts of the water column.
This enhances the balancing effect of suspended load transport on the sand wave growth
and this effect is stronger for smaller grain sizes (see figure C.4). This explains why the
saturation wave height decreases for d50 = 0.25 mm with respect to d50 = 0.35 mm.
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Figure 6.2: (A) The residual bed load 〈qb〉 (solid lines) and sus-
pended load 〈qs〉 (dashed lines) transport for d50 = 0.25 mm (blue),
d50 = 0.35 mm (red) and d50 = 0.45 mm (green). Black dotted line is

the bathymetry.

The growth rate decreases for increasing values of the bed slope parameter αbs (figure 5.13)
and therefore for decreasing values of the angle of repose φ, as αbs is inversely related to
φ. The angle of repose determines how steep the slopes of the sand waves can get before
avelanching occurs. The slope-induced part of the bed load transport is larger for larger
values of αbs and this counteracts the sand wave growth. Figure 6.3 shows the horizontal
gradient of the residual bed load transport ∂〈qb〉

∂x
for different cases of αbs. For αbs = 6

and 12, the slope-induced transport is so large, that there is a net divergence of sand at
the crest. This causes a decay of the sand wave and thus a negative growth rate. For
αbs = 1.5 and 3, there is a net convergence of sand at the crest, which explains the positive
growth rate. These results are in agreement with the study of Gerkema (2000), who also
found smaller growth rates (and larger wavelengths) for a larger value of the bed slope
parameter. In the future, also long term runs should be performed to investigate the
effect of αbs on the finite-amplitude behaviour of sand waves.

Figure 6.3: The horizontal gradient of the residual bed load transport
∂〈qb〉
∂x at t = 0 for αbs = 1.5 (blue), αbs = 3 (red), αbs = 6 (green) and

αbs = 12 (magenta). Black dotted line is the bathymetry.

In the case that the amplitude of the M2 tidal forcing is varied, a decrease of the growth
rate is observed for a smaller amplitude and vice versa (figure 5.14). This is because a
smaller (larger) M2 leads to a decrease (increase) of the bottom stresses and the residual
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velocity (both horizontal and vertical, see appendix B). Therefore, the residual sand
transport also decreases (increases) which in turn affects the growth rate. Besio et al.
(2003) and Van Santen et al. (2011) found the same relationship between tidal current
amplitude and growth rate. In the long term, imposing M2 = 0.75 m s−1 led to a wave
length of ∼1000 m and a wave height of ∼20 m at t = 150 years. This is much larger than
the equilibrium wave length of 204 m and equilibrium wave height of 9.2 m resulting from
a tidal forcing of M2 = 0.6 m s−1. In the case of M2 = 0.75 m s−1, the sand waves are
still growing at the end of the simulation. Even though an M2 amplitude of 0.75 m s−1 is
quite high, it has been observed in the North Sea in areas where sand waves occur (Borsje
et al., 2009). The large growth suggests that some key balancing mechanisms are missing
in the model, which becomes especially important for larger M2 amplitudes. For example,
Van Gerwen et al. (2018) showed that the introduction of a residual current results in
lower values of the saturation wave height and Campmans et al. (2018) showed that the
effect of storms reduce the wave height.

In the linear regime, including other tidal constituents such as a residual current M0 or
M4 only has a small effect on the growth rate, but causes the sand waves to migrate
(figure 5.15). The migration direction depends on the direction of M0 and the phase shift
θ between M2 and M4. The latter, especially, should be treated with care, as increasing θ
from 60◦ to 120◦ resulted in migration in the opposite direction. The reason is that the
tidal velocity becomes asymmetric in time, in the sense that the peak flood current is not
equal to the peak ebb current. For θ = 60◦ , the maximum flood velocity is higher than
the maximum ebb velocity, but the ebb phase spans a longer time period than the flood
phase. As a result, the horizontal residual velocity has a higher magnitude on the left side
of the crest than on the right, but the left part of 〈u〉 spans a larger area (figure 6.4a). In
other words, the residual circulation cells have become asymmetrical with respect to the
bed. This moves the area of maximum convergence of sand towards the right side of the
crest, which results in sand wave migration. This can be seen in figure 6.4b, where the
horizontal gradient of the residual sand transport is shown at t = 0 for the bathymetry
as in the default case. The exact opposite is true when θ = 120◦. Adding M0 to the
tidal forcing of M2 and M4 with θ = 60◦ , reduces the growth rate, but enhances the
migration increases. These results agree with these of Németh et al. (2002), Besio et al.
(2004), Borsje et al. (2013) and Blondeaux and Vittori (2016), as in all these studies the
inclusion of M4 or M0 resulted in small changes in the growth rates, but in migration
rates depending on M0 and θ. Besio et al. (2004) found that the value of θ is especially
important, because it can overcome the migration induced by M0 when both M4 and M0

are included.

Van Gerwen et al. (2018) investigated the effect of including a residual current M0 on the
finite amplitude behaviour. They showed that the saturation wave height decreased due
to M0 and that M0 induced a migration of the sand waves in the direction of M0. Both
effects increased for increasing values of M0.
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(a) (b)

Figure 6.4: (A) Horizontal component of the residual velocity 〈u〉 for a
tidal forcing of M2 and M4 with θ = 60◦ for the bathymetry as in the default
case at t = 0. (B) Horizontal gradient of residual sand transport ∂〈qb〉

∂x

(blue), ∂〈qs〉∂x (red) and ∂〈qt〉
∂x (green). Black dotted line is the bathymetry.

6.4 Simulation of HKZ

There is a clear mismatch between the measured bed level of 2016 and the modelled
bed level, when the observed bathymetry of 1999 is used as model input (figure 5.16).
Remarkably, forcing the model with M2 and M0 or with M2 and M4 gave almost the
same output. This is a coincidence, as Van Gerwen et al. (2018) showed that both the
migration and the saturation wave height are very sensitive to the value of M0. Including
both M4 and M0 enhances the migration, which was also the case in the linear regime.
The migration rate (resulting from M2, M4 and M0 tidal forcing) is over-predicted, as the
data showed that the sand waves migrated but 3 m year−1, but the modelled migration
was 30 m year−1. The modelled bed level shows a decrease in the crest heights and
increase of trough depths of up to 1 m, while data reveals that there is hardly any change
in trough depth and crest height over time. These differences have three origins: 1) the
model set-up, 2) uncertainties in the tidal forcing and 3) from processes that are still
missing in the model.

First of all, using a morphological acceleration factor results in errors in both the wave
height and migration rate. Reducing this value will improve the results. Initially, reducing
time step ∆t would lead to differences in the residual velocity of the order 1%. Besides this,
the model results are quite sensitive to the chosen type of lateral boundary conditions. If
the same run was performed, but instead of Riemann invariants, a combination of water
level boundary conditions and Neumann water level gradients are imposed. For this, ζ
was imposed at x = 0 and x = Lx (table 4.4) and on the sea ward boundary an alongshore
water level gradient ( ∂ζ

∂x
) was imposed (for details see appendix D). As it turns out, no

residual circulation cells form and the sand waves decay and do not migrate. Therefore,
imposing lateral boundary conditions different than Riemann or Neumann, might alter
the results.

Uncertainties in the tidal forcing result from the fact that the output of the Dutch Conti-
nental Shelf model was used to force the flow. This might not match completely with the
tidal forces actually at work in the HKZ area. Even though DSMv6 is verified extensively
against data (Zijl et al., 2013), there are still uncertainties in the output. The tide gauge
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data from stations at Scheveningen and IJmuiden, showed that the modelled water level
amplitude of M2 and M4 is over-predicted by several centimeters. This would mean that
the bed shear stress is underpredicted and that the sand transport is actually lower. This
does not explain the overprediction of the migration rate.

Besides this, there were differences between the modelled and observed phases of M2 and
M4 of 15◦ . As the migration is very sensitive to the phase difference between M2 and M4,
this could significantly affect the migration rate. At the same time, errors arise from using
T-TIDE to analyse the velocity time series. For the major tidal constituents the error in
the amplitude can be up to 5%. The error in the M2 phase is of the same order, but for the
error in the M4 phase can be up to 20% (Pawlowicz et al., 2002). Since the model results
were quite sensitive to different values of M2 and θ, errors in these quantities could cause
differences between the modelled and observed migration rates. In addition to this, the
results by Sterlini et al. (2009) indicated that the magnitude of the tidal current, together
with the water depth, were the most important parameters to determine the saturation
wave height and length, suggesting that a more accurate representation of the HKZ tidal
current, could resolve the issues regarding the height of the sand waves. To achieve this,
measurements of either velocity or water level in the HKZ area are needed.

Simulations regarding HKZ were done with M2, M4 and M0. Van de Kreeke and Robaczewska
(1993) showed that a combination of these constituents is sufficient to explain the patterns
of residual sand load transport. Sterlini et al. (2009) showed that a combination of M2

and M0 was sufficient to model the basic dimensions of sand waves in the San Fransisco
Bay, but their study did not focus on migration rates. However, other constituents might
still have an effect. For example, Blondeaux and Vittori (2010) showed that the spring-
neap cycle (superposition of S2 and M2) can significantly influence the sand waves during
the stages of initial formation. In addition to this, observations by Ferret et al. (2010)
indicated that sand wave shape and migration varied with a periodicity of ∼18 years.
This periodicity was related to the 18.6 lunar nodal cycle which affects tidal amplitudes.
The effects of this long term cyclicity and other tidal constituents such as S2 on sand
wave evolution have not been studied in model studies so far, but including these might
improve the model results. However, this would require a significantly smaller values of
MORFAC to achieve the same accuracy.

One of the missing processes, is the effect of multiple grain sizes. In this model the median
grain size is assumed to be the same everywhere in the domain, while measurements by
the survey service Fugro showed that d50 varies between 0.25 mm and 0.3 mm along the
transect. Measurements at other locations in the North Sea indicate that sorting patterns
are observed along sand waves (see e.g. Roos et al. (2007)). Van Oyen and Blondeaux
(2009a) showed that sorting patterns can significantly affect the initial formation of sand
waves. Including a spatially variable d50 could improve the predictions, as the simulations
with different values of d50 showed that both the saturation time scale and the saturation
crest height are affected by the value of d50. The saturation trough depth was not affected
as strongly.

To conclude, the migration rate could be improved by reducing MORFAC and ∆t and by
a further study of the boundary conditions. Improvement could also be achieved changing
the amplitudes and especially the phases of the tidal constituents used as tidal forcing,
for example by using measurements in the HKZ area itself. Finally, the difference in wave
height and migration rate suggest that some processes are missing in the model. The most
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important ones are the effect of wind and waves and the effects of sand characteristics.
Including these will improve the modelled migration rate. The missing processes are listed
in the next section, where the model limitations and the suggestions for future research
are discussed.

6.5 Limitations and recommendations

In this section, five limitations and accompanying recommendations will be discussed.
The first limitation is that the model results are sensitive to the chosen type of lateral
boundary conditions. In this study Riemann invariants were used, but further study is
necessary to investigate other types of boundary conditions.

The second limitation is that a large computational effort is needed to study the sat-
uration behaviour of sand waves with this model. To speed up the computation time,
a morphological acceleration factor was implemented, but this introduces errors. To in-
crease better accuracy, a time-dependent MORFAC could be included, i.e. a smaller value
of MORFAC in the initial stages of formation and larger once the sand waves reaching
equilibrium.

In this model, only tidal forcing is taken into account. However, observational studies
show that wind, waves and storms can significantly affect the evolution of sand waves
by reducing the wave height (Terwindt (1971), McCave (1971), Houthuys et al. (1994)
and Van Dijk and Kleinhans (2005)) and by enhancing or opposing the migration (Boku-
niewicz et al. (1977), Harris (1989), Fenster et al. (1990), Le Bot et al. (2000) and Ferret
et al. (2010)). This was also shown in idealized model studies (Campmans et al. (2017)
and Campmans et al. (2018)). The effect of wind, waves and storms has not yet been
considered in complex model studies and this remains to be done.

In this model, the median grain size is assumed to be the same everywhere, but obser-
vations show that this is not realistic (e.g. Roos et al. (2007)). Therefore, grain sorting
patterns should be included.

Finally, sand waves are a three dimensional phenomenon (see figure on the front page)
and in this study one horizontal dimension is left out. Blondeaux and Vittori (2009)
included the weakly non-linear interaction between different modes. With this they were
able to simulate the initial formation of 3D sand waves in highly idealized model, but
they did not study the saturation of 3D sand waves. This could be investigated using
Delft3D.
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Conclusions

The first aim of this study was to investigate the sensitivity of the model results by
Van Gerwen et al. (2018) to several numerical parameters. This concerns the non-linear
dynamics in two dimensions (one horizontal and the vertical direction) of sand waves
with initially small amplitudes relative to the mean water depth. Overall, the model
results proved to be quite sensitive to changes in these parameters. First, different values
of the morphological acceleration factor were implemented. For values ranging between
250-2000 the results were qualitatively the same, except for oscillations in crest height.
These oscillations were only present for MORFAC = 2000 and therefore the result of
errors. Secondly, the hydrodynamic time step was increased from 1.5 s to 12 s. The
differences between the results were small, but ∆t = 12 s proved to be too large for this
grid. Choosing a sufficient number of σ-layers is very important, because the processes
close to the bed need to be resolved with sufficient resolution. Therefore, there are large
differences between the results with different amounts of σ-layers. The same holds for the
horizontal grid spacing ∆x, which needs to be small enough to compute small variations
in the residual velocity field. Hence, the set of numerical parameters used should be
selected with care in order to make sure that model results are not influenced by these
parameters.

Secondly, this study looked into the sensitivity of the evolution of sand waves to different
environmental parameters. Sand waves react quite strongly to changes in environmental
parameters. Reducing the undisturbed water level H0, for example, leads to an increase
of the growth rate in the short term and a decrease of the saturation time scale in the long
term. This is caused by higher bed shear stresses in shallower water. The saturation wave
height decreases for decreasing values of H0, because the processes governing saturation
are increased more than the growth. Subsequently, increasing the median grain size d50,
increases the growth rate and the saturation wave height and decreases the saturation time
scale. The explanation for this is that the total volumetric sand transport increases for
smaller grains. Next, there is a clear relation between the value of the bed slope parameter
αbs and the initial growth rate of sand waves: the larger αbs, the smaller the growth rate.
This is because αbs is inversely related to the angle of repose. As a smaller angle of repose
is more easily exceeded, slope induced transport plays an important role, which reduces
the sand wave growth. Finally, the study showed that increasing the value of the M2 tidal
current amplitude imposed at the lateral boundaries of the domain, increases the growth
rate and the saturation timescale, wave height and wave length significantly, as the sand
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waves move to a different mode. Finally, the phase difference θ between M2 and M4 is
crucial, because a shift of can change the magnitude and direction of the migration.

The third and final part of this study was to apply the model to an observed sand wave
field in the HKZ area. The modelled migration of crests and troughs was much larger
than observed, and both the crest height decreased and the trough depth increased, even
though the data suggests almost no change. Therefore, this model is not yet ready for
practical application. There are several improvements that could be made, such as includ-
ing a spatially variable d50, changing the boundary conditions based on measurements,
including the effect of wind and waves and taking into account 3D effects. Including these
processes to improve the model is a necessary step to help understand long term sand
wave movements in shallow coastal seas. This will also make it possible to use the model
to determine optimal burial depths of cables accompanying offshore wind farms.
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Appendix A

Phases and amplitudes of tidal
constituents

A.1 Default case

A.1.1 Initial state

(a) (b)

(c) (d)

Figure A.1: M2 amplitude (A) and phase (B) of horizontal velocity u at
t = 0. M2 amplitude (A) and phase (B) of vertical velocity w at t = 0.

75



Appendix A. Phases and amplitudes of tidal constituents A.1. DEFAULT CASE

A.1.2 Evolution over time

(a) t1 = 1 year (b) t1 = 1 year

(c) t2 = 37.5 years (d) t2 = 37.5 years

(e) t3 = 75 years (f) t3 = 75 years

(g) t4 = 125 years (h) t4 = 125 years

Figure A.2: The amplitude (A) and phase (B) of M2 of the horizontal
velocity u at t1 = 1 year, at t2 = 37.5 ((C) and (D)), at t3 = 75 years ((E)
and (F)) and at t4 = 125 years ((G) and (H)). Note the difference scales.
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Appendix A. Phases and amplitudes of tidal constituents A.2. HKZ CASE

A.2 HKZ case

A.2.1 Phase and amplitude of M2

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure A.3: M2 amplitude (A) and M2 phase (B) of the horizontal ve-
locity u in the model domain and in the sand wave area ((C) and (D)). M2

amplitude (E) and M2 phase (F) of the vertical velocity w in the model
domain and in the sand wave area ((G) and (H)).
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Appendix A. Phases and amplitudes of tidal constituents A.2. HKZ CASE

A.2.2 Phase and amplitude of M4

(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure A.4: M4 amplitude (A) and M4 phase (B) of the horizontal ve-
locity u in the model domain and in the sand wave area ((C) and (D)). M4

amplitude (E) and M4 phase (F) of the vertical velocity w in the model
domain and in the sand wave area ((G) and (H)).
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Appendix B

Residual velocity

B.1 Default case

B.1.1 Time evolution

(a) (b)

(c) (d)

Figure B.1: The horizontal (A) and vertical (B) components of the resid-
ual velocity (〈u〉 and 〈w〉) at t = 1 years. The horizontal (C) and vertical
(D) components of the residual velocity (〈u〉 and 〈w〉) at t = 75 years. Note

the difference scales.
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Appendix B. Residual velocity B.2. TIME STEP

B.2 Time step

(a) (b)

(c)

Figure B.2: Horizontal component of the residual velocity 〈u〉 at t = 0
for ∆t = 6 s (A), ∆t = 3 s (B) and ∆t = 1.5 s (C).

B.3 Vertical resolution

(a) (b)

(c)

Figure B.3: Horizontal component of the residual velocity 〈u〉 at t = 0
for 20 σ-layers (A), 60 σ-layers (B) and 100 σ-layers (C).
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Appendix B. Residual velocity B.4. HORIZONTAL GRID SPACING

B.4 Horizontal grid spacing

(a) (b)

(c)

Figure B.4: Horizontal component of the residual velocity 〈u〉 at t = 0
for ∆x = 2 m (A), ∆x = 5 m (B) and ∆x = 10 m (C).

B.5 Water depth

(a) (b)

(c)

Figure B.5: Horizontal component of the residual velocity 〈u〉 at t = 0
for H0 = 21.5 m (A), H0 = 25 m (B) and H0 = 30 m (C).
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Appendix B. Residual velocity B.6. SINGLE TIDAL CONSTITUENT

B.6 Single tidal constituent

(a) (b)

(c)

Figure B.6: Horizontal component of the residual velocity 〈u〉 at t = 0
for M2 = 0.5 m s−1 (A), M2 = 0.6 m s−1 (B) and M2 = 0.75 m s−1 (C).
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Appendix B. Residual velocity B.7. MULTIPLE TIDAL CONSTITUENTS

B.7 Multiple tidal constituents

(a) (b)

(c) (d)

Figure B.7: Horizontal component of the residual velocity 〈u〉 at t = 0 for
M2 and M0 (A), M2 and M4 with θ = 60◦ (B), M2 and M4 with θ = 120◦

(C) and M2 and M4 with θ = 180◦ (D).

B.8 HKZ Case

(a) (b)

Figure B.8: The horizontal (A) 〈u〉 and vertical component (B) 〈ω〉 of
the residual velocity in the HKZ case at t = 0.
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Appendix C

Residual sand transport

C.1 Default case

(a) (b)

Figure C.1: Horizontal gradient of the residual bed load transport ∂〈qb〉
∂x

(blue), residual suspended load transport ∂〈qs〉
∂x (red) and residual total

transport ∂〈qt〉
∂x (green) at t1 = 1 year (A) and t3 = 75 years (B).

C.2 MORFAC

(a) (b)

Figure C.2: Residual bed load 〈qb〉 and suspended load 〈qs〉 transport for
MF = 250 (red), MF = 500 (blue), MF = 1000 (black) and MF = 2000

(green) at t = 150 years.
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Appendix C. Residual sand transport C.3. HKZ CASE

C.3 HKZ Case

Figure C.3: Horizontal gradient of the residual bed load transport 〈qb〉
(blue), residual suspended load transport 〈qs〉 (red) and residual total trans-

port 〈qt〉 (green) for the HKZ Case at t = 0, for M2, M4 and M0.

C.4 Suspended sand concentration

(a) (b)

(c) (d)

Figure C.4: (A) Suspended sand concentration c (kg m−3) at t = 4 years
for d50 = 0.25 mm. (B) Suspended sand concentration c (kg m−3) at
t = 4 years for d50 = 0.35 m. (C) Suspended sand concentration c (kg m−3)
at t = 30 years for d50 = 0.25 mm. (D) Suspended sand concentration

c (kg m−3) at t = 30 years for d50 = 0.35 mm.
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Appendix D

Neumann boundary conditions

Some of the HKZ runs were also performed using Neumann boundary conditions. This
was done in order to investigate whether this resulted in a different flow and sediment
transport than when Riemann boundary conditions are imposed. Here, a water level
condition ζ was imposed at x = 0 and x = Lx. At the sea ward boundary, a Neumann
boundary condition was applied. To make sure that the tidal wave can pass through the
boundaries, the reflection parameter α is set to 0. The Neumann boundary condition
prescribes alongshore water-level gradient ∂ζ

∂x
with x the alongshore coordinate, which

is normal to x = 0 and x = Lx. The model is forced by a tidal wave with harmonic
constituents M2 and M4, which travels from the southwestern (x = 0) to the northeastern
boundary (x = Lx). The propagation of ζ along the coast is:

ζ(x, t) = ζ̂2 cos(ω2t− κ2x− φ2) + ζ̂4 cos(2ω2t− κ4x− φ4). (D.1)

Here, ζ̂2 and ζ̂4 are the amplitudes, ω and 2ω the angular frequencies, κ2 and κ4 the
alongshore wavenumbers and φ2 and φ4 the phases.

The alongshore water level gradient ∂ζ
∂x

at the sea ward boundary can be approximated
by computing difference quotient of water level at the corner points (x = 0 and x = Lx).
This results in

∂ζ(x, t)

∂x
'

2∑
j

ζ̂j,2 cos (ωjt− φj,2)− ζ̂j,1 cos(ωjt− φj,1)
Lx

=
2∑
j

ζ̂j,3 cos(ωjt− φj,3)
Lx

. (D.2)

In this expression, subscript j refers to tidal components M2 and M4, respectivel, ζ̂i,1 and
ζ̂i,2 are amplitude of each tidal component in points x = 0 and x = Lx, respectively,
φi,1 and φi,2 their corresponding phases (in degrees), and Lx is the alongshore distance
between the two points. Expressions for amplitude ζ̂j,3 and phase φj,3 are obtained by
applying straightforward algebra. The result is

ζj,3 =

√
(ζj,2 cosφj,2 − ζj,1 cosφj,1)

2 + (ζj,2 sinφj,2 − ζj,1 sinφj,1)
2, (D.3)

φj,3 = arctan
ζj,2 sinφj,2 − ζj,1 sinφj,1
ζj,2 cosφj,2 − ζj,1 cosφj,1

. (D.4)

Gradient ∂ζ
∂x

is assumed to be constant over the entire length of the boundary
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