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Abstract

The prime number theorem states that for the prime counting function

π(x), we have

π(x) ∼ x

log(x)
(x→∞).

We will look at a analogue of the prime number theorem for polynomials

over a �nite �eld Fq. Using the formula of Gauss, we will derive the

asymptotic equivalence

πq(n) ∼
q

q − 1
· q

n − 1

n
(n→∞),

where πq(n) is the function that counts the monic irreducible polynomials

in Fq[T ] with degree less or equal to an positive integer n. Unlike the

prime number theorem, this result cannot be extended to the positive

real numbers. In order to solve this issue, we will look at the following

encoding: For a non-negative integer n, write n is base q, i.e. n = anq
n +

· · ·+a1q+a0, and associate it with the polynomial anT
n+· · ·+a1T+a0 ∈

Fq[T ]. We consider the counting function π̂q(X) that counts irreducible
polynomials in Fq[T ] that are encoded by an integer smaller than a positive

real number X. We then prove an analogue of the prime number theorem

that does extend to the positive real numbers,

π̂q(X) ∼ X

logq(X)
(X →∞),

by using a result by Pollack that grounded in Weil's Riemann Hypothesis

for function �elds.

1 Introduction

One of the problems studied in number theory is the distribution of primes.
One observes that the small primes lie relatively close together, while the larger
primes are more spaced apart. One question we could then ask ourselves is how
the density of primes is related to their size. By creating large tables of primes,
and studying the density, Gauss noted that �around x the density of primes is
approximately 1/ log(x)� [12]. This observation is key to formulating the prime
number theorem.

In order to properly formalize this observation, Gauss studied the following
prime counting function: Let x > 0 be a real number. Then let π(x) denote
the number of primes smaller or equal to x. Thus we have π(x) =

∑
p≤x 1. As

we expect the density of primes around x to be 1/ log(x), it is only natural to
expect π(x) to be approximately equal to the logarithmic sum or logarithmic
integral, which are respectively given by:

ls(x) :=
∑

2≤n≤x

1

log(n)
, li(x) :=

∫ x

2

dt

log(t)
.

We say two functions f and g are asymptotically equivalent if their quotient
f(x)
g(x) tends to 1 as x tends to in�nity. We will use the notation f(x) ∼ g(x)

as x → ∞. For every x ≥ 2, the di�erence between ls(x) and li(x) is bounded
by 1/ log(2) [5, Prop. 1.5.1]. Therefore, the logarithmic sum and logarithmic
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integral are asymptotically equivalent. These functions are also asymptotically
equivalent with x/ log(x) [5, Prop. 1.5.3].

The prime number theorem (conjectured by both Gauss (1792) and Legendre
(1798)) states that the prime counting function π(x) is asymptotically equivalent
to these functions. It is most commonly formulated in the form

π(x) ∼ x

log(x)
(x→∞). (1)

It was proved one hundred years later in 1896, by both Hadamard and de la Val-
lée Poussin independently. Their proofs both relied on the Riemann zeta func-
tion, the analytic continuation of the sum ζ(s) =

∑∞
n=1

1
ns . Riemann showed

that the distribution of primes is directly related to the zeros of this function.
Hadamard and La Vallée Poussin proved that the Riemann zeta function has no
zeros on the line Re(s) = 1, which in turn implied the prime number theorem.

The approximations ls(x) and li(x) are more accurate than x/ log(x) and are
therefore preferred when looking at error terms. For the error tems we will use
the big-O notation: For any two functions f and g, we have f(x) = O(g(x)) if
there exists a constant C such that, for x large enough, the absolute value of
f(x) is bounded by Cg(x).

Because ls(x) and li(x) only di�er by a bounded amount, the following error
terms also hold true for ls(x). Using that ζ has no zeros on the line Re(s) = 1,
it can be shown that for a constant c we have [5, Thm. 5.1.8]:

π(x) = li(x) +O(xe−c
√

log(x)) (2)

The error term can be more generally expressed by the zeros of ζ. Let Θ =
supζ(s)=0 Re(s) be the supremum of the real parts of the zeros of ζ. Then we
have [11, p. 45]:

π(x) = li(x) +O(xΘ log(x)) (3)

Riemann conjectured that all the non-trivial zeros of ζ lie on the line Re(s) = 1
2 .

This conjecture is known as the Riemann hypothesis. The Riemann hypothesis
implies Θ = 1

2 , giving us the approximation π(x) = li(x) +O(
√
x log(x)).

There also exists an elementary proof of the prime number theorem given
by Erd®s and Selberg in 1949, which does not depend on complex analysis.
Although elementary, it is by no means simple.

For more details on the prime number theorem we would like to point our
readers to [11], [5] and [1, Ch. 4].

In this bachelor thesis we will study an analogue of the prime number theo-
rem in the ring Fq[T ] consisting of polynomials with coe�cients in a �nite �eld
Fq, i.e. polynomials of the form

f(T ) = anT
n + · · ·+ a1T + a0,

with a0, . . . , an ∈ Fq. We will be researching the asymptotic behavior of func-
tions that count irreducible polynomials, and compare these results with the
prime counting function π(x). One of the advantages of working with Fq[T ]
will be the formula of Gauss, a direct formula for the number of monic irre-
ducible polynomials of degree n, which will be a powerful tool to research the
asymptotic behavior of these counting functions.
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2 Preliminary results

In this section we will prove some preliminary results about �nite �elds and
the Möbius function. These results will mainly be used to prove the formula of
Gauss for the number of monic irreducible polynomials of degree n.

2.1 Finite �elds

If p is prime, the ring Z/pZ is a �eld with exactly p elements. This is the only
�nite �eld (up to isomorphism) that contains exactly p elements. If L is a �eld
with p elements, let p′ be the characteristic of L. Then Z/p′Z is isomorphic to
a sub�eld of L, which implies p′ divides p. But this is only possible if p′ = p,
and therefore L ∼= Z/pZ. We will use the notation Fp := Z/pZ.

In general, if q is a power of a prime, then there exists a unique �nite �eld
with q elements, which we will denote by Fq.

Theorem 2.1. Let q be the power of a prime, i.e. q = pk for some prime p.
The following holds:

i. Let q be the power of a prime, i.e. q = pk for some prime p. Then there
exists a unique �eld (up to isomorphism) with exactly q elements. This �eld
is the splitting �eld of T q − T over Fp[T ].

ii. If L is a �nite �eld with q elements, then q is the power of a prime.

Proof. i. We consider the splitting �eld L of the polynomial P (T ) = T q−T ∈
Fp[T ]. This is the smallest �eld that contains Fp and zeros of P such that
P can be factored in linear terms. Notice that P ′(T ) = qT q−1 − 1 =
pkT q−1 − 1 = −1. Thus P is separable, meaning all it's zeros are distinct.
So L contains q distinct zeros of P . Furthermore, for any two zeros α, β of
P we have P (α − β) = 0 and if β 6= 0 then P (αβ−1) = 0, and therefore
the zeros of P form a sub�eld of the splitting �eld L. But for every a ∈ Fp
we have P (a) = aq − a = ap

k − a = a − a = 0. So Fp is contained in the
�eld in the sub�eld of zeros. Then, by de�nition, the splitting �eld L of P
is exactly the set of zeros of P , and thus L has q elements.

If L is a �nite �eld with q elements, then L∗ = L \ {0} has order q− 1. But
then if a ∈ L, we have aq = a and therefore a is a root of P (T ) = T q − T .
Thus L is the splitting �eld of P (T ).

ii. Let L be a �eld with q elements. Let p be the characteristic of L. Then
L is a �nite �eld extension of Fp. Let k = [L : Fp] be the degree of this
extension. Then there exist a Fp-linearly independent basis a1, . . . , ak ∈ L,
such that

L = {a1x1 + · · ·+ akxk : xi ∈ Fp}.
Therefore L has exactly pk elements, giving us q = pk with p prime.

We will also need the following theorem:

Theorem 2.2. Let q be the power of a prime and a, b be positive integers. If a
divides b, then Fqa is a sub�eld of Fqb . Furthermore, the �eld extension Fqb/Fqa
is Galois. Then every irreducible polynomial over Fqa ,that has a zero in Fqb ,
is separable and has all of its zeros in Fqb .
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Proof. Let a, b be positive integers such that a divides b. By a similar argument

as in the proof of the previous theorem, the splitting �eld of P (T ) = T q
b − T

over Fqa has exactly qb elements and is isomorphic to Fqb . It also contains
Fqa , and thus Fqa is a sub�eld of Fqb . Furthermore, because P (T ) is separable
and Fqb is the splitting �eld of P over Fqa , it follows from the �eld extension
Fqb/Fqa is indeed Galois. But then it follows that every irreducible polynomial
over Fqa , that has a zero in Fqb , is separable and has all of its zeros in Fqb [4,
Thm 14.13].

2.2 The Möbius function

An arithmetical function is a complex-valued function f : Z>0 → C de�ned on
the positive integers. An important arithmetical function is the Möbius function
µ. It is de�ned as follows:

µ(n) =


1 if n is squarefree and has an even number of prime factors,

−1 if n is squarefree and has an odd number of prime factors,

0 if n is not squarefree.

Other examples include

1(n) = 1 and I(n) =

{
1 if n = 1,

0 if n > 1.

We �rst prove the following theorem [1, Thm. 2.1]:

Theorem 2.3. For all n ≥ 1 we have∑
d|n

µ(d) = I(n). (4)

Proof. If n = 1 then the sum is equal to µ(1) = 1 = I(1). Now take n > 1 and
let n = pk11 · · · pkrr be the prime factorization of n. Then we have∑

d|n

µ(d) = 1 +
∑

1≤i≤r

µ(pi) +
∑

1≤i1<i2≤r

µ(pi1pi2) + · · ·+ µ(p1 · · · pr)

= 1 +

(
r

1

)
(−1) +

(
r

2

)
(−1)2 + · · ·+ (−1)r

= (1 + (−1))r = 0 = I(n)

and therefore we get the desired result.

A way to interpret this theorem is by Dirichlet convolution. On any two
arithmetical function f, g we de�ne the Dirichlet convolution f ∗ g by

(f ∗ g)(n) =
∑
d|n

f(d)g
(n
d

)
. (5)

It is clear that the Dirichlet convolution is again an arithmetical function. More-
over, Dirichlet convolution is a commutative group operation on the set of arith-
metical functions f with f(1) 6= 0. The identity element corresponds with I as
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we have I ∗ f = f ∗ I = f for every arithmetical function f (for proofs and more
details see [1, Ch. 2.6-2.7] and [11, Ch. 4.3]).

Then Theorem 2.2 states that µ ∗ 1 = I, in other words µ and 1 are inverses
with regard to Dirichlet convolution. Then we have f = g ∗ 1 if and only if
g = f ∗ µ. This is called Möbius inversion. As we haven't explicitly proved any
of the above mentioned properties of Dirichlet convolution, we will provide a
proof for Möbius inversion.

Theorem 2.4 (Möbius inversion). For all arithmetic function f, g : N→ C the
following are equivalent:

i. f(n) =
∑
d|n g(d) for all n ≥ 1.

ii. g(n) =
∑
d|n µ(d)f

(
n
d

)
for all n ≥ 1.

Proof. We will apply Theorem 2.2 in both directions. For (i) ⇒ (ii), assume
f(n) =

∑
d|n g(n) for all n ≥ 1. Then we have:∑

d|n

µ(d)f
(n
d

)
=
∑
d|n

µ(d)
∑
e|nd

g(e) =
∑
e|n

g(e)
∑
d|ne

µ(d) =
∑
e|n

g(e)I
(n
e

)
= g(n).

For (ii)⇒ (i), we now assume g(n) =
∑
d|n µ(d)f

(
n
d

)
for all n ≥ 1. Then∑

d|n

g(d) =
∑
d|n

g
(n
d

)
=
∑
d|n

∑
e|nd

µ(e)f
( n
de

)
=
∑
k|n

f
(n
k

)∑
e|k

µ(k) =
∑
k|n

f
(n
k

)
I(k) = f(n).

We will also need following theorem concerning the sum of terms µ(n)/n
later on. We will follow [1, Thm. 3.13]:

Theorem 2.5. For all x ≥ 1, we have∣∣∣∣∣∣
∑
n≤x

µ(n)

n

∣∣∣∣∣∣ ≤ 1. (6)

Proof. Let x ≥ 1. For any real number y we de�ne [y] to be the largest integer
less or equal to y, and {y} := y − [y]. We have∑
n≤x

µ(n)
[x
n

]
=
∑
n≤x

µ(n)
∑
m≤ x

n

1 =
∑
nm≤x

µ(n) =
∑
k≤x

∑
d|k

µ(d) =
∑
k≤x

I(k) = 1

by applying Theorem 2.2. On the other hand we get∑
n≤x

µ(n)
[x
n

]
=
∑
n≤x

µ(n)
(x
n
−
{x
n

})
= x

∑
n≤x

µ(n)

n
−
∑
n≤x

µ(n)
{x
n

}

5



Combining these two gives us

x

∣∣∣∣∣∣
∑
n≤x

µ(n)

n

∣∣∣∣∣∣ =

∣∣∣∣∣∣1 +
∑
n≤x

µ(n)
{x
n

}∣∣∣∣∣∣ ≤ 1 +
∑
n≤x

|µ(n)|
{x
n

}
≤ 1 +

∑
n≤x

{x
n

}
= 1 + {x}+

∑
2≤n≤x

{x
n

}
≤ 1 + {x}+ [x]− 1 = x

Then we divide both sides by x to complete the proof.

3 Analogue between Fq[T ] and Z
On �rst sight, the rings Z and Fq[T ] don't look very similar. But actually, as
we will see in this section, these rings do have a lot in common. Furthermore,
many important theorems in number theory have natural analogues in Fq[T ],
and, as we will see with the prime number theorem, most of these analogous
theorems are also easier to prove than their original counterparts.

3.1 Common properties between Fq[T ] and Z
Just as with the integers, we can add, subtract and multiply any two polynomials
in Fq[T ], but division on the other hand isn't always de�ned. For instance, we
cannot divide 1 by T . We can however, speak of divisibility. For polynomials
f, g ∈ Fq[T ], we say that f divides g (notation f |g) if there exists a polynomial
h ∈ Fq[T ] such that g = fh.

In Z, even if we cannot divide two integers, we can still look at Euclidean
division (also known as division with remainder). Recall for any a, b ∈ Z with
b 6= 0, there exist unique q, r ∈ Z such that a = qb + r, where 0 ≤ r < |b|.
Similarly we have Euclidean division for Fq[T ]. For f ∈ Fq[T ] we de�ne the
norm of f by |f | = qdeg(f) (if f = 0 then |f | = 0). Then we get:

Theorem 3.1 (Euclidean division). For every two polynomials f, g ∈ Fq[T ]
with g 6= 0, there exist unique q, r ∈ Fq[T ] such that

f = qg + r and |r| < |g|.

The idea of the proof relies on the fact that Fq is a �eld. Let d = deg(g).

Then any term fnT
n with n ≥ d can be eliminated by subtracting fn

gd
Tn−dg(T )

from f(T ), leaving only terms with degree smaller than d. For a complete proof
see [6, Thm. 15.4]

Because both Z and Fq[T ] are Euclidean domains (i.e. have Euclidean divi-
sion), they are also principal ideal domains [4, Prop. 8.1] and therefore unique
factorization domains [4, Thm. 8.14].

We could then ask ourselves if we also have primes in Fq[T ]. The answer is
yes: the irreducible polynomials. In an arbitrary ring, we call an element π, not
a unit and nonzero, irreducible if for every factorization π = ab, either a or b
is a unit (i.e. has an multiplicative inverse). For any two elements a, b, if there
exists an unit u such that a = ub, then we call a and b associates. It is clear
that if π is irreducible, then it's associates are also irreducible.
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The unit group of Z is given by Z∗ = {−1, 1}. Thus an element p ∈ Z is
irreducible if a or b equals ±1. But if we take a = ±1, then b = ±p. Thus the
only divisors of p are ±1,±p. If we take p to be positive, then this is exactly the
de�nition of a prime number. Thus the primes in Z are the positive irreducible
integers. Moreover, a negative integer is irreducible if and only if it's positive
associative is irreducible. So we only have to study the primes to study the
irreducibility of all integers.

The unit group of Fq[T ] is equal to F∗q , as fg = 1 implies deg(f) = deg(g) =
0. For a given polynomial f ∈ Fq[T ] the set of associates of f is given by
{af : a ∈ F∗q}. Let an be the leading coe�cient of f . Then a−1

n f is an associate
of f which is monic, i.e. it has leading coe�cient equal to 1. Thus every poly-
nomial has exactly one associate that is monic. Therefore, just as with positive
integers, we only have to study monic polynomials to study the irreducibility of
all polynomials.

All of the properties we just mentioned hold forK[T ] for any (not necessarily
�nite) �eld K. Let us now look at a property that only hold for �nite �elds. For
every number n > 0 there are �nitely many integers a ∈ Z such that |a| ≤ n.
Also for every a ∈ Z we have |Z/(a)| = |a|. Similarly for every number n > 0
there are only �nitely many polynomials f ∈ Fq[T ] such that |f | ≤ n, namely
the polynomials with degree smaller or equal to logq(n). Also, every residue
classes in Fq[T ]/(f) correspond with exactly one unique representative g with
deg(g) < deg(f). Therefore

|Fq[T ]/(f)| = |{g ∈ Fq[T ] : deg(g) < deg(f)}| = qdeg(f) = |f |

exactly as we have with the integers.

3.2 Analogous theorems

Using the common properties from the last section, we can create a dictionary
between Z and Fq[T ], see table 1. Using this dictionary, �much of the elementary
[number] theory carries over almost word-for-word� (Pollack, [8]). For instance,
let's take a look at the following proof of Fermat's little theorem.

integer a ∈ Z polynomial f ∈ Fq[T ]
units −1, 1 units F∗q

prime irreducible
positive monic

|a|, absolute value |f | = qdeg(f)

Table 1: Dictionary between Z and Fq[T ].

Theorem 3.2. Let p ∈ Z be a prime. Then for every integer a ∈ Z, we have

ap ≡ a mod p. (7)

Proof. If p|a then the theorem holds. Note that p = |Z/pZ|. As p is prime,
Z/pZ is a �eld. Then |(Z/pZ)∗| = p − 1. Then for every a ∈ Zq[T ] with p 6 |a,
we have ap−1 ≡ 1 mod p, and therefore ap ≡ a mod p.
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With some minor adjustments, this proof can be transformed into a proof
for its analogous counterpart in Fq[T ]:

Theorem 3.3. Let q be the power of a prime, and let P ∈ Fq be an irreducible
polynomial. Then for every polynomial f ∈ Fq[T ], we have

f |P | ≡ f mod P. (8)

Proof. If P |f then the theorem holds. Note that |P | = |Fq[T ]/(P )|. As P
is irreducible and Fq[T ] is a principal ideal domain, the ideal (P ) is maxi-
mal [4, Prop. 8.7]. Therefore, Fq[T ]/(P ) is a �eld [4, Prop. 7.12]. Then
|(Fq[T ]/(P ))∗| = |P | − 1. Then for every f ∈ Fq[T ], such that P 6 |f , we have
f |P |−1 ≡ 1 mod P , and therefore f |P | ≡ f mod P .

A more interesting example is Fermat's last theorem, which has the following
analogue in Fq[T ] [8]:

Theorem 3.4. Let q be the power of prime p. If n ≥ 3 and p 6 |n, then there
exists no coprime solution to

Xn + Y n = Zn, (9)

with X,Y, Z ∈ Fq[T ] such that XY Z 6= 0 and X ′, Y ′, Z ′ not all equal to zero.

This version allows a much simpler proof than the original version of Fermat's
last theorem, involving Mason's Theorem.

Theorem 3.5. Let K be a �eld and A,B,C be coprime nonzero elements of
K[T ] with A+B + C = 0. If max(deg(A),deg(B),deg(C)) ≥ deg(rad(ABC)),
where rad(ABC) is the square-free part of ABC, then A′ = B′ = C ′ = 0.

For a proof of Mason's Theorem, see [10]. We will now prove the analogue
of Fermat's last theorem for polynomials over �nite �elds, following [8].

Proof. Assume there exist coprime X,Y, Z such that Xn + Y n = Zn for some
n ≥ 1, such that p 6 |n. Then Xn + Y n −Zn = 0 and (Xn)′, (Y n)′, (Zn)′ not all
zero. Then Mason's Theorem implies

nmax(deg(X),deg(Y ),deg(Z)) < deg(rad((XY Z)n))

= deg(rad(XY Z))

≤ deg(XY Z)

≤ 3 max(deg(X),deg(Y ),deg(Z))

which implies that n < 3.

4 Counting irreducible polynomials

4.1 Number of monic irreducible polynomials of degree n

In this section we will look at the number of monic irreducible polynomials of
degree n. Let π(q;n) denote the number of monic irreducible polynomials of
degree n over Fq[T ], i.e.

π(q;n) = #{f ∈ Fq[T ] : f monic, irreducible and deg(f) = n}.
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There exists a direct formula for calculating π(q;n), discovered by Gauss, which
goes as follows:

Theorem 4.1 (Formula of Gauss). Let q = pk be a power of a prime p. Then
the number of monic irreducible polynomials of degree n over Fq is given by

π(q;n) =
1

n

∑
d|n

qdµ
(n
d

)
, (10)

where µ is the Möbius function.

We will give two proofs:

Proof 1. Let q = pk be the power of a prime p and let n ≥ 1. We claim: For
every a ∈ Fqn there is exactly one irreducible monic polynomial f ∈ Fq[T ] such
that a is a zero of f and deg(f) divides n. Conversely, every monic irreducible
polynomial f ∈ Fq[T ] with degree dividing n has all of its zeros in Fqn and is
separable.

We prove the claim. Let a ∈ Fqn . Because Fqn is an �nite extension of Fq,
a is algebraic over Fq. Let f ∈ Fq[T ] be the minimal polynomial of a. Then f
is monic and irreducible, and is the only monic irreducible polynomial with a
as a zero. Furthermore Fq(a) is an intermediate �eld between Fqn and Fq and
thus deg(f) = [Fq(a) : Fq] divides [Fqn : Fq] = n.

Conversely let f ∈ Fq[T ] be a monic irreducible polynomial with degree
dividing n. Then we have |Fq[T ]/(f)| = deg(f), and because �nite �elds are
unique up to isomorphism, this implies Fq[T ]/(f) ∼= Fqdeg(f) . Note that T is a
zero of f in Fq[T ]/(f). Then f has a zero in Fqdeg(f) . By Theorem 2.2, the ex-
tension Fqdeg(f)/Fq is Galois, and is therefore a normal and separable extension,
so f is separable and has all of its zeros in Fqdeg(f) . But deg(f) divides n and
thus (by Theorem 2.2) Fqdeg(f) is a sub�eld of Fqn . This proves the claim.

Let M(q, n) = {f ∈ Fq[T ] : f monic and irreducible and deg(f)|n}. It fol-
lows from the claim that ∏

f∈M(q,n)

f =
∏
a∈Fqn

(T − a).

Taking the degree on both sides gives us∑
f∈M(q,n)

deg(f) = qn.

The left side is equal to
∑
d|n dπ(q; d), thus we obtain∑

d|n

dπ(q; d) = qn.

We then Möbius inversion to �nd:

nπ(q;n) =
∑
d|n

qdµ
(n
d

)
.

Dividing both sides by n gives us the desired formula.
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The second proof of this formula uses the inclusion-exclusion principle. We
will follow [3].

Proof 2. Let Rn denote the set of zeros of monic irreducible polynomials of
degree n. Because every monic irreducible is separable and has simple zeros,
|Rn| = nπ(q;n). Now notice that Rn is exactly the subset of elements Fqn
that don't belong to a proper sub�eld of Fqn , and therefore don't belong to
a proper maximal sub�eld of Fqn . The proper maximal sub�elds of Fqn are

exactly the sub�elds F
q

n
u
, with u a prime divisor of n. Let n = uk11 · · ·ukrr be

the prime factorization of n. Note that F
q

n
ui
∩ F

q
n
uj

= F
q

n
uiuj

. Then by the

inclusion-exclusion principle

nπ(q;n) = |Rn| =
∣∣∣Fqn \ (F

q
n
u1
∪ · · · ∪ F

q
n
u1

)
∣∣∣

= |Fqn | −

∣∣∣∣∣
r⋃
i=1

F
q

n
ui

∣∣∣∣∣
=|Fqn | −

∑
1≤i≤r

∣∣∣F
q

n
ui

∣∣∣+
∑

1≤i<j≤r

∣∣∣∣Fq n
uiuj

∣∣∣∣
− · · ·+ (−1)r

∣∣∣F
q

n
u1···ur

∣∣∣
=
∑
d|n

µ(d)|F
q

n
d
| =

∑
d|n

µ(d)q
n
d .

And now we divide by n.

Next we formulate some bounds on π(q;n).

Theorem 4.2. Let q = pk be a power of a prime p. Then the number of monic
irreducible polynomials of degree n over Fq is bounded by

qn

n
− 2

qn/2

n
< π(q;n) ≤ qn

n
, (11)

and moreover the last inequality is strict for n > 1.

Proof. For n = 1, we have the equality π(q;n) = q and thus the theorem holds.
If n > 1, we get:

qn

n
− π(q;n) =

qn

n
− 1

n

∑
d|n

qdµ
(n
d

)
= − 1

n

∑
d|n,d 6=n

qdµ
(n
d

)
. (12)

Let p′ be the smallest prime divisor of n. Then the right side of (12) is equal to

1

n

q n
p′ −

∑
d|n,d< n

p′

qdµ
(n
d

) . (13)

Now on the one hand we have

q
n
p′ −

∑
d|n,d< n

p′

qdµ
(n
d

)
≥ q

n
p′ −

∑
1≤d< n

p′

qd ≥ q
n
p′ − q

n
p′ − q
q − 1

(14)

10



and because q ≥ 2 the last part is greater or equal to q
n
p′ − q

n
p′ + q = q > 0 and

thus π(q;n) < qn

n .

On the other hand we have

q
n
p′ −

∑
d|n,d< n

p′

qdµ
(n
d

)
≤ q

n
p′ +

∑
1≤d< n

p′

qd ≤ q
n
p′ +

q
n
p′ − q
q − 1

(15)

and because q ≥ 2 this is smaller than 2q
n
2 , therefore π(q;n) > qn

n − 2 q
n
2

n .

As a �nal result we will show that π(q;n) and qn

n are asymptotically equiv-
alent.

Theorem 4.3. For any q = pk with p prime and n ≥ 1 we have

πq(n) =
qn

n
+O

(
qn/2

n

)
and therefore, as n→∞,

πq(n) ∼ qn

n
.

Proof. From Theorem 4.2 it follows directly that πq(n) = qn

n +O
(
qn/2

n

)
. Fur-

thermore, note that qn/2

qn = q−n/2 → 0 for n→∞. Thus we get

lim
n→∞

πq(n)
qn

n

= 1

and therefore by de�nition πq(n) ∼ qn

n as n→∞.

The last two theorem state that the density of irreducible polynomials of
degree n is approximately 1

n . This is very similar to the statement that the
density of primes around x is approximately 1

log(x) . Furthermore, one could

say that this is sort of an analogue of the prime number theorem. If we write
X = qn then we have π(q;n) ∼ X

logq(X) . However, the counting functions are

very di�erent, which we would like to remedy in the next section by counting
up to a certain degree.

4.2 Counting multiple degrees

Let πq(n) denote the number of monic irreducible polynomials over Fq with
degree ≤ n, thus

πq(n) =
∑
k≤n

π(q; k).

As the density of irreducible polynomials around f is approximately 1/deg(f),
we would expect that πq(n) is approximately equal to

lsq(n) :=
∑

f monic

1≤deg(f)≤n

1

deg(f)
,

11



which is an analogue of the logarithmic sum used in the prime number theorem.
Using that the number of monic polynomials of degree k is equal to qk, we can
split this sum up by degrees to get:

lsq(n) =
∑
k≤n

qk

k
.

In the last section we saw that the number of monic irreducible polynomials

of degree k equals π(q; k) = qk

k +O( q
k
2

k ). Simply summing over these terms and
collecting all the O-terms into the term O(q

n
2 ) gives us

πq(n) = lsq(n) +O(q
n
2 ). (16)

We can however prove this with a better error term. To do this, we �rst take a

closer look at the partial sums
∑
k≤n

qk

k .

At �rst glance there isn't a simple direct formula for the partial sum
∑
k≤n

qk

k .
Expanding it gives us∑

k≤n

qk

k
= q +

q2

2
+
q3

3
+ · · ·+ qn−2

n− 2
+
qn−1

n− 1
+
qn

n
(17)

As q ≥ 2, for large n the sum is dominated by the largest terms. If we look at the
(j+ 1)-th largest term with j � n, then its denominator n− j is approximately

n. In other words, if k very close to n, then the k-th term qk

k is approximately

equal to qk

n . Therefore, we would expect that the partial sum
∑
k≤n

qk

k would

behave similarly to
∑
k≤n

qk

n . This will be useful as the latter is the partial sum
of a geometric series which has a direct formula:∑

k≤n

qk

n
=

q

q − 1
· q

n − 1

n
. (18)

Let us denote Fq(n) :=
∑
k≤n

qk

k and Gq(n) :=
∑
k≤n

qk

n = q
q−1

qn−1
n . In

�gure 1 one can �nd a plot of the fraction Hq(n) =
Fq(n)
Gq(n) for a couple of values

of q. The �rst thing we notice is that Hq(n) seems to be bounded below by 1
for every q. The bound above however, is dependent on q. It turns out that
Hq(n) is bounded above by q+1

q . The fraction also seems to converge to 1 for

every q, which would imply Fq(n) ∼ Gq(n) for n→∞.

Now let us prove these observations (for the second part we use [2, Lemma
9.3], case al = 1 for all l):

Theorem 4.4. Let q ≥ 2, Fq(n) :=
∑
k≤n

qk

k and Gq(n) :=
∑
k≤n

qk

n . Then
the following holds:

i. For all n ≥ 1 we have

Gq(n) ≤ Fq(n) <
q + 1

q
Gq(n) (19)

12



Figure 1: The fraction Hq(n) =
Fq(n)
Gq(n) , where Fq(n) =

∑
k≤n

qk

k and Gq(n) =
q
q−1

qn−1
n , for q = 2, 3, 5.

ii. For n→∞ we have Fq(n) ∼ Gq(n).

Proof. i. If k ≤ n then qk

n ≤
qk

k . This impliesGq(n) =
∑
k≤n

qk

n ≤
∑
k≤n

qk

k =
Fq(n). Now notice:

2Gq(n)− Fq(n) = 2
∑
k≤n

qk

n
−
∑
k≤n

qk

k
=
∑
k≤n

2k − n
kn

qk.

If n is even then the term for k = n
2 equals zero, so we can split the sum

up in terms k < n
2 ,

n
2 < k < n and k = n. We get∑

k≤n

2k − n
kn

qk =
∑
k<n

2

2k − n
kn

qk +
∑

n
2<k<n

2k − n
kn

qk +
qn

n

=
∑
k<n

2

2k − n
kn

qk +
∑
k<n

2

2(n− k)− n
(n− k)n

qn−k +
qn

n

=
qn

n
+
∑
k<n

2

(n− k)(2k − n)qk + k(n− 2k)qn−k

kn(n− k)

=
qn

n
+
∑
k<n

2

(n− 2k)qk

kn(n− k)
(kqn−2k − n+ k)

But as q ≥ 2 we have qx ≥ 2x for all x ∈ R. Thus kqn−2k − n + k ≥
2k(n − 2k) − n + k = n(2k − 1) − 4k2 + k ≥ (2k + 1)(2k − 1) − 4k2 + k =
4k2−1−4k2 +k = k−1 ≥ 0, and now we use that 2k−1 > 0 and n ≥ 2k+1

13



and therefore all the terms in the last sum are non-negative. Thus

2Gq(n)− Fq(n ≥
qn

n
>
qn − 1

n
=
q − 1

q

∑
k≤n

qk

n
=
q − 1

q
Gq(n)

and therefore

Fq(n) < (2− q − 1

q
)Gq(n) =

q + 1

q
Gq(n).

This proves i.

ii. In order to prove Fq(n) ∼ Gq(n) for n→∞, it su�ces to prove that

lim
n→∞

∣∣∣∣Fq(n)−Gq(n)

Gq(n)

∣∣∣∣ = 0. (20)

Notice that Gq(n) =
∑
k≤n

qk

n ≥
qn

n and thus∣∣∣∣Fq(n)−Gq(n)

Gq(n)

∣∣∣∣ ≤
∣∣∣∣∣Fq(n)−Gq(n)

qn

n

∣∣∣∣∣ =
∑
k≤n

n− k
k

qk−n.

We split this last sum into terms k < n
2 and terms n

2 ≤ k < n (the n-th
term is 0). For the �rst part we get:∑

k<n
2

n− k
k

qk−n ≤
∑
k<n

2

nqk−n ≤ nq
−n

2 − q1−n

q − 1
≤ nq−n

2 .

For terms n
2 ≤ k ≤ n it holds that∑

n
2≤k<n

n− k
k

qk−n ≤
∑

n
2≤k<n

n− k
n
2

qk−n =
2

n

∑
n
2≤k<n

(n− k)qk−n

=
2

n

∑
m≤n

2

mq−m ≤ 2

n

∞∑
m=1

mq−m

Now note that for |x| < 1,

∞∑
m=1

mxm = x
d

dx

∞∑
m=0

xm = x
d

dx

1

1− x
=

x

(1− x)2
,

and therefore

2

n

∞∑
m=1

mq−m =
2q−1

n(1− q−1)2
=

2q

n(q − 1)2
.

We conclude that∣∣∣∣Fq(n)−Gq(n)

Gq(n)

∣∣∣∣ ≤ nq−n
2 +

2q

n(q − 1)2
→ 0 (n→∞),

thus indeed Fq(n) ∼ Gq(n).

14



Using this we can prove the main theorem of this section.

Theorem 4.5. Let q be the power of a prime and n ≥ 1. Then the number of
monic irreducible polynomials over Fq with degree ≤ n is equal to

πq(n) = lsq(n) +O
(
q

n
2

n

)
. (21)

Furthermore, for n→∞, we have

πq(n) ∼ lsq(n) and πq(n) ∼ q

q − 1
· q

n − 1

n
.

Proof. We use the formula of Gauss to get

πq(n) =
∑
k≤n

π(q; k) =
∑
k≤n

∑
d|k

qd

k
µ

(
k

d

)
=
∑
dm≤n

qd

dm
µ(m) =

∑
d≤n

qd

d

∑
m≤n

d

µ(m)

m

Therefore it follows

|πq(n)− ls(n)| = (

∣∣∣∣∣∣πq(n)−
∑
k≤n

qk

k

∣∣∣∣∣∣ ≤
∑
k≤n

qk

k

∣∣∣∣∣∣1−
∑
m≤n

k

µ(m)

m

∣∣∣∣∣∣ .
We split the sum into terms k ≤ n

2 and terms n
2 < k ≤ n. Note that for

n
2 < k ≤ n we have n

k < 2 and therefore

∑
n
2<k≤n

qk

k

∣∣∣∣∣∣1−
∑
m≤n

k

µ(m)

m

∣∣∣∣∣∣ =
∑

n
2<k≤n

qk

k

∣∣∣∣1− µ(1)

1

∣∣∣∣ = 0.

Therefore the only terms that remain are k ≤ n
2 and we get:

∑
k≤n

2

qk

k

∣∣∣∣∣∣1−
∑
m≤n

k

µ(m)

m

∣∣∣∣∣∣ ≤
∑
k≤n

2

qk

k

1 +

∣∣∣∣∣∣
∑
m≤n

k

µ(m)

m

∣∣∣∣∣∣


We apply Theorem 2.5 and Theorem 4.4 (part i.) and �nd

∑
k≤n

2

qk

k

1 +

∣∣∣∣∣∣
∑
m≤n

k

µ(m)

m

∣∣∣∣∣∣
 ≤∑

k≤n
2

qk

k
(1 + 1) = 2

∑
k≤n

2

qk

k

≤ 2(q + 1)

q

∑
k≤n

2

qk

n
2

≤ 4(q + 1)

q − 1

q
n
2 − 1

n

= O
(
q

n
2

n

)
,

Therefore, as lsq(n) =
∑
k≤n

qk

k , we obtain πq(n) = lsq(n) +O
(
q

n
2

n

)
.
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This, combined with lsq(n) = Fq(n) ≥ qn

n , implies that

lim
n→∞

πq(n)

lsq(n)
= lim
n→∞

lsq(n) +O( q
n
2

n )

lsq(n)
= 1+ lim

n→∞

O( q
n
2

n )

lsq(n)
= 1+ lim

n→∞
O(q−

n
2 ) = 1,

and thus we get πq(n) ∼ lsq(n). But the relation ∼ is transitive, i.e. f(x) ∼ g(x)
and g(x) ∼ h(x) implies f(x) ∼ h(x). In Theorem 4.4 we proved lsq(n) =
Fq(n) ∼ Gq(n) and thus we get the asymptotic formula

πq(n) ∼ q

q − 1

qn − 1

n
. (22)

Let's compare this result to the prime number theorem. Recall, the prime
number theorem states that the number of primes smaller or equal to a real
number x is asymptotic to x

log(x) . If we take x to be a positive integer, we can

look at this formula as follows: The number of integers we consider is equal
to the numerator x. Then we multiply this by the density of primes around
x, which is approximately 1

log(x) . In the case of polynomials, we consider all

the monic polynomials of degree ≤ n. The number of monic polynomials of
degree k is equal to qk (as the leading coe�cient ak = 1 and we can choose the
coe�cients ak−1, . . . , a0 freely). Then the number of monic polynomials with
degree ≤ n is equal to

∑
k≤n q

k = q
q−1 (qn − 1). We then multiply this with the

density of irreducible polynomials of degree n, which is approximately 1
n . Both

asymptotic functions can therefore be interpreted as the product of the number
of elements considered times the approximate density at the largest element.

We could ask ourselves why we have to multiply with the density at the
largest element. If we take the density of monic irreducible polynomials around
a monic polynomial f to be 1

deg(f) , then the average density E(n), taken over

all monic polynomials with degree ≤ n, is (by Theorem 4.4) asymptotic to

E(n) =

∑
f∈Mq

deg(f)≤n

1
deg(f)∑

f∈Mq

deg(f)≤n
1

=

∑
k≤n

qk

k∑
k≤n q

k
=

Fq(n)

nGq(n)
∼ 1

n
, (23)

as n tends to in�nity.

Note that q
q−1

qn−1
n ∼ q

q−1
qn

n , and therefore we could also consider the

asymptotic formula πq(n) ∼ q
q−1

X
logq(X) , where X = qn. This looks like an ana-

logue of the prime number theorem, but with a factor q
q−1 . We could go even

further and get rid of this factor if we altered our counting function. De�ne π1
q (n)

to be the number of irreducible polynomials (not necessarily monic) with degree

< n. Then π1
q (n) = (q−1)πq(n−1), and therefore π1

q (n) ∼ qn

n−1 ∼
qn

n = X
logq(X) ,

where X = qn.

The error term in (21) can be written asO( q
n
2

n ) = O(
√
X

logq(X) ), whereX = qn.

This gives us

πq(n) = lsq(n) +O

( √
X

logq(X)

)
, (24)
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which seems to be a better approximation than its analogue in the prime number
theorem, which states

π(x) = ls(x) +O(
√
x log(x)).

4.3 Continuity

In case of the prime number theorem, the counting function π(x) =
∑
p≤x 1 is

de�ned for every real number x, giving us a step-function. We can easily extend
the counting function πq for monic irreducible polynomials to the real numbers
by

πq(x) =
∑
f∈Mq

deg(f)≤x

1,

whereMq is the set of monic irreducible polynomials in Fq[T ].
In the same manner we can extend

ls(x) =
∑

f monic

1≤deg(f)≤x

1

deg(f)
and Fq(x) =

∑
k≤x

qk

k

to the real numbers. Then lsq(x) = Fq(x) still holds and Theorem 4.5 can easily
generalized to the real case, as

|πq(x)− lsq(x)| = |πq([x])− lsq([x])| = O

(
q

[x]
2

[x]

)
= O

(
q

x
2

x

)
.

This then implies πq(x) ∼ lsq(x) for x→∞.

More interesting is the question whether or not πq(x) is asymptotic with the

continuous extension Gq(x) = q
q−1

qx−1
x . If we take a look at �gure 2, we can see

that this most likely does not hold true. The fraction F2(x)
G2(x) , when considering a

real variable, no longer seems to converge. If this is the case, then Fq(x) is not
asymptotic to Gq(x) and by transitivity πq(x) cannot be asymptotic to Gq(x).

Let 0 ≤ y < 1 and consider the sequence xn = n + y for n ≥ 1. Then we
have:

lim
n→∞

Fq(xn)

Gq(xn)
= lim
n→∞

Fq(n)
q
q−1

qn+y−1
n+y

= lim
n→∞

Fq(n)
q
q−1

qn−1
n

· lim
n→∞

(n+ y)(qn − 1)

n(qn+y − 1)
=

1

qy
.

For every value of y the limit converges to a di�erent value, and therefore the

limit limx→∞
Fq(x)
Gq(x) does not exist.

Therefore the counting function πq(x) is not asymptotically equivalent with

the continuous function Gq(x) = q
q−1

qx−1
x . Is there maybe another continuous

function f such that πq is asymptotic with f? As a matter of fact, there is not.
To prove this, we need the following theorem.
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Figure 2: The fraction F2(x)
G2(x) , where F2(x) =

∑
k≤x

2k

k and G2(x) = 2 · 2x−1
x ,

comparing real variable against discrete integer

Theorem 4.6. Let f : R→ R be a continuous function. Then

lim sup
x→∞

∣∣∣∣∣πq(x)− f(x)
qx

x

∣∣∣∣∣ ≥ 1

2
. (25)

Proof. Let f : R → R be a continuous function. Let e(x) := |πq(x) − f(x)|.
We claim: For every n ≥ 2 there exist a real number xn ∈ [n − 1, n] such that

e(xn) ≥ qn

2n −
q

n
2

n =: δn. Let n ≥ 2. If either e(n− 1) or e(n) is greater or equal
to δn then we're done. So assume both e(n − 1) < δn and e(n) < δn. Recall,

πq(n)− πq(n− 1) = π(q;n) > qn

n −
2q

n
2

n = 2δn (Theorem 4.2). Then we have

f(n− 1) < πq(n− 1) + δn < πq(n)− δn < f(n).

By the intermediate value theorem there exists a xn ∈ (n − 1, n) such that
f(x) = πq(n− 1) + δn. Therefore e(xn) = δn. This proves our claim.

Now consider the fraction

A(x) =

∣∣∣∣∣πq(x)− f(x)
qx

x

∣∣∣∣∣ =
e(x)
qx

x

.

Notice, for x > 0, d
dx

qx

x = qx−1 > 0, and therefore for 0 < y ≤ x we have
qy

y ≤
qx

x . Thus

A(xn) =
e(xn)
qx

x

≥
qn

2n −
q

n
2

n
qn

n

=
1

2
− q−n

2 .
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As limn→∞ q−
n
2 = 0, then for every ε > 0 there exists a N such that for every

n ≥ N , q−
n
2 < ε and therefore A(xn) ≥ 1

2 − ε. But there are in�nitely many x
such that A(x) ≥ 1

2 − ε, and thus we we have lim supx→∞A(x) ≥ 1
2 − ε. As this

is true for every ε > 0, it follows that lim supx→∞A(x) ≥ 1
2 .

This Theorem basically states that the error term |πq(x) − f(x)| grows at
least as fast as q

x

x . In number theory, one often uses the notation f(x) = Ω(g(x))

if lim supx→∞
f(x)
g(x) > 0. Thus we have |πq(x) − f(x)| = Ω( q

x

x ). This poses a

problem, because πq(x) itself is O( q
x

x ).

Theorem 4.7. Let q be the power of a prime. There exists no continuous
function f : R→ R such that πq(x) is asymptotic to f .

Proof. Let f : R→ R be a continuous function such that πq(x) ∼ f as x→∞.
Then

lim
x→∞

|πq(x)− f(x)|
πq(x)

= 0

Note that by Theorem 4.2 and Theorem 4.4, we have

πq(x) ≤
∑
k≤x

qk

k
≤ q + 1

q

∑
k≤x

qk

[x]
=
q + 1

q − 1
· q

[x] − 1

[x]
≤ q + 1

q − 1
· q

x

x
.

Therefore
|πq(x)− f(x)|

πq(x)
≥ q − 1

q + 1
· |πq(x)− f(x)|

qx

x

which implies limx→∞
|πq(x)−f(x)|

qx

x

= 0. This is in contradiction with Theorem

4.6, which states lim supx→∞
|πq(x)−f(x)|

qx

x

≥ 1
2 . We conclude that there does not

exist a continuous f such that for x→∞, πq(x) ∼ f .

4.4 Adjusting the counting function

To get a proper analogue of the prime number theorem that does extend to the
real numbers, we borrow a counting function and a couple theorems from Pollack
[9]. Consider the following bijection from the positive integers to polynomials
over Fq: Given a positive integer N , write N in base q. Let n be the largest
integer such that qn ≤ N . Then there exist unique 0 ≤ a0, . . . an ≤ q − 1 such
that

N = anq
n + · · ·+ a1q + a0.

Then we send N to the polynomial

f(T ) = anT
n + · · ·+ a1T + a0.

This is clearly a bijection. We now denote ||f || = N . For any interval I ⊂ R
de�ne the counting function π̂q(I) = #{f ∈ Fq[T ] : f irreducible and ||f || ∈ I},
and π̂q(X) := π̂q([0, X)). Instead of counting per degree, we have spread out the
polynomials over the positive integers. This solves the problem of having the
number of polynomials counted at each step increase exponentially. Note that
in order to do this, we can no longer restrict ourselves to monic polynomials only.
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If X = qn, then π̂q(q
n) = (q− 1)πq(n− 1), as the polynomials f ∈ Fq[T ] for

which ||f || < qn are exactly the polynomials with deg(f) < n. However, if X is
not a power of q, we can no longer rely only on the formula of Gauss.

Let l be a non-negative integer. Let A = Tn + an−1T
n−1 + · · · + a0 and

B = Tm + bm−1T
m−1 + · · ·+ b0 be monic polynomials. We say A and B have

the same �rst l next-to-leading coe�cients if an−i = bm−i for i = 1, . . . , l. We
de�ne a relation Rl on the monic polynomials in Fq[T ] by:

A ≡ B mod Rl ⇐⇒ A and B have the same �rst l next to leading coe�cients

We need the following theorem by Pollack [9, Lemma 2]:

Theorem 4.8. Let l be a non-negative integer. The number of monic irre-
ducibles of degree n belonging to a prescribed residue class Rl is

qn−l

n
+O

(
(l + 1)

q
n
2

n

)
(26)

We will use this theorem without providing a proof, as the theory required
to do so falls outside the scope of this thesis. It is interesting to note that the
theorem is grounded in Weil's Riemann Hypothesis for function �elds (see [7])
and, as we shall see, this will give us an error term that is equivalent to the
error term we get in the prime number theorem when we assume the Riemann
Hypothesis to be true.

If we take a closer look at this Theorem, we see that it states that the density
of irreducible polynomials of degree n belonging to a prescribed residue class
moduloRl is approximately 1

n , as there are exactly q
n−l polynomials of degree n

that belong to a prescribed residue class modulo Rl. We would therefore expect
that the irreducible polynomials of degree n are somewhat evenly distributed.
This leads us to the approximation for π̂q(X):∑

||f ||<X
deg(f)>0

1

deg(f)
=

∑
||f ||<qn
deg(f)>0

1

deg(f)
+

∑
qn≤||f ||<X

deg(f)>0

1

deg(f)

= (q − 1)
∑

k≤n−1

qk

k
+

[X]− qn

n
.

Right now this is still a step-function, but we can easily change it to a continuous
piece-wise linear function by simply replacing the term [X] by X. We will do
this and de�ne the function

l̂sq(X) := (q − 1)
∑

k≤n−1

qk

k
+
X − qn

n

We will prove the following Theorem by Pollack [9, Thm. 1]:

Theorem 4.9. Let q be the power of prime and let X ≥ q. Let n be the integer
such that qn ≤ X < qn+1. Then

π̂q(X) = l̂sq(X) +O(nq
n
2 ) (27)
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Proof. We follow Pollack with some small adjustments. Write [X] in base q, i.e.
[X] = anq

n + · · ·+ a1q + a0. Notice that

π̂q(X) = π̂q([0, q
n)) + π̂q([q

n, anq
n)) + π̂q([anq

n, X)).

The �rst part π̂q([0, q
n)) is just the number of irreducible polynomials of degree

≤ n− 1, and by theorem 4.5, is therefore equal to

π̂q([0, q
n)) = (q − 1)

∑
k≤n−1

qk

k
+O

(
q

n−1
2

n− 1

)
.

The second part π̂q([q
n, anq

n)) =
∑an−1
k=1 π̂q([kq

n, (k+1)qn)). Each of the terms
π̂q([kq

n, (k+ 1)qn)) is equal the number of irreducibles of degree n with leading
coe�cient k, which in turn is equal to the number of monic irreducibles of degree
n. Therefore, by Theorem 4.3

π̂q([q
n, anq

n)) = (an − 1)
qn

n
+O

(
q

n
2

n

)
.

Lastly for the third part we have π̂q([anq
n, X)) = π̂q([anq

n,
∑n
i=0 aiq

i)). We
split this up by adding a single coe�cient each time, i.e.

π̂q([anq
n,

n∑
i=0

aiq
i)) =

n∑
j=1

π̂q([

n∑
i=j

aiq
i,

n∑
i=j−1

aiq
i)).

Each of the terms π̂q([
∑n
i=j aiq

i,
∑n
i=j−1 aiq

i)) in turn can be written as a sum-
mation over di�erent values of the coe�cient of the j − 1-th term, giving us

n∑
j=1

aj−1−1∑
k=0

π̂q([

n∑
i=j

aiq
i + kqj−1,

n∑
i=j

aiq
i + (k + 1)qj−1))

A term π̂q([
∑n
i=j aiq

i + kqj−1,
∑n
i=j aiq

i + (k+ 1)qj−1)) is equal to the number
of irreducible polynomials of degree n for which the leading coe�cient and the
n− j + 1 next to leading coe�cients are �xed. But this is exactly equal to the
number of monic irreducibles belonging to a prescribed residue class modulo
Rn−j+1 and therefore by Theorem 4.8 we get

π̂q([anq
n, X)) =

n∑
j=1

aj−1−1∑
k=0

(
qj−1

n
+O

(
(n− j + 2)

q
n
2

n

))

=

n∑
j=1

(
aj−1q

j−1

n
+O

(
(n− j + 2)

q
n
2

n

))

=
[X]− anqn

n
+

n∑
j=1

O
(

(n− j + 2)
q

n
2

n

)

=
X − anqn

n
+O

(
1

n

)
+

n∑
j=1

O
(

(n− j + 2)
q

n
2

n

)
.
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Combining these results and collecting all the O-terms into O(nq
n
2 ) gives us

π̂q(X) = (q − 1)
∑

k≤n−1

qk

k
+

(an − 1)qn

n
+
X − anqn

n
+O(nq

n
2 )

= (q − 1)
∑

k≤n−1

qk

k
+
X − qn

n
+O(nq

n
2 ),

which completes the proof.

Unlike with our previous counting function, this analogue does have the same
error term as the logarithmic sum in the prime number theorem when we assume
the Riemann Hypothesis to be true. As qn ≤ X, we have nq

n
2 ≤

√
X logq(x).

We can thus rewrite the O-term to obtain

π̂q(X) = l̂sq(X) +O(
√
X logq(X)). (28)

This is indeed an analogue to

π(x) = ls(x) +O(
√
x log(x)).

We now show that π̂q(X) and l̂sq(X) are asymptotically equivalent.

Theorem 4.10. Let q be the power of a prime. Then, for X → ∞, along all
real numbers, we have

π̂q(X) ∼ l̂sq(X). (29)

Proof. For each X, let n = [logq(X)]. Then qn ≤ X < qn+1. We �rst prove:

lim
X→∞

nq
n
2

l̂sq(X)
= 0

Note that

l̂sq(X) ≥ (q − 1)
∑

k≤n−1

qk

k
≥ qn−1

n− 1
.

Thus

0 ≤ lim
X→∞

nq
n
2

l̂sq(X)
≤ lim
X→∞

n(n− 1) · q
q

n
2

= 0,

which proves our claim. This then implies

lim
X→∞

π̂q(X)

l̂sq(X)
= lim
X→∞

l̂sq(X) +O(nq
n
2 )

l̂sq(X)
= 1,

and therefore π̂q(X) ∼ l̂sq(X).

This allows us to �nally prove an analogue of the prime number theorem, in
its familiar form, which does allow a real variable.
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Theorem 4.11. Let q be the power of a prime. Then

π̂q(X) ∼ X

logq(X)
, (30)

as X tends to in�nity, along the real numbers.

Proof. As π̂q(X) ∼ l̂sq(X), it is su�cient to show that l̂sq(X) ∼ X
logq(X) . For

every X, let n = [logq(X)] and y = {logq(X)}. Then X = qn+y. Then we
obtain:

lim
X→∞

l̂sq(X)
X

logq(X)

= lim
X→∞

(q − 1)
∑
k≤n−1

qk

k

qn+y

n+y

+
qn+y−qn

n
qn+y

n+y

.

By Theorem 4.4, for n → ∞, we have (q − 1)
∑
k≤n−1

qk

k ∼ q · q
n−1−1
n−1 ∼ qn

n .
Then

lim
X→∞

(q − 1)
∑
k≤n−1

qk

k

qn+y

n+y

= lim
X→∞

n+ y

nqy
·

(q − 1)
∑
k≤n−1

qk

k
qn

n

= lim
X→∞

q−y.

On the other hand we get

lim
X→∞

qn+y−qn
n

qn+y

n+y

= lim
X→∞

(n+ y)(1− q−y)

n
= lim
X→∞

1− q−y.

If we combine these results, we obtain

lim
X→∞

l̂sq(X)
X

logq(X)

= lim
X→∞

q−y + 1− q−y = 1.

5 Conclusion

Using �nite �eld theory one can show that density of irreducible polynomials of
degree n is approximately 1

n . This is similar to the statement that the density
of primes around x is approximately 1

log(x) . However, this does not lead to a full

analogue of the Prime Number Theorem. As we do not have any information
about how the irreducible polynomials are distributed within a degree, we are
limited to counting per degree instead of counting individual polynomials. The
amount of polynomials considered per degree increases exponentially and as a
result the analogue fails when we try to extend it to a real variable.

In order to improve the analogue, we borrowed a theorem that stated that
the density of irreducible polynomials of degree n, belonging to a prescribed
residue class Rl, is also approximately 1

n . This allowed us to consider a counting
function π̂q which does count individual polynomials. We showed that

π̂q(X) ∼ X

logq(X)
,
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which is an analogue of the prime number theorem that does hold for the real
variable X. Another indicator that this approach does indeed give us an good
analogue, is that the error term in the equation

π̂q(X) = l̂sq(X) +O(
√
X logq(X))

is the same error term one has in the prime number theorem if one assumes the
Riemann Hypothesis to be true.
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