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1 Introduction

Have you ever wondered how your smartphone unlocking system is able to recognize your
fingerprint? Or how Google can return a whole collection of images that are to some extent
identical to one image that you uploaded? These problems have something in common,
which is that they all ask for a specific observation to be labeled correctly. A fingerprint
image has to be identified as belonging to the owner of the smartphone, or as not belonging
to the owner. Google’s ’search by image’ algorithm aims to find one or more labels that
describe the image that you served as input. The algorithm then finds images that have
these labels in common. This is to name only two examples of problems belonging to the
much larger class of classification problems in machine learning.[12]

To solve such problems, a so-called classifier is trained on a training data set, containing
observations that are pre-classified. The aim of the training stage is to find similarities in
observations that are in the same class, i.e. have the same labels. These similarities are
key to identifying a new observation as belonging to a certain class. While there are many
different kinds of classifiers available, the classifier we will be using is a Support Vector
Machine (SVM)[4], due to its simplicity and versatility.

In this thesis, we are using Principal Component Analysis (PCA)[6] as a prepro-
cessing step. This procedure is commonly used for dimensionality reduction purposes[6] and
might prove helpful when dealing with high-dimensional input data, without much loss of
information. If high dimensionality is not a problem, a side-effect of performing PCA is
that it can denoise the input[13], which can be desirable depending on the quality of the
input data. Aside from denoising and helping classifiers handle high-dimensional input by
reducing it, another reason for using PCA in this thesis is that in practice, most input data
that is fed to a classifier is compressed in one way or another. The results of this thesis might
help defend PCA as a suitable compression method for such data, perhaps in combination
with other preprocessing steps.

The aim of this thesis is to show that using various preprocessing methods prior to
preprocessing our input using PCA can have a significant impact on the accuracy of a clas-
sifier. In order to do so, we have assembled a pipeline that loads, preprocesses and performs
PCA-based dimensionality reduction on the input data and finally uses this transformed
data to test classifier accuracy. As input dataset we are using the MNIST handwritten digit
database[10]. Instead of delving headfirst into the specifics of the various components that
make up this pipeline, a global overview might be needed, or at least helpful, to gain an
understanding of the big picture.

The initial input of this pipeline is a dataset, which consists of data entries, a set of
images in our case, and labels for each data entry that specify what class the entry belongs
to. This dataset is further split into two parts; the training dataset and the testing
dataset. Both datasets consist of a set of data entries and a set of corresponding labels, in
such a way that there is at least one (preferably at least 10 for the training dataset) data
entry of each class label present in both datasets.

As mentioned before, we are interested in the effects of preprocessing in combination with

2



PCA-based dimensionality reduction on the data prior to the whole classification process.
A big part of the process of preparing our data is shown as a diagram in Figure 1. In
case of images, each data entry is represented as a matrix of (A)RGB values, all of similar
dimensions, making the set of data entries a set of matrices. Since both our chain of
preprocessing methods and PCA take matrices, containing the whole training or testing
dataset, as input, a conversion of the data is necessary. In the ’Extract feature vectors’
step of Figure 1, the set of data entries is transformed into a matrix such that each column
vector represents a data entry. This is done with a function f : Ra×b → Rab defined as

f(P ) = f((pa,b)) = (p1, p2, . . . , pab)
T (1)

where pi = pi mod a,di/ae. In words, it truncates the rows of the original image from top to
bottom to form it into one ab-dimensional vector. In the field of machine learning, these
vectors are referred to as feature vectors. Each of these feature vectors is a column in the
feature matrix A.

Figure 1: Extracting feature vectors from the training and testing datasets and preprocessing
them.

Once A is obtained, it is to be preprocessed prior to doing anything else with it. The
’Preprocessing’ step is where this takes place and it is further specified in Figure 2. All
preprocessing steps mentioned take a n×m matrix as input and returns a n×m matrix as
output. Two preprocessing steps that are necessary for PCA to produce the wanted results
are mean centering and column normalization. Both steps will be touched upon in
section 2 of this thesis. For the sake of consistency, we require every feature vector to
undergo these two preprocessing steps, even if PCA is not being used. After this comes a
chain of a combination (including none) of preprocessing methods to experiment with, and
hopefully improve classifier accuracy. These steps will all be discussed in detail in section
4. The preprocessed feature vectors, both training and testing, are saved for use in future
steps.
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Figure 2: The preprocessing step. This procedure takes a n×m matrix as input and returns
a n×m matrix as output

PCA-based dimensionality reduction is carried out in two stages. During the first stage,
as shown in Figure 3, the training feature vectors are used to determine the first p principal
components, as they correspond to the (orthogonal) axes with the highest variation in the
set of feature vectors.
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Figure 3: Using preprocessed feature vectors from the training set to find principal compo-
nents

Shown in Figure 4 is the second stage, where PCA performs its dimensionality reduction
magic. Both the (preprocessed) training and testing feature vectors are to go through this
stage. Here, the feature vectors are projected onto the principal components, in order
to write each feature vector as a linear combination of principal components that best
approximates the original feature vector. The specifics of PCA will be explained in more
detail in section 2.

Figure 4: Reducing the dimensionality of preprocessed feature vectors by projecting them
onto principal components

The last big part of the process is the actual classification step. As mentioned before,
this step consists of two phases, the training phase and the testing phase. The training
phase is portrayed in Figure 5. During this phase, an SVM is trained on the training feature
vectors, that have already gone through preprocessing, and their corresponding labels. The
output is a set of so-called weight vectors and their corresponding support vectors.
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Figure 5: Classification with SVM: Training phase

These vectors can then be used in the testing phase, which is shown in Figure 6. With
these vectors, the SVM is then able to classify the testing feature vectors that are already
preprocessed and reduced. Afterwards, these classifications are checked on correctness by
checking them against the testing labels that correspond to the testing feature vectors. The
percentage of testing feature vectors that have been classified correctly is then what we call
the accuracy of the SVM.

Figure 6: Classification with SVM: Testing phase and accuracy calculation
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In order to perform accurate classification, the SVM has to be able to assume that
both the training and the testing feature vectors belonging to a certain class share common
properties. The hope is to find a combination of preprocessing methods that, intuitively
speaking, make those common properties more prevalent so they become easier for the SVM
to pick up on.

While Figure 3 and 4 make PCA-based dimensionality reduction seem like a simple
process, we will go beyond considering it a black box. The following section shall touch on
the specifics of PCA, explaining why and how it works.

2 Principal Component Analysis

PCA is a procedure best known for its uses in dimensionality reduction.[6] As input, we
are considering a feature matrix A ∈ Rn×m, with the columns corresponding to the feature
vectors. In almost all classification problems, the amount of samples is way smaller than
the size of the samples themselves. This is also true for the datasets we are using, so n < m.
Providing PCA with such a matrix A as input, it returns a set of p < n orthogonal m-
dimensional vectors; the so-called principal components. These are chosen in such a way
that they are orthogonal to any previous principal component and the average distance of
all data points to this principal component are minimized, which means that the variance
along the principal component is maximized.

2.1 Finding principal components

To determine the principal components of A, one could either use the covariance matrix
of A or the correlation matrix of A. In fact, both ways are similar in essence, since the
correlation matrix of A can be considered a standardized version of the covariance matrix
of A.[17] Usually, standardization is desirable when dealing with images that are recorded
under different circumstances, if those differences do not hold much meaning, such as a
difference in lighting when classifying faces. In those cases, it makes sure that PCA weighs
each entry Since the datasets we are using has exclusively grayscale images, standardization
would amount to a change in contrast in each picture. For the MNIST dataset, the data
entries have been recorded in circumstances that are similar enough for standardization to
not have any benefits. Standardizing the data could even lead to loss of valuable information.
For MNIST, the digits are written with the same kind of (digital) pen, so the area of the
surface that is drawn on in an image is what mostly determines the variance within an
image. One can imagine that the covered area when writing an ’8’ is likely much bigger
than when writing a ’1’, hence there is some sort of meaning attached to the covered area,
which would get lost during standardization. This is a reason for us to use the covariance
matrix of A instead.

In our case, PCA is performed on preprocessed feature vectors. Regardless of which of
the optional preprocessing steps the feature vectors have gone through, all of them have
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been mean centered and normalized. Mean centering the columns of A would result in a
new matrix Acentered such that

Acentered = A−


∑m

i=1 a1,i/m . . .
∑m

i=1 an,i/m
...

. . .
...∑m

i=1 a1,i/m . . .
∑m

i=1 an,i/m

 (2)

In words, the mean of each column of A is subtracted from each entry of that column in
order to ensure that the mean of the column is 0. Normalizing Acentered ensures that each
column vector is an unit vector. This results in a new matrix Anormalized such that

Anormalized = Acentered


1
||~a1||

. . .
1
||~an||

 (3)

where ~ai is the ith column vector of Acentered. From this point on, we shall refer to Anormalized

simply as A. That is, we are assuming that the column vectors of A already have zero mean
and are unit length.

When A is a feature matrix with feature vectors of zero mean, its covariance matrix
is given by

CA =
1

n
AAT (4)

[17]
The eigenvectors of this covariance matrix is what PCA wishes to find, as they lie on

the axis of maximal variance under an orthogonality constraint.[17]
A naive way of finding the principal components of A would be to first calculate the

covariance matrix ATA
n and then using this matrix to find its eigendecomposition. This

is a viable strategy when working with relatively small feature matrices, but it quickly
becomes slower than a snail traveling through peanut butter once bigger feature matrices are
involved. To show this, some of the asymptotically fastest matrix multiplication algorithms
for n × n matrices to date are the Optimized CW-like algorithms, with a time complexity
of O(n2.373)[5]. Our feature matrices are very likely not square to begin with, so we would
have to deal with a time complexity of O(n2m)[14] with a feature matrix of size n × m.
Either way, it is needless to say that this method does not scale well.

A better approach, and the one we are using, would be to compute the singular value
decomposition (SVD) of the data matrix. The next subsection intends to briefly intro-
duce the concept of SVDs, reduced forms of the SVD and finally, the iterative methods we
are using to approximate SVDs.
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2.2 Singular Value Decomposition

This subsection serves as a brief introduction to SVDs and can be skipped entirely by readers
who are familiar with it. We will start by introducing the definitions of singular values and
singular vectors.

Definition 2.1 (Singular value decomposition (SVD)). A singular value decomposition
of a real n×m matrix A is a factorization of the form UΣV T , such that U is a n× n or-
thogonal matrix, Σ is a diagonal n×m matrix and V is a m×m orthogonal matrix.
The values on the diagonal of Σ are called the singular values of A.
The columns vectors of U and the columns vectors of V are called the left and right sin-
gular vectors of A, respectively.

[1]
A nice property of SVDs is that unlike eigendecompositions, that do not need exist for

every real n×m matrix A[], an SVD does exist for any such matrix A.

Theorem 2.2 (Singular value decomposition (SVD)). Every real n × m matrix A has a
singular value decomposition.

A proof of this theorem can be found in [7], chapter 2.4.1. Aside from the obvious
observation that both are matrix decompositions, the concept of SVDs is very closely related
to that of eigendecompositions. The following lemma helps clear up that relation.

Lemma 2.3. For any real n×m matrix A with SVD UΣV T , the following are true:

1. ATA = V Σ2V −1

2. AAT = UΣ2U−1

Proof. Assume that A is a real n×m matrix with SVD UΣV T .

1. Substituting A with its SVD shows that ATA = (UΣV T )T (UΣV T ) = V ΣUTUΣV T .
Since U is orthogonal, UTU is the identity matrix, hence V ΣUTUΣV T = V Σ2V T .
Since V is orthogonal as well, we have V Σ2V T = V Σ2V −1.

2. This proof is fairly similar to the previous proof. Substituting A with its SVD
shows that AAT = (UΣV T )(UΣV T )T = UΣV TV ΣUT . Orthogonality of V gives
us UΣV TV ΣUT = UΣ2UT . Finally, since U is orthogonal, we can conclude the proof
as this implies that UΣ2UT = UΣ2U−1

Notice how the right sides of the equations in this lemma form eigendecompositions of
ATA and AAT , since Σ2 is a diagonal matrix. This allows us to draw a few conclusions
about singular values and vectors.

Corollary 2.3.1. Let A be a real n×m matrix, then the following are true:
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1. The singular values of A are the square roots of the eigenvalues of both ATA and AAT .

2. The left and right singular vectors of A are the eigenvectors of AAT and ATA respec-
tively.

Because of Lemma 2.3, it is quite easy to notice the connection between the SVD of a
matrix A and its covariance matrix. If we define B = 1√

n
AT [17], we will see that BTB =

( 1√
n
AT )T ( 1√

n
AT ) = 1

nAA
T , which is the covariance matrix of A. Together with Corollary

2.3.1, this means that the eigendecomposition of the covariance matrix of A can be easily
obtained when the SVD of B is known. Assuming that the SVD of A is UΣV T , we can
show that B = 1√

n
AT = 1√

n
(UΣV T )T = V ( 1√

n
Σ)UT .

It can be easily shown that ATA is Hermitian and positive semi-definite. Indeed, we
have (ATA)T = AT (AT )T = ATA, and its values are all sums of squares of values of A.
Hence, singular values of a matrix A are real and non-negative. This allows us to order the
singular values of a m× n matrix as 0 ≤ σn ≤ ... ≤ σ2 ≤ σ1 and we shall use this notation
throughout this section.

2.3 Reduced forms of SVD

Before we jump off to methods for computing the SVD, we will first cover reduced forms of
the SVD, since we generally strive to avoid any unnecessary computations. In our case, we
are only interested in finding principal components that are significant enough, or only the
p most significant principal components if memory limitations are involved. Several smaller
versions of the SVD exist that might help reduce the problem a little.

Let A be an n×m matrix of rank r with SVD A = UΣV ∗, where n < m. Let Ut and Vt
be the matrices composed of the first t columns of U resp. V and let Σt be a t × t matrix
containing the first t singular values. We can now define these smaller versions of the SVD.

Definition 2.4 (Thin SVD). The thin SVD of a matrix A is A = UnΣnV
∗.[1]

For the thin SVD, only the column vectors of U that correspond to row vectors of V are
computed, since the SVD has at most n singular values. When n� m, this can result in a
significant decrease in space and computation time. When A has rank r, it will have at most
r non-zero singular values, which allows us to omit even larger parts of the decomposition.
We call this reduced form of SVD the compact SVD.

Definition 2.5 (Compact SVD). The compact SVD of a matrix A is A = UrΣrV
∗
r .[1]

When r � n, this too can result in a significant decrease in space and computation time
as compared to the thin SVD. Even smaller is the truncated SVD, which can be chosen to
compute when it is known that we need at most t < n singular values and vectors.

Definition 2.6 (Truncated SVD). The truncated SVD of a matrix A is At = UtΣtV
∗
t .[1]
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The matrix At is uniquely determined such that ‖A−At‖F is minimized[20]. When
t � r, this reduced form takes much less space and time to compute than the compact
SVD.

In our case, we are choosing the desired amount of singular values and vectors beforehand.
Therefore, using the truncated SVD would be a good fit for our situation. One drawback
of the truncated SVD is that it is an approximation of the full SVD of A, though the best
approximation of size t. If our singular values of interest had been the smallest few, this
would have been a reason not to use the truncated SVD. However, we will not have to deal
with this problem as we are interested in the singular vectors corresponding to the largest
singular values.

2.4 Calculating the SVD

As mentioned before, calculating A∗A directly in order to calculate its eigendecomposition
is not an option (unless A is sufficiently small) and in order to bypass this, we will have to
take a look at other methods. Luckily, ATA and AAT are both Hermitian, which allows for
the use of more specific eigenproblem algorithms.

Most of these algorithms involve transforming the SVD problem A = UΣV T into a
SVD problem B = UBΣBV

T
B , where B is bidiagonal. This property of B gives us the big

advantage that B∗B is then symmetric tridiagonal, which makes its SVD much easier to find,
since there are algorithms available for solving the eigenproblem of symmetric tridiagonal
matrices. Using the solution for the SVD of B obtained through such a method, a SVD for
A can then be found.

We too will be using such an algorithm. To bidiagonalize our initial SVD problem, the
Golub-Kahan Upper Bidiagonalization method[1] is used on a truncated feature matrix At.

2.4.1 Golub-Kahan-Lanczos Upper Bidiagonalization

The derivation of the Golub-Kahan-Lanczos Bidiagonalization procedure as shown in this
chapter closely follows that of [1], node 198 on their webpage. This procedure is used to find
a bidiagonal matrix B and orthogonal matrices U1 and V1 such that UT

1 AtV1 = B, where
At = UtΣV

T
t is the original SVD we wish to find. By then finding the SVD of B = U2ΣV T

2 ,
we will be able to solve the initial SVD problem, as UT

1 AtV1 = B = U2ΣV T
2 , which implies

that At = U1U2Σ(V1V2)T , since U1, U2, V1 and V2 are orthogonal by definition.
The first step is to find an upper bidiagonal matrix B, which means that it is of the form

B =


α1 β1

α2 β2
. . .

. . .

αn−1 βn−1
αn

 (5)
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, such that UT
1 AtV1 = B. Let uk and vk be the kth column vector of U1 and V1 respectively.

Multiplying both sides by U1 results in AtV1 = U1B, which gives us for the kth column
vectors

Atvk = βk−1uk−1 + αkuk (6)

or equivalently
αkuk = Atvk − βk−1uk−1 (7)

where β0 = 0. Taking the transpose of both sides, the equality UT
1 AtV1 = B becomes

V T
1 A

T
t U1 = BT . Multiplying both sides by V1 results in AT

t U1 = V1B
T , giving us for the

kth column vectors
AT

t uk = αkvk + βkvk+1 (8)

or equivalently
βkvk+1 = AT

t uk − αkvk (9)

Remember that U1 and V1 are orthogonal matrices, which implies that their columns are
normalized. Therefore, solving for αk and βk gives us

αk = ||αkuk||2 = ||Atvk − βk−1uk−1||2 (10)

and
βk = ||βkvk+1||2 = ||AT

t uk − αkvk||2 (11)

Using these equalities, we can now write the (pseudo)code for the double recursion that is
Golub-Kahan-Lanczos upper bidiagonalization.[1]

Algorithm 1 Golub-Kahan Upper Bidiagonalization

1: procedure Golub-Kahan Upper Bidiagonalization(At)
2: β0 ← 0
3: v1 ← arbitrary unit (2-norm) vector
4: for k in 1..n do
5: uk ← Atvk − βk−1uk−1 . β0 = 0, so it does not matter that u0 is undefined
6: αk ← ‖uk‖2
7: uk ← uk/αk

8: vk+1 ← AT
t uk − αkvk

9: βk ← ‖vk+1‖2
10: vk+1 ← vk+1/βk

11: return α, β, u, v

After performing Golub-Kahan-Lanczos upper bidiagonalization, we have obtained B,
U1 and V1. The next step is to find the SVD of B. Since B is a real upper bidiagonal
matrix, BTB and BBT are both real symmetric tridiagonal matrices. When B is defined
as in (5), the explicit forms of BTB and BBT are given as
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BTB =



α2
1 α1β1

α1β1 α2
2 + β2

1 α2β2

α2β2
. . .

. . .

. . . α2
n−1 + β2

n−2 αn−1βn−1
αn−1βn−1 α2

n + β2
n−1

 (12)

and

BBT =



α2
1 + β2

1 α2β1
α2β1 α2

2 + β2
2 α3β2

α3β2
. . .

. . .

. . . α2
n−1 + β2

n−1 αnβn−1
αnβn−1 α2

n

 (13)

To compute the SVD of B, the eigenproblems of BTB and BBT need to be solved,
as the solutions for these problems can be directly used to find the SVD of B. To solve
the eigenproblems, an eigenproblem solver for real symmetric tridiagonal matrices from the
SciPy library is used[3]. Once the solver has done its job, U2, V2 and Σ can be easily
determined, according to corollary 2.3.1. Since At = U1U2Σ(V1V2)T , calculating Ut = U1U2

and Vt = V1V2 finally yields the truncated SVD of At.

2.5 Dimensionality reduction

Having seen how to find principal components, all that is left to do is to use these prin-
cipal components to map our feature vectors to a lower dimensional space. The principal
components form a basis of this space and each feature vector will be written as a linear
combination of this basis that best approximates the initial feature vector. That is, each
feature vector will be projected onto the principal components, which are unit vectors. Let p
be the number of principal components and n the number of m-dimensional feature vectors
such that p < m. Each of these feature vectors is then mapped by a function f : Rm → Rp,
such that

f(~x) = (~x · ~c1, ~x · ~c2, . . . , ~x · ~cp)T (14)

where c1 is the first principal component, c2 the second, et cetera. These reduced feature
vectors can now be stored in a feature matrix of dimensions Rn×p. This concludes the section
about PCA. Next up in the pipeline is the classification phase, of which the specifics will be
explained in the following section.
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3 Classification

Now that we have become acquainted with PCA, it is time to tackle classification. Remember
that a classifier is a piece of software that is first trained on a training dataset (Figure 5),
in order to later be able to classify feature vectors from a testing dataset (Figure 6).

The specific classifier that we will be using is a Support Vector Machine (SVM)
from the scikit-learn package[11]. Mainly since it is known to be a fast algorithm that can
be run in a reasonable amount of time on a personal computer, which is especially useful
when working with large datasets.

Other classifiers include neural networks[9] and decision trees. The reason for not
using them is that SVM has preferable properties, some of which will be mentioned later on
on this section.

3.1 Support Vector Machine

To explain how an SVM works, let us consider a dataset of entries belonging to two different
classes. An SVM will aim to find a separating hyperplane, in the space that the data resides
in, that best splits the data into these two classes. Even if we assume that our dataset in
question can be perfectly split by class, there are multiple ways of choosing this hyperplane.
Where SVMs differ from other classifiers such as neural networks[9], is that instead of having
all data points influence optimality, only those data points that are close to the decision
boundary are taken into account when choosing a decision boundary, a hyperplane in this
case.

For convenience and to conform to the terminology as used in the field of classification,
we shall introduce a couple of terms. We define the margin of a hyperplane as the minimal
distance between the hyperplane and any data point. In the context of SVMs, we say that
a separating hyperplane is optimal when its margin is maximized. Any data points that
have a distance to the hyperplane that is equal to the margin are called support vectors.

In extreme cases, a training set can consist completely out of support vectors, though
this is rarely the case. In most cases, the subset of training samples consisting of its support
vectors is relatively very small. And the optimal hyperplane is uniquely determined by this
support vector subset.

3.2 Finding the hyperplane

The aim of a SVM is to find the hyperplane that best splits the feature vectors into their
respective classes, which in this context will be called the optimal hyperplane H. We
shall attempt to derive a method for obtaining H.

For the sake of simplicity at this stage, we consider a dataset that has only two classes,
which we shall denote by + and −. For such a dataset, we can define a hyperplane that
divides the feature vectors in the dataset into its classes, but is not necessarily optimal, as
follows. We use a similar approach as [18], section 5.
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Definition 3.1 (Dividing hyperplane). A dividing hyperplane Hd of a set of feature vectors
belonging to two classes + and − is exactly the set of vectors ~x for which

~w · ~x+ b = 0 (15)

, where b is a bias constant and ~w is a vector orthogonal to Hd such that

~w · ~x+ + b ≥ 1

~w · ~x− + b ≤ −1
(16)

holds true for any two feature vectors ~x+ and ~x− from the training dataset, belonging to the
classes + and − respectively. We call ~w the weight vector of Hd.

For mathematical convenience, it helps to introduce for each feature vector xi a constant
yi that allows us to reformulate (16) as a single (in)equality. By introducing

yi =

{
1, if xi belongs to class +

−1, if xi belongs to class −

(16) can be reformulated as

yi(~w · ~xi + b) ≥ 1 (17)

or equivalently as
yi(~w · ~xi + b)− 1 ≥ 0 (18)

for any feature vector xi.
As mentioned earlier, the dividing hyperplane of interest is one with a margin that is

maximal. The margin of a hyperplane is determined by its support vectors, the vectors
with endpoints closest (Euclidean) to the hyperplane itself. All feature vectors ~xi for which
~yi(~w · ~xi + b)− 1 = 0 is true are called the support vectors of a dividing hyperplane Hd.

Picking two support vectors ~x+ and ~x−, belonging to class + and − respectively, the
margin d itself is the distance between ~x+ and ~x− in the direction of ~w. That is,

d = (~x+ − ~x−) · ~w

||~w||
(19)

and because of (18) this is equivalent to

d =
2

||~w||
(20)

.
To find the optimal dividing hyperplane for our dataset, the margin d needs to be

maximized. In other words, the aim is to find a ~w such that ||~w||, or 1
2 ||~w||

2 for convenience
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later on, is minimized, with (18) as a constraint for each ~xi. In order to be able to solve
this problem using the Lagrange multiplier method[2], we formulate it as follows

f(~w) =
1

2
||~w||2

gi(~w, b) = yi(~xi · ~w + b)− 1 ≥ 0
(21)

Writing it in this form reveals an advantage of SVMs over some other classifiers. Since f
is quadratic, there are no other optima aside from the global minimum. Neural networks,
for example, have a tendency to get stuck in local optima[9] - a problem that SVMs avoid
completely by having no local optima (aside from the global optimum) to begin with.

In the form of a Lagrangian, it becomes

L(~w, b, λ) = f(~w)−
∑
i

λigi(~w, b)

=
1

2
||~w||2 −

∑
i

λi(yi(~w · ~xi + b)− 1)
(22)

with a gradient

∇L(~w, b, λ) = ∇f(~w)−
∑
i

λi∇gi(~w, b) = 0 (23)

, giving us

∂

∂ ~w
L(~w, b, λ) = ~w −

∑
i

λiyi~xi = 0

∂

∂b
L(~w, b, λ) = −

∑
i

λiyi = 0

∂

∂λi
L(~w, b, λ) = yi(~w · ~xi + b)− 1 = 0

(24)

Applying (24) to (22) results in

L(~w, b, λ) =
1

2
(
∑
i

λiyi~xi) · (
∑
j

λjyj~xj)− (
∑
i

λiyi~xi) · (
∑
j

λjyj~xj)−
∑
i

λiyib+
∑

λi

= −1

2
(
∑
i

λiyi~xi) · (
∑
j

λjyj~xj) +
∑

λi

=
∑
i

λi −
1

2

∑
i

∑
j

λiλjyiyj(~xi · ~xj)

(25)
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By the Kuhn-Tucker theorem[18], the problem of maximizing L(~w, b, λ) such that
∑

i λiyi =
0 and λi ≥ 0 shares the same solution with our initial problem. This is great news, as it
turns out that are now able to solve our initial problem through calculation of the dot prod-
ucts ~xi · ~xj . This makes clear why we went through the whole process of reformulation our
initial problem. All that is left to do is to find λi. How to do so can be found in [18].

3.3 Extension to multiclass problems

Unlike the previous example, not every classification problem is so simple that it can be
solved with a binary SVM. In fact, for most classification problems one has to deal with
way more than 2 classes. Luckily, binary SVMs as explained thus far can be extended to
multiclass SVMs to train and classify datasets with k > 2 classes.

One way of doing so is called the one versus all strategy. This involves training k binary
SVMs, pitting each class against all the other classes, as the name suggests. During the
testing phase, an unclassified feature vector would be tested by these k binary SVMs and be
classified as belonging or not belonging to each of the k classes. What could be a drawback
of this approach are that a testing feature vector can be classified as belonging to multiple
classes, or none. For classification problems where the classes do not need to be mutually
exclusive, this does not pose a problem. When classes are constrained to be mutually
exclusive however, using this approach is simply not an option because of this property.

A multiclass SVM that avoids this problem is one built around the one versus one

strategy, which trains k(k−1)
2 binary SVMs - one for each pair of classes. When classifying a

new feature vector, running it through the k(k−1)
2 binary SVMs yields k(k−1)

2 classification
outcomes, from which the majority vote is taken as the actual classification. Immediately,
it seems alarming that such a big number of SVMs is to be trained. In practice however, the
number of classes is almost always very small compared to the number of feature vectors
and the number of dimensions, so more often than not, this does not pose a problem.

3.4 Kernels

Naturally, data sets that do not allow to be split in such a way exist. To show an example;
imagine that we are classifying two bird species. Both species share a strikingly similar
appearance, but one trait gives them away immediately. The first species has horizontal
stripes and the other vertical stripes, and no, we are not rotating birds by 90 degrees. Now,
one bird of the first species could have a mutation, that only affects the orientation of the
stripes - they are now vertical. Though from the inside, it is still a bird of the ’horizontal
species’. A classifier would likely not be able to tell the difference between this bird and the
birds of the ’vertical species’.

A great thing about SVMs is that, if such a thing is the case in the training dataset,
so-called kernels can be used to transform the feature space such that the dataset becomes
linearly separable. The general idea is that the data gets mapped by a function φ to a higher
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dimensional space in order to gain linear separability. By using such a transformation, our
function to optimize (25) would become

L(~w, b, λ) =
∑
i

λi −
1

2

∑
i

∑
j

λiλjyiyj(φ(~xi) · φ(~xj)) (26)

This could be costly if φ is computationally heavy. However, since only φ(~xi) · φ(~xj) is
needed to find a solution for our SVM, it suffices to have a kernel function K such that
K(~xi, ~xj) = φ(~xi) · φ(~xj). This allows us to bypass any direct computations of φ and even
rids us of the need to know φ explicitly. The function to optimize then becomes

L(~w, b, λ) =
∑
i

λi −
1

2

∑
i

∑
j

λiλjyiyjK(~xi, ~xj) (27)

A popular kernel function is the polynomial kernel, which is defined as

K(~xi, ~xj , γ, r, d) = (γ(~xi · ~xj) + r)d (28)

Another popular kernel function is rbf, given as

K(~xi, ~xj , γ) = exp(−γ||~xi − ~xj ||2) (29)

where γ > 0. Lastly, there is the sigmoid kernel function, which is defined as follows

K(~xi, ~xj , γ, r) = tanh(γ(~xi · ~xj) + r) (30)

3.5 Overfitting

Even if a dataset is not linearly separable, an SVM can still be used on this dataset by
making clever use of kernels. However, in some cases it is hard to reach linear separability
even with the aid of kernel functions. And if one does succeed in making it linearly separable,
the SVM is at high risk of overfitting. Overfitting is a phenomenon where a classifier is
trained to the point that it suffers from not being generalized enough. Figure 7 shows an
example where it is preferred to find a decision boundary that does not separate the feature
vectors perfectly.
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Figure 7: Underfitting and overfitting of a classifier on a training dataset

If overfitting behaviour is caused by two classes not having a clear boundary, but rather
a boundary streak where a mix of feature vectors of both classes is prevalent, soft margins
could offer a solution.

The SVMs as we have discussed so far are all hard margin SVMs, that do not allow for
decision hyperplanes that do not split the feature vectors perfectly by class. By to some
extent allowing outliers when finding a decision hyperplane, soft margin SVMs seem to have
a natural defence mechanism against overfitting.

4 Preprocessing

After becoming familiar with PCA and SVMs, it is time for preprocessing to join them on
the battlefield that is called classification. It might not come as a surprise that the class of
preprocessing methods is huge. In fact, any function that takes a vector to any other vector
can be considered a preprocessing method for PCA, but not all of them are born equally
useful. This section will introduce a number of promising candidates, that will be tested on
their effects on classification accuracy in combination with PCA.

Although our input at this stage consists of feature vectors containing color values, we
will be considering them two-dimensional images, or matrices. In this section, images are
not to be confused with the mathematical notion of an image of a function. During the
feature vector extraction step, the dimensions of each input image are stored, so they can
be easily converted back into images at this step. This view will help with our understanding
of the image preprocessing methods.

4.1 Gaussian blur

Blurring is a common type of image processing that knows many forms, with one of the most
popular type of blur being Gaussian blurring. Intuitively speaking, a blur is a procedure
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that alters the input image in such a way that the color value of each pixel of the image
becomes more similar to the color values of its neighbouring pixels.

Before we can define our blurs, we need to introduce two functions sup, sleft : Ra×b →
Ra×b such that for any matrix C = (ci,j) ∈ Ra×b the functions are defined as

sup((ci,j)) =



c1,2 c2,2 . . . ca−1,2 ca,2
c1,3 c2,3 . . . ca−1,3 ca,3

...
...

. . .
...

...

c1,b c2,b . . .
. . . ca,b

c1,1 c2,1 . . . ca−1,1 ca,1

 (31)

and

sleft((ci,j)) =



c2,1 c3,1 . . . ca,1 c1,1
c2,2 c3,2 . . . ca,2 c1,2

...
...

. . .
...

...

c2,b−1 c3,b−1 . . .
. . . c1,b−1

c2,b c3,b . . . ca,b c1,b

 (32)

Explained in words, sup shifts a whole a× b matrix one row up, moving the uppermost
row to the bottom of the output matrix. sleft shifts it one column to the left, adding the
leftmost column to the right. Naturally, the inverse of these functions can be described as
a shift in the opposite direction.

When using a blur, one can select a range k ∈ Z>0, which is a distance in pixels (the
distance to a diagonal neighbour counts as 1 pixel). A pixel in the image to be blurred will
be affected by any pixel that is within k pixels away.

The various types of blurs are characterized by their unique weight function W : Z×Z→
R, which is called a kernel (not to be confused with SVM kernels), such that

k∑
x=−k

k∑
y=−k

W (x, y) = 1 (33)

If B ∈ Ra×b is an image, the blurred image Bblurred would be defined as

Bblurred =

k∑
x=−k

k∑
y=−k

W (x, y)(sxleft ◦ syup(B)) (34)

where the notation sxleft stands for the x times repeated application of the function sleft.
One of the simplest forms of blurring is called box blurring. This type of blur has a

kernel defined as

Wbox blur(x, y) =
1

(k + 2)2
(35)

20



which is not at all dependent on the distance at all.
Gaussian blurring is different from box blurring in the sense that it has a preference for

pixels to have a bigger effect on nearby pixels the nearer they are. In fact, Gaussian blur
uses the two-dimensional Gaussian function as a kernel. Instead of choosing a range k, the
value of k is dependent on the user’s choice of the standard deviation σ. If needed, the
kernel is normalized such that (33) is (almost) true for this kernel.

Definition 4.1. The one-dimensional Gaussian function is

G(x) =
1√

2πσ2
e−

x2

2σ2 (36)

, and the two-dimensional Gaussian function is the product of two one-dimensional
Gaussian functions

G(x, y) =
1

2πσ2
e−

x2+y2

2σ2 (37)

, where x is the horizontal distance to the origin, y the vertical distance and σ the standard
deviation of the Gaussian distribution.

[16]
A blur like this, that takes distance into account when it comes to influencing strength

of a nearby pixel, has a greater tendency to retain details of the image, while still blurring
it.

4.1.1 Expected results

We expect Gaussian blur to have a positive effect on classification accuracy for the MNIST
dataset. To name an example, taking a look at the MNIST digits shown in Figure 5, shows
that not all zeroes in this subset form closed circles, and some might not be neatly closed.
By applying Gaussian blur, these imperfections get ’softened up’, making the zeroes look
more alike and making the circle shape they have in common easier for PCA to pick up on.

Figure 8: A few entries from the MNIST handwritten digits database: raw images

Figure 9: A few entries from the MNIST handwritten digits database: blurred with Gaussian
blur with a range of 10
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4.2 Bilateral filtering

With Gaussian blur, it is almost inevitable that edge information gets lost. One way to
modify this process to retain edge information is to have the kernel depend on not only the
distance to other pixels, but also on differences in color value.

Bilateral filtering comes with two additional parameters, σcolor and σspace. The first
parameter, σcolor, determines the size of the range of color values that can influence pixels
with color values within that color range, regardless of distance. In practice, a higher σcolor
value would make similar colors in an image even more similar, leading to solid blocks of
identical colors. The second parameter, σspace, determines the size of the area over which
influence by color value (as a result of σcolor) is effective.

This makes bilateral filtering an excellent tool for ridding images of noise, while retaining
edge information. However, it is very slow compared to blurs such as Gaussian blur and
box blur.

4.2.1 Expected results

Bilateral filtering will not be able to fill any gaps like Gaussian blur does, because of its
edge-retaining behaviour. However, it is capable of denoising an image while leaving its
edges intact. On the MNIST dataset, this property of bilateral filtering will likely not shine,
since the edges of the handdrawn digits are quite soft. One thing that could turn the tables
for bilateral filtering is how it tries to equalize colors that are similar. Things like pen
streaks that were written with low pressure might become more prevalent, revealing parts
of images that might hold valuable information.

5 Results

To test for classification accuracy, the MNIST database of handwritten digits[10] has been
used. This dataset has seen extensive use in academic research, and thus allows for com-
parisons to other work.

5.1 Experiment setup

For our experiment, we first randomly pick two subsets from both the MNIST training and
testing data and extract feature vectors, as in Figure 1. While we will be running the input
data through our classification pipeline multiple times, these subsets will remain constant.
The things that will be changing in-between those runs are whether certain preprocessing
methods are applied or not. This includes PCA, Gaussian blur and bilateral filtering. At
the end of each run, the percentage of correctly classified entries is returned; the classifier
accuracy.

Whenever PCA is enabled for a run, it will repeat the run 75 times with different amounts
of principal components, ranging from 2 to 150, with increments of 2. At the end of this

22



series of runs, the pipeline will return an array of classifier accuracies corresponding to each
run. In addition, it will return an array of singular values corresponding to the principal
components used during the last run.

Before we can run tests, there are a number of parameters that need to be carefully
selected. Of course, the sizes of the training dataset and the testing dataset in relation to
each other are important. Having too small a training dataset in proportion to the testing
dataset will likely lead to overfitting. Just as in the real world, a small sample size is rarely
representative of the general case. Have too small a testing set would increase the influence
that any outliers in the testing set have on the classifier accuracy. A rule of thumb for a
good split is to reserve between 10% and 25% of the entire dataset as testing data[8]. In
our experiments, we will be using a ratio of 80% training and 20% testing data, with 3000
training and 750 testing samples.

As for parameters of the preprocessing methods themselves, Gaussian blur has a range
of k = 5, with the exception of what is denoted as ’Gaussian blur (3)’; this one has a range
of k = 3. Bilateral filter has parameters σcolor = σspace = 75.

We will be using the GaussianBlur and bilateralFilter methods from the OpenCV li-
brary[19].

5.2 Experiment results and discussion

In Figure 10 the resulting accuracy scores, on the same input dataset and using various
combinations of preprocessing methods, are shown. At first glance, it seems like runs that
included PCA had a hard time catching up to the runs without PCA, with a few exceptions.
However, it is quite a good result when we take into account that for these runs, the feature
vectors have undergone dimensionality reduction. All of them are falling within the 86% 90%
accuracy range when at least 40 principal components are used, similar to the runs without
PCA.

Contrary to our expectations, bilateral filtering without PCA achieved a high accuracy
score. The idea of faint pen streaks becoming more prevalent due to bilateral filtering could
be the underlying cause.

What is also unexpected is the relatively poor performance of any run that had Gaussian
blur with range k = 5 enabled. Causes could be that by having a blur that can reach 5
pixels, which is very far in a 28 × 28 MNIST image, a big portion of the information is
getting lost, making the images look muddy and more alike those of other labels. This is
further supported by how well PCA and Gaussian (3) perform together. After all Gaussian
(3) has a way shorter reach than the Gaussian blur with range k = 5.
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Figure 10: Classification accuracy of a SVM on 3000 training images and 750 testing im-
ages of the MNIST handwritten digit dataset, with different combinations of preprocessing
methods.

Figure 11 shows the singular values that correspond to the principal components that
were computed during the runs. Here we can see two clear groups of preprocessing method
combinations that show different behaviour. PCA and PCA in combination with bilateral
filter keep picking up relatively significant principal components, even for higher principal
component numbers. For all preprocessing combinations containing Gaussian blur (with a
range of k = 5), it seems to die down quickly. Initially, they find principal components
corresponding to higher singular values than the rest, however. Its cause could be that
Gaussian blur still creates some sort of similarity between images belonging to the same
class, by filling holes for examples. However, it still tosses information all over the place
because of its relatively high range, so after PCA picking up on the things that it has made
more similar, there is little interesting structure left behind.
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Figure 11: Singular values corresponding to each principal component as found when per-
forming PCA on 3000 training images and 750 testing images of the MNIST handwritten
digit dataset, with various combinations of preprocessing steps.

6 Conclusion

All in all we can say that using PCA as a dimensionality reduction method, and possibly
also doubling it as a denoiser, is a viable strategy when it comes to classification problems.
Even when using small numbers of principal components, it produces favorable results whilst
keeping dimensionality low. Using Gaussian blurring or bilateral filtering in combination
with PCA did not achieve any outstanding results when used on the MNIST handwritten
digits database, however.

25



7 Future research

Unfortunately, there is only so much that one can fit into a bachelor’s thesis, forcing one to
leave quite a number of interesting research topics untouched. An obvious example is that a
similar kind of research can be done using different classifiers or preprocessing methods. The
classifier and preprocessing methods used in this thesis are not too computationally heavy.
Fewer technical limitations would clear the way for more possible combinations, likely with
higher classification accuracy. This is not to say that the results found in this thesis are of
no value, as technical limitations are very much present in the real world. A second example
includes the use of another feature extraction called Independent Component Analysis
(ICA)[15]. While PCA tries to find correlation in the input features through maximizing
variance, ICA tries to find statistical independence. When performing PCA on a set of
images of human faces, the first principal component would likely look like an average face.
Performing ICA, on the other hand, would give as its independent components the parts of
the face that can vary from face to face independently, such as hair, eyes and noses. Having
a certain hair color is most likely (nearly) uncorrelated with having a certain nose shape,
especially considering the amount of people that dye their hair nowadays. ICA might be
interesting to use in combination with decision trees, as these classifiers are built to simulate
a web of choices that ends in a classification. Each of those choices could be related to one
such independent component.
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Appendix A Algorithms

Algorithm Golub-Kahan Upper Bidiagonalization

1: procedure Golub-Kahan Upper Bidiagonalization(At)
2: β0 ← 0
3: v1 ← arbitrary unit (2-norm) vector
4: for k in 1..n do
5: uk ← Atvk − βk−1uk−1 . β0 = 0, so it does not matter that u0 is undefined
6: αk ← ‖uk‖2
7: uk ← uk/αk

8: vk+1 ← AT
t uk − αkvk

9: βk ← ‖vk+1‖2
10: vk+1 ← vk+1/βk

11: return α, β, u, v

Algorithm Principal Component Analysis

1: procedure PCA(A, t, threshold)
2: At ← Truncate(A, t) . Forms truncated matrix At of given size t
3: u, s, vt← SVD(At)
4: s← s[(≥ threshold)] . Truncate s such that all singular values are ≥ threshold
5: vt← vt[: s.length] . Remove columns vts.length . . . vtvt.length from vt
6: return s, vt . We use the columns of vt as principal components

Algorithm SVD

1: procedure SVD(At)
2: α, β, u1, v1 ← Golub-Kahan Upper Bidiagonalization(At)
3: γ1 ← α2

1 . Start computing BTB. γ is the diagonal of BTB
4: for k in 1..t− 1 do
5: γi+1 ← α2

i+1 + β2
i

6: δi ← αiβi . δ is the off-diagonal of BTB

7: Let BTB be the matrix with γ as its diagonal, δ as its off-diagonal
8: u2, s

2, v2 ← Eigendecomposition(BTB)
9: u← u1u2

10: vt← Transpose(v1v2)
11: return u, s, vt
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