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I. Introduction 

  

Competitiveness is a multi-level concept widely discussed by academics and politicians. Its 

importance partly derives from the fact that competitiveness is seen as a means “for achieving and 

sustaining economic growth, contended living standard and well-being of people” (Borozan, 2008). 

However, due to the difficulty of clearly defining it, competitiveness has given rise to some conceptual 

issues. As the focus of this paper is regional competitiveness, the synthesis of definitions and theory will 

be discussed based on the regional level. 

Some definitions of regional competitiveness emphasize the idea of output-related factors (e.g. 

productivity), which are relevant on the firm level. Others focus on the concept of prosperity, which is 

relevant for the residents of regions (Meyer-Stamer 2008, Bristow 2005). As both elements are important, 

Dijkstra et al. (2011) manage to combine the firm- and resident-perspective of regional competitiveness 

by defining it as: 

  

“…the ability to offer an attractive and sustainable environment for firms and residents to live 

and work”. 

  

This definition reveals the importance of the concept as it alludes to the potential policy 

implications of regional competitiveness. By understanding regional competitiveness and its drivers, 

policy-makers could more effectively harness, foster, and sustain such environments. 

In examining the EU Regional Competitiveness Index (RCI) Report, it is apparent that there may 

be strong differences among regions within the same country. Italy is an example of such a case. One can 

acknowledge that these differences do in fact exist, particularly between the northern and southern 

regions. The former are mostly in stage 4 or 5 (out of 5) of development and the latter in stage 2 or 3 (out 

of 5) according to the RCI report.  

Since the Italian unification in 1861, there were pronounced differences between the North and 

South Italy, due to different histories and cultures. Traditionally, the North has been more industrialized 

than the South where the primary sector, especially agriculture, was the leading sector. The lack of 

infrastructure in the south of Italy shifted the trade center to the north, enabling greater economic growth 

in those regions. Furthermore, geographic location has had an influence where northern regions are closer 

to Continental Europe, thus fostering greater trade and broader knowledge exchange with foreign 

countries  (Smith, Dennis M. 1997). 

Nowadays it is possible to explain the difference between the North and South Italy with the use 

of different competitiveness drivers. The charts below show how various rates of crucial factors changed 

between 2007 to 2014, distinguishing between northern and southern regions.  

 



 
 Source: The Economist  

 

As shown in the above charts, it is clear that northern regions are more competitive than the 

southern regions. There is a noticeable gap between the different rates, particularly in the latter years with 

the exception of the period during the subprime crisis. 

Since 2007, the drop in the GDP level from the southern region declined at a rate double of 

northern regions. Although the employment rate is relatively steady in the north of the country, it 

collapsed in the south. In the period 2007-2014, roughly 943,000 Italians lost their job in which 70% of 

them were from south. The population growth rate supports our analysis. Due to the favoured conditions 

in northern regions, especially seen in the labour market, there had been a large migration from the South 

towards the North or abroad. However, this has resulted in a lack of human resources in South Italy. 

Despite evidence of diminishing investments in Italy, the north has continuously invested more than the 

south (The Economist, 2015). A plausible reason for this difference may be a result of the innovation 

drivers of regional competitiveness. 

This group of drivers is crucial for the most advanced and competitive regions where technology 

and research play a predominant role in the regional growth and development. Thus, high investments in 

R&D, a well-functioning technological infrastructure, a high rate of advanced technologies in business 

operations or other factors in the technology and innovation field may have an influence on the 

competitiveness of a region. Since the degree of competitiveness is related to productivity, the presence of 

these factors in various levels can justify an inhomogeneous GDP level among different regions of the 

same country. 

Given the previous considerations, the aim of this paper is to investigate to what extent the 

innovation drivers of regional competitiveness can explain the GDP difference between the North and 

South of Italy.  



  

II. Methods 

 

So far, the northern Italian regions have proven to be more competitive than the southern regions. 

Whilst there are various factors that could potentially explain this occurrence, our main focus will be 

based on the factors that belong to the innovation group. 

In order to achieve our goal, we divided the twenty-one Italian regions in two groups: northern 

regions (Piemonte, Valle D’Aosta, Liguria, Lombardia, Provincia Autonoma di Trento, Provincia 

autonoma di Bolzano, Veneto, Friuli-Venezia Giulia, Emilia-Romagna,Toscana, Umbria, Marche) and 

southern regions (Lazio, Abruzzo, Molise, Campania, Puglia, Basilicata, Calabria, Sicilia, Sardegna). 

Using the data of the two groups, we formed two different regressions to test to what extent 

innovation drivers have an influence on the GDP per capita in the northern and southern regions of Italy. 

Innovation drivers will only have effect if the regions are sufficiently developed. Therefore, we expect 

that the innovation drivers will have a positive effect on the northern regions, and that the innovations 

drivers have less or no effect on the southern regions, since the southern regions are not developed 

enough yet.  

 

 The following variable was chosen to be the dependent variable in the regressions. The rationale 

behind choosing it is discussed below.  

 

GDP per capita: GDP per capita is simply a measure of GDP per person in a country (i.e. 

GDP/Population). It was chosen for two reasons. Firstly, it reflects the economic development of a 

country. Secondly, although it is not the best measure of well-being, GDP per capita is still a viable 

indicator of standard of living in a country (United Nations, 2000).  

 

The following innovation drivers were used as the independent variables in the regressions. The 

rationale behind choosing them are discussed below.  

 

GVA in the K-N sectors: Gross value added (GVA) is the “value of output minus intermediate 

consumption”. More importantly “it measures the contribution to GDP”, in this case from the the K-N 

sectors (i.e. financial, real-estate, professional, scientific, and support activities sectors) (OECD, 2011). 

This particular GVA is calculated as percentage of total GVA. 

  

High-tech patents and ICT patents: Patents formed by research, human creativities and inventions are 

an instrument to ensure firms maintain competitive advantage. Research has shown that “there exist 

positive relationship in long run between quarterly growth of patents and quarterly GDP growth” 

(Josheski and Koteski, 2011). Particularly in ICT and high-tech fields, new products developed from 

human knowledge and creativities enable greater efficiency and productivity of different industries, 

leading to higher GDP (Phirouzabadi, 2013). Both types of patents are measured as number of patent 

applications per million inhabitants.  

  

Core creative class employment: According to Richard Florida (2002), the creative class comprises of 

workers whose economic function is to develop ideas, technology or creative content. It also includes 

knowledge intensive workers whose job is to create new solutions to problems. Core creative class 



employment is believed to provide economic growth to countries where benefits include innovation, new 

technologies and regional growth (Glaeser, 2005). Core creative class employment is measured as a 

percentage of the population aged 15 through 64. 

 

Broadband: Household access to broadband increases real income, which directly leads to GDP growth 

(Katz, 2012). This variable is measured the percentage of total households with access to broadband.  

 

The data that was taken from the OECD and Eurostat. We used part of the same data that was used to 

make the EU Regional Competitiveness Index RCI in 2013. 

  

III. Results 

 

 The models were constructed using OLS estimators. To obtain the best linear unbiased estimators 

of our coefficients, we tested the necessary assumptions, which can be found in the appendix. These next 

few sections convey the outcome of our regressions and seek to explain the expected and unexpected 

results.  

 

Preliminary Run of Regressions 

The first run of the regressions for the North and the South included the log of GDP per capita 

regressed against households with access to broadband, gross value added in the K-N sectors, core 

creative class employment, tech patents, ICT patents, intramural R&D expenditure, the aggregated basic 

sub-index, and the aggregated efficiency sub-index. The rationale behind using the aggregate sub-indices 

was to control for basic and efficiency drivers. However, due to collinearity these variables were taken 

out of the regression. Furthermore, intramural R&D expenditure was also taken out of the regression due 

to the fact that it is measured as percentage of GDP.  

GVA is also measured as part of the GDP, but we decided to keep it in the model because GVA is 

jointly significant with all the other independent variables in the model of the North.  It is not significant 

in the model in the South, but we have reason to believe that this is because of the small sample size since 

the p-values are not extremely insignificant. The p-values in the South are all around the 0.10 (see 

appendix Figures 3 and 4). Another reason that we decided to keep GVA in our model is that we are not 

talking about the GDP of all the sectors, but specifically the GDP of sectors which are important to 

innovation as percentage of the total GDP of the region. Therefore, GVA gives us a way to measure how 

important the development of these sectors is in the North and South of Italy.  

 

Final Run of Regressions 

The final regressions include the log of GDP per capita regressed against households with access 

to broadband, gross value added in the K-N sectors, core creative class employment, tech patents, and 

ICT patents (see appendix Figures 1 and 2).  

 

 



 
 

Significance Testing 

 Since the regressions contain multiple population parameters, the F-test with 5% significance 

level was used to determine the significance of the results.  

 

The following null alternative hypotheses were tested for the North: 

 

 
This resulted in a p-value of 0.1005 as can be seen in Figure 5 of the appendix. Since 0.1005>0.05 H0 was 

not rejected, which implies that the results are insignificant. 

 

The following null alternative hypotheses were tested for the South: 

 

 
This resulted in a p-value of 0.215 as can be seen in Figure 6 of the appendix. Since 0.215>0.05, H0 was 

not rejected, which implies that the results are insignificant. However, due to the prior economic 

reasoning behind each one of the variables, we believe to have enough theoretical ground to motivate our 

subsequent interpretation of the results.  

 

Basic Interpretation of the Independent Variables 

 This section focuses on the basic interpretation of the the independent variables. Note that for 

every interpretation the rest of the independent variables are constant (i.e. ceteris paribus assumption).  

GVA seems to be the most important contributor for the GDP per capita in the North. When GVA 

goes up by one percent, the GDP per capita of the North goes up by 35.7%  and the GDP per capita of the 

South goes up by 96.2%.  

While GVA is a big contributor to the GDP per capita of the southern regions, there are two other 

independent variables that have an even bigger influence on the GDP per capita in the South: core 

creative class employment and high-tech patents. When the percentage of core class creative employment 

in the South increases by one percent, the GDP per capita increases by 137%; while in the North a one-

percent increase leads to a decrease in GDP per capita by 72.1%.  High-tech patents have an even bigger 

effect on the GDP per capita in the South. One patent more per million inhabitants leads to an increase of 



205.6% of GDP per capita, while in the North an additional patent per million inhabitants has a negative 

effect on GDP per capita of 137.8% 

While high-tech patents have a large positive effect in the South, ICT-patents have a large 

negative effect on the GDP per capita. When patent applications per million inhabitants increases by one, 

then the GDP per capita goes down by 248.2%. On the other hand, ICT-patents do have a positive effect 

in the North. There, an increase of one patent per millions inhabitants increases the GDP per capita by 

11.6%.  

Household access to internet also has a negative effect on the GDP per capita in the South. When 

the household access to internet goes up by one percent, the GDP per capita goes down by 2.7 %. The 

access to internet does have a positive effect on the GDP per capita of the northern regions, as it goes up 

by 17.2% per unit increase. 

As one can see, the majority of the values of the coefficients of the independent variables in the 

regression for the southern regions are greater than the values of the coefficients of the independent 

variables of the regression for the northern regions (with the exception of broadband and ICT-patents).  

This means that an increase in the independent variable in the South has a greater effect of GDP per 

capita than an increase in an independent variable has in the North. This is the opposite of what we had 

expected. A possible reason for this will be discussed in the next section.  

Another observation is that independent variables that have a positive effect in the North, have a 

negative effect in the South, and vice versa (with the exception of GVA).   

 

Explanation of the Results  

 This section is dedicated to providing a possible explanation for the regression results.  

We start with the household access to internet. The household access to broadband has a positive effect on 

the GDP per capita in the North, while it has a small negative effect on GDP per capita in the South. The 

positive effect in the North is logical as access to internet allows people to share and transfer data at high 

speeds, make faster transactions and other activities that have a positive impact on economic growth 

(Manyika and Roxburgh, 2011) . Although the negative coefficient for household access to broadband in 

the South seemed inexplicable at first, further research yielded a possible justification. ICT specialist 

Victor Mulas (2011) hypothesizes that “not all economies are equally prepared to absorb broadband and 

embrace it to reap potential benefits”. He refers to absorptive capacity and the fact that it may vary per 

economy causing different impacts from the access to broadband (Mulas, 2011).  

According the model, ICT-patents have a positive effect on the GDP per capita in the North and a 

negative effect on the GDP per capita in the South.  ICT services help firms to communicate and connect 

with the outer world as well as the inner world of a company. New ideas concerning ICT can help firms 

work more efficiently and to better process data. A good reason why the ICT-patent applications have  a 

positive effect in the northern regions is that the benefits of the patents weigh out the costs of patents. In a 

developed region the firms are in a good business environment, which enables firms to grow. When one 

grows as a firm, one is dealing with more data and the business processes becomes more elaborate. New 

ICT innovations are then very useful since they can lead to more efficiency. For the southern regions this 

is not the case. The costs of the ICT investment is higher than the benefits. In the less developed South, 

the business environment is not optimal and firms are not necessarily growing. When a firm is not 

growing, it does not need the newest innovations with respect to ICT. A firm could even be better off 

implementing older versions of ICT technologies rather than implementing the newest ones.  So, for a  



firm to use its money for ICT-patents can have the opposite effect. It costs substantial amount of money 

to invest in it, but these innovations do not necessarily make every company more efficient.  

Another explanation why the ICT patents have a positive effect in the North and a negative effect 

in the South is that the sectors that rely heavily on ICT are more located in the North, and that in sectors 

most present in the South are sectors in which ICT is not very important, or maybe not even important at 

all. This way ICT patent applications have a positive effect on the GDP in the North, while in the South 

the ICT patent applications are a cost to the company instead of a benefit, and therefore reduce GDP.  

The difference in impact of GVA between the North and the South of Italy could be explained by 

the effect of decreasing marginal returns. The marginal returns imply that the greater the increase in 

GVA, the less one additional unit of the GVA will add to GDP per capita. This could be due to the fact 

that the North is more developed than the South, so an augmentation of innovation drivers in the South 

could have a higher marginal return than in the North. This is exactly what our results show. While a one 

percent increase of the GVA in the North leads to an increase of 35.7% in GDP per capita, one percent 

increase of the GVA in the South leads to an increase of 96.2%. 

 For the tech-patents and the core creative class employment, the value in the North is negative 

and the value in the South is positive. This could be explained by negative marginal returns. Thus, at 

some point, an increase in a certain innovation driver could be so much that not only do the marginal 

returns decrease, but they also turn negative. Since regions in the North are already in the more advanced 

stages of development, too big of an increase of the two drivers can lead to a negative effect on the GDP 

per capita. In the South, the increase leads to a positive effect on GDP per capita.    

 For tech-patents this effect could be logically explained. Too little patents can mean not enough 

innovation. If companies do not innovate, this could have negative effect on regional economies, as 

innovation is an important contributor to productivity and thus GDP per capita (Hall, 2011).  So, more 

patents can increase “productivity and economic growth” (Crosby, 2002). On the other hand, too many 

patents could stiffen competition, since other companies can not profit from the innovation. This leads to 

the creation of monopolies and can result in less innovation and less companies, which ultimately has a 

negative effect on GDP per capita.  

For the creative class employment a similar rationale can be used. If more people between the 

ages of 14 and 65 are part of this section of the workforce, there is a greater amount of ‘creative’ input. 

This has a positive influence on GDP per capita. However, if there are too many people in the core 

creative class employment, there may be too little workers in other important sections of the workforce. 

Thus, this could have a negative effect on GDP per capita.  



 

 
 

 

VI. Conclusions 

 

We have shown that the innovation drivers do indeed have a different impact in the North and 

South of Italy. However, the effect is different than what we had initially expected (i.e. we expected the 

impact of the variables to be greater in the northern regions). While the northern regions are performing 

better when households have access to broadband and have more ICT-patent applications, the southern 

regions have a greater impact on their GDP per capita from higher GVA, increased core creative class 

employment, and more tech-patents. The difference in the effect of these innovation drivers between the 

northern and southern regions can be attributed to the differing levels of development in these regions.  

As a result of these differing levels of development certain variables assist the competitiveness of 

the northern regions against competitive in Europe, whilst other variables build the competitiveness of the 

Southern regions in their capacity to increase the development of their infrastructure. For example, the 

Northern regions can benefit greater from access broadband, as they already have an advanced 

infrastructure that allows them to absorb these improvements to help increase the level of 

competitiveness. Meanwhile, in the south variables such as increased core creative class employment 

assist in increasing per capita GDP, as these are necessary to capitalize on the benefits of innovation 

drivers. 

The model shows that some of the innovation drivers have a low marginal return in the North of 

Italy, while in the South of Italy the marginal returns are higher. Much in the same way that adding more 

workers to a machine than the machine can support will not increase output, or may even decrease output, 

the marginal return in the north is lower since an increase in the already very advanced variables does not 

result in a large increase in GDP per capita. On the other hand, since it is a less developed area, the south 

benefits from large marginal returns as it continues to work towards the levels of development of the 

North.  

Furthermore, the model shows that for the drivers: technological patents and core creative class 

employment there exist an optimal level. Too low values are not good in this case, but too high values are 

not good for economic growth either.   



 

Limitations 

         Unfortunately, our model is also subject to significant limitations. Firstly, Italy is a country 

consisting of only 21 NUTS2 regions. This implies that there are fewer observations in the sample group 

than the suggested minimum of 30 observations. As our aim was to explore the difference in impact of the 

variables between the North and South, the sample sizes decreased even further (North had 13 

observations while the South had 8 observations). As a result, only one or two variables in the model 

turned out to be statistically significant. 

         Furthermore, the inability to include the aggregated values of the basic and efficiency sub-indices 

into the regressions due to unexpected collinearity may have decreased the reliability of the model. 

Without them we could not control for their effect (especially when discussing the South).  
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VI. Appendix 

 

i. Figure 1: Regression (South) 

 
ii. Figure 2: Correlation Estimated Error Term (uhat) and Independent Variables (South) 



 
iii. Figure 3: Correlation Dependent Variables and Independent Variables (South) 

 
iv. Figure 4: Regression (North) 

 
v. Figure 5: Correlation Estimated Error Term (uhat) and Independent Variables (North) 

 
vi. Figure 6: Correlation Dependent Variables and Independent Variables (North) 



 
vii. Figure 7: GVA Joint Significance (South) 

 
viii. Figure 8: GVA Joint Significance (North) 



 
ix. Figure 9: F-Test for Hypothesis Testing (North) 

 
X. Figure 10: F-test for hypothesis testing (South) 

 
 

 

 

x. Testing for Unbiasedness 



For the sampling distribution to be centered on the true population βi (i.e. E(βi)=βi) the following  four 

assumptions must hold. As the first assumption of linearity cannot be tested, it must be assumed true in 

order to be able to use OLS estimators for the regressions. The second assumption, which calls for the 

error terms to have a zero mean (i.e. E(εi)=0), holds for both regressions as they each include a constant 

(β0
N= -5.735 and β0

S=-15.7). The third assumption, which states that the independent variables must be 

exogenous, can be determined by checking that Corr(Xi,εi)=0 for both regressions. Figures 2 and 5 in the 

appendix show that this does indeed hold as none of the independent variables in either regression have 

any correlation with the estimated error terms.  The last assumption of no perfect multicollinearity also 

holds as none of the independent variables share a correlation of  or  with each other. This is shown in 

Figures 3 and 6 of the appendix.  

 

xi. Testing for Efficiency 

For an unbiased estimate of Var(βi) the last four assumptions and an additional two assumption must hold. 

The fifth assumption that calls for no correlation of error terms between observations (i.e. Corr(εj,εi)=0). 

This is mostly a problem for time series data. As it cannot be determined, this assumption is taken as a 

given. The last assumption of no heteroskedasticity states that the variance of the error term should be 

constant (i.e. Var(εi)=σ2). 

 

xii. Heteroscedasticity Test North   

H0: no heteroskedasticity 

HA: heteroskedasticity   

Significance level is 5%  

 

 



0.2695 > 0.05. So we don’t reject the zero-hypothesis and conclude that the data is homoscedastic  


