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Thesis KNMI Arctic variability

Abstract

Understanding natural climate uctuations is of vital importance in a globally
warming world. These climate variations may amplify or dampen (human-induced)
trends in temperature, even more so since variability itself may change with a changing
climate. Here, we quantify the magnitude and other characteristics of interannual to
decadal variability in Arctic temperature and their dependence on the climate state.
Moreover, we identify the processes responsible for the state-dependency of the varia-
tions, using a state-of-the-art global climate model with which �ve quasi-equilibrium
climate states with one-fourth, halved, present-day, doubled and quadrupled atmo-
spheric CO2 forcing have been simulated. The main reasons behind the natural uc-
tuations in Arctic temperature including their dependence on the state of the climate
are linked to anomalous atmospheric and oceanic heat transport towards the Arctic.
Correlations of Arctic surface air temperature with poleward atmospheric and oceanic
transports are strongly dependent on the time scale of the variations. Model results
suggest that atmospheric heat transport leads (and also controls) Arctic temperature
variations on interannual timescales, whereas oceanic transport is found to govern
the uctuations on decadal timescales. This time-scale transition of atmospheric to
oceanic dominance for Arctic temperature variations is most obvious when there is
interannual to decadal variability in Arctic sea ice cover. In warm climates (without
Arctic sea ice cover), there is no correlation between oceanic transport and temper-
ature on any timescale. In cold climates (with full Arctic sea ice cover), interaction
between ocean and atmosphere is limited, suggesting that poleward atmosperic heat
transport is the primary driver on all timescales (interannual and decadal).
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1 Introduction

In the last few decades, the climate is warming globally at a rate of � 0.17 �C per decade
(Hansen et al., 2010). This rate of warming can be obscured by naturally occurring cli-
mate uctuations, which are superimposed on the trend. Natural uctuations are present
on all timescales, ranging from daily (day / night) variations to interannual and decadal
variations. In this paper, we address interannual and decadal climate variability of the
Arctic region, where trends and variability are generally largest.

Throughout history, the earth has experienced various successive stages of warm and cold
climates. For instance, during the Last Glacial Maximum (about 21 kyr B.P.), global tem-
peratures were 3-5�C lower as compared to the pre-industrial climate (Field et al., 2014),
and about 10 �C lower in the Northern Hemispheric midlatitudes (Bintanja et al., 2005).
Model simulations of the Last Glacial Maximum show that the expansion of ice sheets over
North America and Eurasia caused strong changes in oceanic and atmospheric circulations
(Ganopolski et al., 1998). The most recent period, known as the Holocene, experienced
several millennial, centennial and decadal scale cooling events, which also involved large
scale ocean and atmosphere reorganizations (Ortiz et al., 2000; Mayewski et al., 2004).
Clearly, atmospheric and oceanic processes and the resulting natural climate variability
are strongly dependent on the state of the climate.

The Arctic climate is very sensitive to climate forcing through the action of speci�c climate
feedbacks (mainly the ice-albedo and lapse-rate feedbacks). Models and observations show
that for greenhouse forcing the Arctic warms 2 to 3 times as fast compared to the rest of
the world (Holland and Bitz, 2003; Comiso and Hall, 2014), but also that the temporal
variability is higher (Chylek et al., 2011). To accurately estimate the long-term (human-
induced) climate trends, understanding and quantifying the variations superimposed on
this trend is a necessity. When the climate changes, for instance due to an increase or de-
crease of the CO2 concentration in the atmosphere, these natural climate uctuations may
change as well. Since uctuations can obscure or amplify long-term trends, understanding
the frequency, amplitude and relevant climate mechanisms, and the changes therein, is
vital.

Processes driving variability in the Arctic region each act on their own typical timescale.
Consequently, processes controlling interannual variability may well di�er from those as-
sociated with decadal variability. Therefore, it is important to study dominant processes
active on both timescales. These governing mechanisms can e�ectively be subdivided in
either atmospheric or oceanic processes. In this paper, the inuence of anomalous heat
transport through either the ocean or the atmosphere on Arctic climate variability is in-
vestigated. For decadal to multidecadal variations, it has been shown that ocean heat
transport anomalies modulate sea ice cover and surface heat uxes, with the atmosphere
responding by modifying pressure patterns and circulation dynamics (e.g. Jungclaus and
Koenigk, 2010; Kinnard et al., 2011; �Arthun and Eldevik, 2016). Variability in the atmo-
sphere is often represented by using various modes, such as the North Atlantic Oscillation
(NAO) (Hurrell et al., 2003; Holland, 2003) and the Paci�c Decadal Oscillation (PDO)
(Mantua and Hare, 2002; Day et al., 2012). On interannual time scales, a link was found
between wintertime NAO and Arctic sea ice cover, both in models (Caian et al., 2018) and
observations (Frankignoul et al., 2014). Additionally, �ndings by Zhang and Li (2017) sug-
gest that the interannual variability in Arctic sea ice concentration is related to anomalies
in the large-scale tropospheric circulation over the Northern Hemisphere, although they
did not consider the importance of oceanic processes on the interannual variability in
sea ice concentration. Nevertheless, these �ndings suggest that variations on interannual
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timescales are most likely associated with processes in the atmosphere, whereas anomalies
in ocean heat transport have a comparatively strong impact on decadal and multi-decadal
timescales.

Sea ice also plays a key role in Arctic climate variability (Rind et al., 1997; Screen and
Simmonds, 2010), by inhibiting exchange of heat and moisture between the ocean and
the atmosphere (Selivanova et al., 2016), as well as by its contribution to the ice-albedo
feedback. To date, most research in Arctic climate variability has focused on Arctic
decadal variability (e.g. Day et al., 2012; van der Linden et al., 2017), with less attention to
interannual variations. In this paper, timescales ranging from interannual to multi-decadal
are considered, with a primary focus on quantifying and understanding the di�erences
between these in terms of the governing processes.

2 Methods

2.1 The model

In this paper the dependence of Arctic interannual to decadal variability on the state of
the climate is investigated. For that we need long climate records, which unfortunately are
not available from observations. We therefore use a state-of-the-art global climate model
(EC-Earth) (Hazeleger et al., 2012). Five long (550-years) simulations have been carried
out for the current climate as well as for two colder and two warmer climates. Version
2.3 of EC-Earth is used, which also contributed to the Coupled Model Intercomparison
Project phase 5 (CMIP5) (Taylor et al., 2012). EC-Earth is a fully coupled global cli-
mate system model, consisting of atmospheric, oceanic and land surface modules. The
atmospheric model is the Integrated Forecast System (IFS) of the European Center for
Medium-range Weather forecasts, operating at a spectral resolution of T159 with 62 verti-
cal levels, which contains the land module H-TESSEL (Balsamo et al., 2009). The oceanic
model is the Nucleus for European Modelling of the Ocean (NEMO) model (Madec, 2008),
developed by the Institute Pierre Simon Laplace (IPSL). It has a horizontal resolution of
about 1 degrees and contains 42 vertical levels. Incorporated in NEMO is the Louvain la
Neuve sea ice model version 2 (LIM2) (Fichefet and Maqueda, 1997; Goosse and Fichefet,
1999), which is a dynamic-thermodynamic sea ice model. Coupling of the atmospheric
and oceanic components is performed using the OASIS (Ocean, Atmosphere, Sea Ice,
Soil) coupling module (Valcke et al., 2003).

The simulation uses a spin-up of roughly a thousand years of pre-industrial forcing, fol-
lowed by 44 years of spin-up with present-day forcing. Hereafter, the CO2 concentration is
instantaneously set to a �xed value. In the �ve simulations used here, the carbon dioxide
(CO2) concentration in the atmosphere is set to 0.25x, 0.5x, 1x, 2x and 4x the value of the
year 2000 (present-day). Each simulation is then run for 550 years. During the last 450
years of each simulation, the climate is assumed to be in a quasi-equilibrium state (Figure
1); the �rst 100 years are considered spin-up to the respective climate states and are not
be used in the analysis.

To remove any remaining trend in the �ve 450-year time series, all data is linearly de-
trended prior to the analyses. Changes in Arctic climate variability can then be studied
in warmer or colder climates by comparing results to the control run. In this way, the
changes in amplitude and frequency of the Arctic climate uctuations and the processes
responsible for this can be quanti�ed and linked to the relevant climate mechanisms.
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Figure 1 { Full time series of the Arctic surface air temperature for each simulation. The
non-shaded area is used in the rest of the analyses, since the temperature is assumed to be in
quasi-equilibrium after 100 years.

In this paper, high and low frequency variations (interannual vs. decadal) are analysed
separately. This is achieved by applying a fourth-order Butterworth �lter. Low (high)
frequencies are �ltered using a fourth order high-pass (low-pass) �lter with a cut-o� fre-
quency of 0.1 yr�1. Its e�ect is illustrated in Figure 2, which shows Arctic sea ice area
anomalies of the detrended time series of the 0.25x CO2 run. Figure 2a exhibits the e�ect
of �ltering decadal variations, whereas in Figure 2b the interannual variations have been
removed. In this study, we henceforth consider all uctuations with time scales under
10 years interannual, and anything longer than 10 years decadal. We acknowledge that
this choice is somewhat arbitrary, but small changes in this choice should not a�ect the
outcomes and conclusions of this study.

3
2
1
0
1
2
3

Full time series, 0.25x CO2

all frequencies
high frequencies

0 50 100 150 200 250 300 350 400 450
Years

3
2
1
0
1
2
3 all frequencies

low frequencies

Se
a 

ice
 a

re
a 

(1
012

 m
2 )

(a)

(b)

Figure 2 { E�ect of the high-pass (a) and low-pass (b) Butterworth frequency �lter with a
cut-o� frequency of 0.1 yr�1 on the full time series of the sea ice area in the 0.25x CO2 run.
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2.2 Arctic heat budget

This section sketches the theoretical background of the energy budget. The energy budget
of the Arctic as given in Nakamura and Oort (1988) and Serreze et al. (2007) is:

@Eatm

@t
= FTOA � FSFC �r �AHT (1)

For the atmosphere, the net heat gain or loss
�
@Eatm

@t

�
is the sum of the net ux at the top

of the atmosphere (FTOA), the net ux at the surface (FSFC) and the convergence of the
atmospheric heat transport at the sides (�r �AHT ), as shown in Figure 3. The assump-
tion that the climates are in semi-steady state holds true for the atmosphere, meaning
that there is no net storage of heat in the atmosphere in the Arctic on time scales of one
year or longer. In other words, @Eatm

@t
= 0. The net ux at the top of the atmosphere and

the net surface ux can be evaluated easily from the individual uxes, as calculated by
the EC-Earth model. The atmospheric heat transport can then be calculated as the net of
FTOA and FSFC. The uxes at the top of the atmosphere and at the surface are de�ned as
positive downwards and the atmospheric heat transport is de�ned positive when directed
northward, consistent with the schematic drawing in Figure 3.

Similarly, the energy budget of the ocean can be expressed as:

@Eoc

@t
= FSFC �r �OHT (2)

The energy heat gain or loss of the ocean is the sum of the net ux at the surface and the
convergence of the ocean heat transport through the sides (�r � OHT ). For the ocean,
because of its larger inertia, the steady-state assumption does not hold. Therefore, storage
of energy over time scales of one year or more, @Eoc

@t
, cannot be neglected. This term is

henceforth evaluated as the change in ocean heat content in the Arctic over time (Dijkstra,
2008):

Eoc = �0cp

Z
Tdz (3)

Where �0 = 1035 kg/m3 is the reference density of seawater, cp = 3992 J Kg�1K�1 is the
heat capacity of seawater and T is the temperature at a certain depth. The total Arctic
Ocean heat content is obtained by multiplying with the total ocean area North of 70 �N,
since in our de�nition the Arctic spans the region from 70 to 90�N. The convergence of the
ocean heat transport is subsequently calculated as the residual of the net surface uxes
and the time derivative of the ocean heat content.

70°N70
°N

FTOA

AHTAH
T

FSFC

OH
T OHT

atm. oc.

Figure 3 { Schematic view of the energy budget in the Arctic
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3 Results

3.1 Global characteristics and validation

3.1.1 Mean State

Simulation 0.25x CO2 0.5x CO2 control 2x CO2 4x CO2 Obs. based
TDJF 226.9 237.5 248.8 263.6 272.0 249.8
TJJA 266.7 270.7 273.8 277.2 282.4 274.2
SIAmax 27.8 21.1 15.8 10.9 0.61 11.5
SIAmin 17.7 12.0 5.37 0.14 0.12 4.76

Table 1 { Simulation name, mean Arctic temperature in K in summer (TJJA) and win-
ter (TDJF) and the sea ice area in 1012 m2 in September (SIAmin) and March (SIAmax),
respectively. Estimates of observationally-driven reanalyses products1 have been added for
comparison.

Due to the lack of long observational records of the Arctic climate, we use the EC-Earth
model to evaluate climate variability. The inherent assumption is that EC-Earth accu-
rately represents the real climate system. In this section we use observationally-driven
reanalyses data to infer how good this assumption is for the Arctic climate and its vari-
ability.

The atmospheric CO2 concentration exhibits a non linear relationship with both temper-
ature and sea ice area, because radiative forcing depends roughly on the logarithm of
atmospheric CO2-content. This is clearly illustrated in Table 1, which shows Arctic mean
temperature for summer and winter, as well as the average maximum and minimum sea
ice area. Data averaged over observation based models has been added for comparison.
Overall, the surface air temperature in the control run of EC-Earth is 0.4 degrees lower in
winter and about 1 degrees lower in summer as compared to results obtained from the ob-
servation based models. The maximum and minimum sea ice area are larger in EC-Earth,
as anticipated considering the lower average temperatures. In fact, the average sea ice
area is heavily overestimated by the EC-Earth model. Di�erences are larger in winter (4.5
million square kilometers) than in summer (about 1 million square kilometers), but both
show the clear need for a better representation of sea ice in fully coupled climate models.

Winter warming (cooling) is ampli�ed as compared to summer warming (cooling) (Bin-
tanja and Van der Linden, 2013). As a result, the seasonal cycle of the temperature is
enhanced in colder climates. The amplitude of the seasonal cycle in sea ice area in general
does not vary a lot between the climates, with the exception of the 4x CO2 climate, where
the Arctic ocean is almost completely absent of sea ice all year. The seasonal cycle of
the sea ice area is, however, potentially dependent on more factors, such as wind patterns
(Comiso, 2006), downward longwave radiation uxes (Francis and Hunter, 2006) and the
geometry of the region (Eisenman, 2010).

1To validate surface air temperature, data from ERA-Interim (Dee et al., 2011), NCEP / CSFR (Saha
et al., 2010) and NASA MERRA-2 (Gelaro et al., 2017) has been used. These are all reanalysis datasets,
with values for TJJA of 274.7K, 274.0K and 274.0K respectively. Values for TDJF are 249.1K, 249.4K and
250.9K. For the sea ice area, the observational dataset NSIDC is used. All datasets have been averaged
over the period 1990 - 2010.
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Figure 4 { Schematic of the mean uxes in and out of the Arctic, as well as the energy heat
gain or loss of the ocean. Both are in W m�2. The temperature is indicated in the bottom
right of the atmospheric box.
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To get an idea of the order of magnitude and direction of the mean uxes in the Arctic
energy budget, box models have been made for the warmest, coldest and control climate.
These are shown in Figure 4. The directions of the mean uxes are the same across all
climates. The Arctic region is characterised by a convergence of both the atmospheric
and oceanic heat ux, set up by the meridional temperature gradient due to di�eren-
tial heating by the sun. For annual mean uxes, the convergence of the heat uxes is
primarily compensated by longwave radiation to space (Serreze and Barry, 2011). The
annual mean net surface ux is directed upwards. It decreases for colder climates, due
to increased sea ice cover inhibiting the exchange of heat between the ocean and the at-
mosphere. The net ux at the top of the atmosphere (TOA) does not seem to exhibit a
trend, although it appears to decrease slightly for warmer climates. This is probably due
to the smaller sea ice area, resulting in a lower albedo. A larger fraction of the shortwave
radiation is consequently being absorbed at the surface, leading to a smaller net TOA ux.

In the ocean, there is in general a gain of heat for warm climates, very little heat gain
or loss for the control climate and heat loss for cold climates, supporting the notion that
the ocean is not in equilibrium after the �rst 100 years. The magnitude of the oceanic
transport is clearly smaller than that of the atmospheric heat transport, as is previously
observed by Trenberth and Caron (2001). Whereas the mean AHT increases for colder
climates, the mean OHT decreases. In colder climates, water temperatures are lower and
consequently hold less heat, resulting in a decrease in transport. The larger AHT is due
to the increased meridional temperature gradient (Manabe and Wetherald, 1980), arisen
because of ampli�ed Arctic warming.
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3.1.2 Variability
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Figure 5 { Standard deviation of the surface air temperature (in K) in the Arctic (70-90�N),
the sea ice area (in 1012 m2), the net ux at the surface (Fsfc) and at the top of the atmosphere
(Ftoa), both in W m�2. Finally, also the standard deviation of the heat transport through the
atmosphere (AHT), through the ocean (OHT) and the total heat transport (THT) are shown,
units are also W m�2. Values are annual means, averaged over the Arctic and for interannual
(triangles) and decadal (squares) variability. Observation based models have been added (same
as described in table 1)2 to validate surface air temperature and sea ice area variability in the
EC-Earth model. The largest common period (1981-2010) is used. These datasets are therefore
only suited for validating interannual variability and need to be detrended beforehand.

The standard deviations of annual mean surface air temperature (SAT), sea ice area (SIA)
and mean uxes are shown in Figure 5 for all climate states. Standard deviation in SAT
and SIA from observation based models has been added for comparison. Due to the lack
of long observational records with good temporal and spatial resolution, only the interan-
nual variability can be assessed in these reanalyses datasets. The interannual variability
in temperature of the reanalysis lies exactly on that of the control run. Interannual vari-
ability in SAT in the control run of EC-Earth therefore compares well as compared to
reanalysis. In a recent study, Rehfeld et al. (2018) examined temperature proxies from
the Last Glacial Maximum (about 21 kyr B.P.) to the Holocene (last 11 kyr) and found
that, globally, and also in the Arctic itself, variability in SAT decreases towards warmer
climates, in accordance with �ndings here.

For sea ice area, decadal variability is larger than interannual variability. In general, in-
terannual and decadal variability in sea ice area increase towards colder climates, where
there is more area and therefore variations in sea ice area can be larger. In addition,
in a warming climate, seasonality in ice volume is enhanced, but interannual variability
is reduced, until ice-free summers occur (Massonnet et al., 2018). There is, however, an
increased variability in the 2x CO2 run as compared to the control climate on both in-
terannual and decadal timescales, attributed to the the fact that the sea ice on average
is thinner, leading to larger variations in sea ice area (van der Linden et al., 2017). The
standard deviation in the 4x CO2 is small, since there is little to no sea ice. Despite the
discrepancy in the average sea ice area observed earlier, interannual variability is captured
well in the control run of EC-Earth as compared to the observation based datasets.

For surface uxes, interannual variability is larger than decadal variability. The variability

2The values found for the standard deviation of the surface air temperature interannual variations in
the reanalyses datasets are 0.47, 0.41 and 0.46K for ERA-Interim, NASA MERRA-2 and NCEP /CSFR,
respectively.
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in surface uxes increases towards warmer climates, especially for interannual uctuations.
Variability in net TOA ux does not show a clear dependence on the state of the climate.
The larger decadal variability in net TOA ux in the 0.25x CO2 might be caused by the
larger variability in the thermal radiation at the top of the atmosphere, which might be
attributed to the larger variability in surface air temperature. The standard deviation of
AHT and OHT increases towards warmer climates, especially for interannual variations.
In warmer climates, although the mean atmospheric transport poleward decreases, the at-
mosphere itself can hold more moisture and therefore variations can be larger. Similarly,
water temperatures are higher, allowing larger variability in oceanic heat transport.

Since we are limited to one single model, it is useful to validate the representation of the
atmospheric dynamics in the EC-Earth model. In order to do this, the AO index has
been calculated as the principal component of the �rst EOF of the mean sea level pressure
from 20-90 �N for the control run of the EC-Earth model and for the detrended reanalysis
datasets for the period 1981-2010. A regression of the mean sea level pressure on the
AO index reveals di�erences in spatial patterns (Figure 6a-c). Both datasets show a clear
anomaly over the central Arctic, with opposite pressure anomalies at lower latitudes on
the Atlantic and Paci�c side. The anomalies on the Atlantic side and over Siberia are
underestimated. Overall, the �ngerprint of the AO on the mean sea level pressure is more
con�ned to higher latitudes in EC-Earth as compared to reanalyses datasets. As for the
e�ect of the AO on the temperature, we infer that there is an underestimation of the
temperature anomaly over North America and Greenland and a more Northerly extended
anomaly over Siberia (Figure 6d-f).
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Figure 6 { Regression of the mean sea level pressure (a-c) and the surface air temperature
(d-f) on the normalised AO index (the principal component of the �rst EOF of the mean sea
level pressure over 20-90N) in the control run of EC-Earth (a,d), detrended reanalyses data
over the period 1981-2010 (b,e) and the di�erence between the two (c,f).
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3.2 Spatial patterns in temperature variability related to poleward heat

transport

In the previous sections, we learned that the mean and standard deviation of the Arctic
temperature is dependent on the state of the climate. The next step is to look at the
processes driving this variability. One of the mechanisms responsible is the meridional
heat transport, either through the atmosphere or the oceans. Here, we assess the impact
of anomalies in atmospheric and oceanic heat transport on Arctic temperature variability
and its dependence on the timescale by looking at regression maps and assessing interan-
nual and decadal variability separately. Most striking patterns are found for regressions
on AHT. However, patterns of AHT and OHT are similar, but of opposite sign. For this
reason, only plots of the regression on AHT are shown.

Due to its smaller inertia, the atmosphere is expected to control Arctic temperature vari-
ations on interannual timescales. Therefore, for interannual variability, positive values are
expected when regressing Arctic temperature on AHT through 70 �N. Regression maps
of the temperature on the atmospheric heat transport through 70N for interannual varia-
tions con�rm this (Figure 7). Across all climates, positive values are found over the Arctic
ocean, accompanied by small negative values over the Siberian region, thereby bearing
resemblance to the imprint of the AO index on the temperature (Figure 6d,e). However,
no signi�cant relation has been found between the AO and T2M or AHT on interannual
timescales (r < 0.23) for the three coldest climates. AO and AHT do exhibit a signi�cant
relation for both the 2x CO2 (r=-0.25) and 4x CO2 (r=-0.45) climate. In Figure 7, most
pronounced positive regressions are found in the 0.25x CO2 run. Overall, averaged over
the Arctic, a positive anomaly in AHT leads to a positive anomaly in SAT for interannual
variations.

0.25x CO2

0.5x CO2

Control

2x CO2

4x CO2

0.9 0.6 0.3 0.0 0.3 0.6 0.9
K

(a)

(b)

(c)

(d)

(e)

Figure 7 { Regression maps of the temperature on the atmospheric heat transport through
70 �N for interannual variations. Values have been scaled by the standard deviation of AHT.

On decadal timescales, poleward ocean heat transport governs Arctic temperature vari-
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ability (e.g. Goosse and Holland, 2005; Zhang, 2015; van der Linden et al., 2016). A
regression of SAT on OHT results primarily in positive values, concentrated around the
sea ice edge (not shown). In these regions, uctuations in surface uxes passing on anoma-
lies in OHT are largest and consequently impact surface air temperature variability the
most. Regressing AHT through 70� N with temperatures in the Arctic region, on the
other hand, show hardly any positive values (Figure 8). In fact, many regions exhibit
negative values that arise due to a compensation mechanism known as Bjerknes compen-
sation (Bjerknes, 1964). A positive Arctic temperature anomaly associated with OHT
entails a reduction in heat di�erence between the equator and the poles, resulting in a
reduced poleward heat transport through the atmosphere, explaining the negative regres-
sion for positive temperature anomalies. However, for the 0.25x CO2 run, large positive
values for the regression of SAT on AHT are found (Figure 8a). Here, the region from
70-90�N is completely covered by sea ice. Therefore, there is little interaction between
the atmosphere and the ocean and AHT remains positively correlated with the surface
air temperature. In an attempt to �nd the underlying mechanisms responsible for these
positive values, the sensitivity to our choice in area is tested. When the regression is made
on AHT through 60�N, the area (now 60-90�N) is in none of the climates fully covered by
sea ice and negative values are found across all �ve climates (not shown). A regression
of the temperature on the atmospheric heat transport through 80�N (also not shown), on
the other hand, results in positive values for both the 0.25x CO2 and the 0.5x CO2 run,
since the area from 80 to 90 �N is now completely covered by sea ice in two climates. This
shows that the choice of the region in relation to the coverage by sea ice should be taken
into account while interpreting these results.

0.25x CO2

0.5x CO2

Control

2x CO2

4x CO2

3.6 2.4 1.2 0.0 1.2 2.4 3.6
K

(a)

(b)

(c)

(d)

(e)

Figure 8 { Regression maps of the temperature on the atmospheric heat transport through
70N for decadal variations. Values have been scaled by the standard deviation of AHT. Note:
the scale is four times as large as for interannual variations.
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3.3 Timescale dependency

All processes induce variations on their own typical timescale. This is illustrated in Figure
9, which shows correlations between SAT, AHT and OHT as a function of the periodicity.
Speci�c frequency bins are used, �ltered by a �fth order Butterworth band-pass �lter. In
order to get a good resolution for interannual variations, the width of the bins increases
logarithmically, ranging from 10�2:15 - 10�1:65 yr�1 to 10�0:55 - 10�0:05 yr�1 (correspond-
ing to bins with a period of 45-140 years and 1.1-3.5 years), thereby keeping a constant
di�erence of 0.5 in the exponential. A running correlation is then performed. The fre-
quency assigned to a certain band is that of the average of the minimum and maximum
frequency of that band.

Intuitively, on interannual timescales (<10 years), correlations between SAT and AHT
would be positive, whereas on decadal timescales (>10 years), correlations between SAT
and OHT are expected to be positive, as explained earlier. For positive correlations, a
positive (negative) anomaly in SAT is associated with a larger (smaller) poleward AHT.
For the 0.5x CO2, the control and the 2x CO2 run, this holds. For the other two runs,
the Arctic stands out by either being fully covered by sea ice (0.25x CO2) or by being
completely devoid of sea ice, thereby impacting large-scale dynamics. In a fully covered
Arctic, the presence of sea ice inhibits exchange of heat and moisture between the ocean
and the atmosphere. This puts a limit on the amount of heat that can be passed on from
the Arctic ocean to the atmosphere and vice versa. Variability in surface air temperature
consequently remains associated to variations in atmospheric transport on all timescales
(Figure 9b). In an Arctic completely absent of sea ice, ocean heat transport is not signi�-
cantly correlated to the surface air temperature on all timescales. Large-scale atmospheric
and oceanic circulation changes might be at play here (Mayewski et al., 2004). Density
pro�les might provide more insight in what is happening in this warm climate. In such
a warm climate, sea surface temperatures are no longer restricted to the melting point
temperature and much higher values can be reached, thus decreasing the density at the
surface (supplementary Figures 1,2). Moreover, while transitioning to this climate state,
melting sea ice freshens the upper ocean, resulting in even lower densities. With such low
surface densities, vertical mixing is likely to be limited, impacting surface uxes and hence
surface air temperatures. However, the 4x CO2 run in Figure 9a does not di�er from that
in the climates containing 0.5x, 1x and 2x CO2, so it appears the relation between at-
mospheric transport and temperature variability has not changed drastically as compared
to the other climates. Further research needs to be done to test the robustness of this
hypothesis.

The previously described Bjerknes compensation (Bjerknes, 1964) explains the negative
correlations between the surface air temperature and the atmospheric heat transport. This
compensation mechanism is evident from Figure 9c, which shows large negative correla-
tions between AHT and OHT, especially on decadal timescales. For the two most extreme
climates, correlations are smaller in magnitude (although mostly still signi�cant). Accord-
ing to Jungclaus and Koenigk (2010), the presence or absence of Bjerknes compensation
is largely determined by large-scale atmospheric circulations in the Paci�c sector of the
Arctic. Spatially, the maximum Bjerknes compensation rate is found to be in regions
containing seasonal sea ice (Van der Swaluw et al., 2007). This potentially hints at an
important role of sea ice variability for Bjerknes compensation.
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Figure 9 { Correlation for variations on speci�c frequency bins as a function of periodicity.
The period on the x-axis denotes the central period of the window used. The shaded area
indicates the region where correlations are insigni�cant as determined by bootstrapping the
data 1000 times before applying a frequency �lter.
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3.4 The role of sea ice

Since sea ice cover governs the interaction between atmosphere and ocean with regard to
variability on various time scales, we will test the e�ect of sea ice extent on the various
correlations. As the di�erence between the 0.25x CO2 and the other runs is largest on
decadal timescales, Figure 10 shows the correlation coe�cient between AHT through a
speci�c latitude and SAT in the Arctic for decadal variability. The circles and squares
denote the latitude of the sea ice edge on the Atlantic side (60�W-30�E), where the sea ice
edge is de�ned by the 15% and 90% isopleth, respectively. Because smoothing raises the
correlation, a bootstrap signi�cance test with 1000 samples has been done. Correlations
are found to be signi�cant above 0.35.

The three coldest climates exhibit a sudden increase in correlation towards the Arctic.
The range of latitudes that span this transition varies from 60-70�N in the 0.25x CO2

climate to 80-85�N in the control climate. We infer that positive correlations are found
between AHT and SAT from this latitude onward, also on decadal timescales. At these
latitudes, the sea ice present is perennial and inhibits exchange from the ocean to the
atmosphere all year round. This is in agreement with results discussed in section 3.2. The
absence of a sudden increase in the two warm climates is due to the absence of perennial
ice. Negative correlations at lower latitudes are likely a result of the previously described
Bjerknes compensation.
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Figure 10 { Correlation between AHT through a latitude (indicated on the x-axis) and the
average temperature in the Arctic (70-90 �N) for variations on decadal timescales. The dots
and the squares indicate the average latitude of the sea ice edge on the Atlantic side (60�W-
30�E), where the edge is de�ned as the 15 % and 90 % isopleth, respectively. Insigni�cant
correlations are shaded.
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3.5 Leads and lags

Even though correlations are insightful to identify possible climate links behind Arctic
variability, studying leads/lags will provide better insight into the governing physical
mechanisms. Figure 11 shows the correlation between two variables for di�erent leads
and lags. In order to calculate the lag in months, a 12 month running mean has been ap-
plied to the data. For positive lags, the �rst variable mentioned is leading. The signi�cant
maxima and minima are denoted by the circles.
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Figure 11 { Correlation between SAT, AHT and OHT for di�erent leads / lags when low
frequencies (left) and high frequencies (right) are selected. At positive lags the �rst variable
mentioned is leading. The dashed horizontal lines mark the limits of correlations that could
arise due to the �ltering of frequencies. The open circles represent the signi�cant maximum
correlations. Between -0.35 and 0.35, correlations for decadal variability are insigni�cant,
indicated by the shaded area. For interannual variations, this is between -0.23 and 0.23. Note
the di�erence in scale on the x-axes.

Leads and lags for interannual variability (Figure 11, left-hand side panels) are consistent
across all climates. Clearly, the atmosphere leads temperature variability (Figure 11a).
Signi�cant correlations are found for the 0.25x CO2, the control and the 4x CO2 run, with
a maximum value for an atmosphere leading by 1, 3 and 5 months, respectively. Across
all climates, OHT leads SAT, with negative correlations up to -0.59 in the 0.25x CO2 and
4x CO2 run (Figure 11b). This suggests that both the atmosphere and the ocean are
leading with respect to uctuations in temperature. Taking a look at Figure 11c reveals
that it is the atmosphere who leads variations in ocean heat transport. To conclude, varia-
tions in atmospheric heat transport drive both variations in SAT and OHT on interannual
timescales, where the response time of the ocean is smaller than that of the temperature.

Jesse Reusen j Climate Physics j Utrecht University

16



Thesis KNMI Arctic variability

Decadal variability exhibits a somewhat di�erent picture (Figure 11, right-hand side pan-
els). Now, instead, surface air temperature leads atmospheric heat transport (aside from
the 2x CO2 and 0.25x CO2 climates) (Figure 11b). The atmosphere responds by modify-
ing its pressure patterns (Jungclaus and Koenigk, 2010), resulting in anomalous heat ow.
The largest correlations are found for lags ranging from about 7 months in the 0.5x CO2

run to 3.5 years in the control and 4x CO2 run. The positive correlations found between
AHT and SAT in the coldest climate are explained earlier (see section 3.2). Also, in this
run, the atmosphere still leads the temperature variations. Correlations between ocean
heat transport and surface air temperature are largest when the ocean heat transport is
leading and only signi�cant for the 2x CO2 and 0.5x CO2, emphasizing the modi�ed role of
the oceans in the two extreme climates. These two extreme climates also exhibit a leading
atmosphere with respect to oceanic heat transport (Figure 11f). For the other climates,
OHT leads AHT, although there are di�erences in response times. In the 2x CO2 run, for
example, the atmosphere seems to respond faster than the temperature.

4 Discussion and conclusion

In this study, the dependence of Arctic variability on the timescale and the state of the cli-
mate is investigated using �ve simulations with 0.25x, 0.5x, 1x, 2x and 4x the present-day
CO2 concentration. This paper focuses on the link between Arctic temperature variability
and heat transport towards the Arctic through the atmosphere and the oceans and its
dependence on the climate state. Variability on timescales ranging from interannual to
(multi-)decadal are considered.

Assessing interannual to decadal variability of long observational records is di�cult, since
the temporal resolution of proxies is too coarse. We therefore rely on models and the
model physics and parameterisations inherent in these models, especially when using only
one model.

In determining the origin of Arctic temperature variability, an attempt has been made
to link temperature variability to anomalies in heat transport. First, the mean state is
investigated. On average, atmospheric heat transport decreases towards warmer climates,
whereas oceanic heat transport increases. In a warmer climate, the meridional temperature
gradient between the equator and the poles is decreased because of the well-known Arctic
ampli�cation mechanism (Holland and Bitz, 2003), reducing the annual mean atmospheric
heat transport. In the ocean, the higher water temperatures enable the transport of more
heat. Coherently, variability in poleward ocean heat transport increases in warmer cli-
mates. Variability in atmospheric heat transport increases towards warmer climate states,
most likely due to the increased moisture holding capacity of a warmer atmosphere, in
contrast to the average atmospheric heat transport. These variability trends are most
clear on interannual timescales. On decadal timescales, the results are more ambiguous,
hampering the ability to draw any conclusions.

Evidently, Arctic temperature variability highly depends on the state of the climate,
with interannual variability in surface air temperature increasing towards colder climates.
Decadal variability in general follows the same pattern, with the exception of an increase
in variability in the 2x CO2 run, caused to a large extent by the increased decadal vari-
ability in the surface uxes. For sea ice variability, many factors are involved (Comiso,
2006; Francis and Hunter, 2006; Eisenman, 2010). Its central role is only more con�rmed
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here, as is evident by the strong coupling between temperature and sea ice area, mostly
through its impact on the surface uxes (Selivanova et al., 2016). As we have seen, this
coupling also determines to which extent oceanic and atmospheric heat transport mod-
ulate the variability in Arctic temperature on decadal timescales. Sea ice acts as a lit,
inhibiting exchange between the ocean and the atmosphere. In a climate in which the
Arctic is fully covered by sea ice, this lit prevents the ocean to pass along its variability
to the atmosphere. As a result, it leaves the atmosphere to be driving variability also on
decadal timescales. In an Arctic devoid of sea ice, ocean heat transport does not show a
correlation to Arctic surface air temperature variability on any timescale. In such a warm
climate, density pro�les become more stable and mixing is likely limited (supplementary
Figures 1,2), with the result that poleward heat transport variations are no longer passed
on as well. This hypothesis, however, needs to be tested more thoroughly before drawing
any conclusions.

To put this in the perspective of previous research, this paper shows the clear di�erence
and need to distinguish between interannual and decadal variability of temperature and
sea ice area. Variability on both interannual (e.g. Zhang and Li, 2017; Caian et al.,
2018) and decadal (e.g. Day et al., 2012; van der Linden et al., 2017) timescales have
been investigated seperately, but this is the �rst time that its timescale dependence is
quanti�ed. We acknowledge that these results are solely based on the EC-Earth model.
Nevertheless it helps gain better insight in how variability may change depending on its
timescale and the state of the climate.
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5 Supplementary Figures
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Figure 12 { Average Arctic ocean temperature (a) and salinity (b) as a function of depth.
Temperatures in the 4x CO2 climate are able to reach much higher values, because of the
absence of sea ice (more energy can be used to heat the water). Salinity di�erence are most
pronounced in the �rst few hundred meters (note the y-axes). On average, Salinity becomes
smaller towards warmer climates.
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Figure 13 { Average Arctic ocean density as a function of depth. Density at the surface
becomes lower towards warmer climates, resulting in a more stable pro�le.
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