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Abstract

In the current Master’s Thesis we will be concerned with getting inflationary solutions from a conformally
invariant gravity. To achieve conformality, we introduce torsion into the theory. We argue the form of a
general conformally invariant scalar action for a general curved spacetime which is our starting point. We
study it’s properties and write it in a convenient form - this gives us interesting insights about the special
features coming from the introduction of torsion. Using this action we derive the inflationary solutions.
In due process we also show, that inflation is realized through radiative symmetry breaking and the mass
scales of the theory are generated dynamically. After studying the properties of the inflationary solutions,
we compare them to the current experimental data and examine the ranges of the free parameters of our
theory for which we are getting a viable model of inflation. We discover, that this model gives us the values
of the parameters that are close to Starobinsky inflation. In the end we also discuss the interesting features
of our model coming from the conformal symmetry, interpret the results and make final the conclusions.
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Notation and Abbreviations

Notation

e We will be using Einstein summation notation:

Ry, T = Ea Rgp. T
e Unless specified otherwise, we work in units A=c= M, =1
e We use the following sign convention: {—,+,+,+}

e Quantities without torsion:

o

Vy, R, R

e Quantities with torsion:

v/“ R}Ll/? R

Abbreviations
Cosmic Microwave Background - CMB
Einstein Frame - EF
Jordan Frame - JF
General Relativity - GR
Standard Model - SM
Spontaneous Symmetry Breaking - SSB
Riemann Normal Coordinates - RNC
Configuration Space - CS

Field Space - FS



Chapter 1

Introduction

Conformal General Relativity

It is well known, that there are four fundamental fores in nature - Electromagnetic, Weak, Strong and
Gravitational. Currently the most precise way of treating them is by using the framework of Quantum Field
Theory (QFT). For the first three forces - Electromagnetic, Weak and Strong we already have working QFT-
s, whereas gravity (which was introduced more than 100 years ago by Einstein as the General Relativity
(GR)) still has not been formulated completely and consistently as a QFT.

Though, if we look at how elegant the laws of nature usually are, it seems reasonable to expect the
possibility of describing gravity as a QFT as well, giving us a universal framework, that can describe all the
fundamental forces. Of course, many attempts have been made in this direction and by using the curvature
parameters GR has been written in the action form so that it can be treated as a complete QFT. Since then
it has been extensively studied on large length scales by using observational data from many sources such
as our solar system, gravitational lensing, indirect observation of black holes etc [1]. However, at smaller
length scales (or higher energies, alternatively), it turned out, that GR breaks down at quantum levels due
to divergences coming from quantum corrections [2]. This means, that General Relativity is not a full QFT
of gravity but rather (only) an effective theory - it works very well for low energies, but loses it’s predictive
power at higher energy scales. Thus, if we want to treat GR as a complete QFT, it has to be modified and
during the past decades the research in this direction (called Quantum Gravity [2]) has been very active.

While it is true, that EFTs work only within a certain range of scales, they can still give us a lot of in-
teresting and useful information about some particular energy regimes of the full theory, therefore studying
the features and details of General Relativity (an EFT of full Quantum Gravity) is well worth it.

In particular, the interest in research of scale/conformally symmetric General Relativity, has been quite
large [15]. To see why, let’s briefly discuss conformal symmetry. Conformal transformation can be defined
as:

ds? — €20(®) 442 (1.0.1)

When we do this transformation, lengths get rescaled at every point in space, but angles and dimension-
less quantities remain constant. And in order for (1.0.1) to be the symmetry of the theory, it should only
contain dimensionless observable quantities and should not have any intrinsic length/energy scale, because
otherwise this scale would change during the transformation.

But why is conformal symmetry so interesting and attractive? It turns out, that apart from possibly being
one of the fundamental symmetries of nature [3] (just like the Lorentz symmetry), conformal symmetry also
significantly simplifies some aspects of a theory - for example conformal invariance allows us to calculate the
2- and 3-point functions exactly. When the theory is not conformal, though, these 2- and 3-point functions
would be hard or impossible to calculate at all (especially if one has a strong coupling). So even if one is not
interested in conformal field theories in the first place, one might still get a lot of information about some
QFT theory or phenomenon, if it is considered in a CFT regime.



If we now look at the Standard Model (SM), that describes all the forces except gravity, we will notice,
that it is nearly conformally invariant - the only dimensionful coupling constant that breaks the confor-
mal invariance explicitly is the scalar mass term (or, alternatively, the Higgs mass term), since it has a
dimensionful mass parameter, that introduces a scale into the theory:

V(g) = m61o + [A(66) (102)

So, the question is now - is it possible for the SM to be conformal in certain energy regimes? This would
be very attractive due to above reasons, however, to achieve this we would need to be able to introduce a
scale into the theory starting from some point, since we know, that at current energies we have this mass
term. So, to answer the above question, we need to deal with a new question - how do we introduce a scale
into a conformal theory?

The first idea would be to check whether it can be done using the fundamental constants such as ¢, i
and kp. Unfortunately, due to Lorentz invariance treating space and time equally, giving them the same
conformal weight, these constants do not rescale under local change of lengths (1.0.1) and hence can not be
used to introduce a scale into SM.

Fortunately, there is a way of doing it using matter fields. If we have some matter fields in the theory,
they might acquire condensates allowing the scale to enter the theory as coupling constants of mass terms.
This way, for example, a condensate of some scalar field can give us the Higgs mass that breaks the conformal
invariance, or, as another example - the scalar field condensate can introduce the Planck’s mass into the
theory!. Basically, we can use the Spontaneous Symmetry Breaking (SSB) approach to introduce a scale into
the theory and this is very effective, because the scales are also generated dynamically and do not simply
appear in the starting theory.

If we now apply this approach to the Standard Model, then there will be no absolute intrinsic scale in
it - only the local values of the field condensate (®2) play the role of the local scale. Based on this, it is
reasonable to think, that in the early universe, when the temperature (and therefore the energy scale) was
high, these scalar field condensates were 0 (see e.g. [1]). In such a case, the mass term will not be present
in the SM Lagrangian, making it conformal. When the universe cooled down reaching lower energies, how-
ever, these fields acquired mass through the condensates (nonzero vacuum expectation value), resulting in a
massive scalar field and introduction of a scale into the theory. So, basically, the local scale transformation
(1.0.1) can be assumed to be a symmetry of Nature, which was spontaneously broken at some point during
the evolution of the universe, but was valid in the very early history at very high energy scales.

So far, during this discussion we only considered the Standard Model, but if we now want the Grand
Unification to be valid, the Standard Model has to contain gravity as well. For this, though, gravity, just like
the other forces, has to be conformally invariant as well. In such a theory, gravitational observables should
stay the same under (1.0.1) in all conformal frames.

Unfortunately, General Relativity does not have this property and there used to be no convenient theory
of conformal General Relativity until recent times. It is true, that conformal Lagrangians can be constructed
using the Weyl tensor or a non-minimally coupled scalar [4, 5], but in these theories observables, such as
geodesic trajectories, depend on the conformal frame choice, and therefore we first need to significantly mod-
ify GR and then also describe the transfer from the high-energy effective theory to the low-energy effective
theory (Einstein GR) for these theories to work. Additionally, stability is also compromised in models that
are based on the Weyl tensor.

Though, there is an elegant way to make General Relativitiy conformal - all we have to do is drop the
assumption of a symmetric connection [3] and introduce the torsion tensor (defined as the antisymmetric
part of the connection) as an independent? geometrical notion. The effect that we get from torsion is, that
during the parallel transport in a spacetime with torsion, vectors rotate and rescale (See Fig. (2.2) [3]). This
might give us a geometrical intuition, why torsion is connected with conformal symmetry and how it helps

11t can actually also happen so, that both of these scales are introduced by the same scalar field
2Independent from metric/curvature



to build a scale-invariant theory of gravity [6]. This will be discussed in more detail in the following sections.

Inflation

One of the most important ones is the theory of inflation and the interest to study it has been growing
lately as well. The reason for this is, that inflation [7, 8] is a physical mechanism proposed to explain a
number of major problems in cosmology - the ones like flatness and horizon problems, for example. Re-
markably, it treats all these problems simultaneously and it solves them with elegance. But one of the most
fascinating features of Inflation is, that it can explain the origin of large-scale structures in the universe,
meaning, that without inflation making it possible for these structures to form, we wouldn’t exist! Together
with this, inflation allows us to look beyond the period of the universe, about which we currently don’t have
much information and is the only tool that gives us possibilities to study the very early universe.

According to the Inflation theory, during inflationary period small inhomogeneities are generated by
the microscopic quantum fluctuations of the (expanding) early universe. These inhomogeneities are then
stretched due to exponential expansion of the universe, so that their characteristic wavelength becomes
larger than the causal radius.® After these fluctuations exit the horizon, they are not affected by the pro-
cesses happening inside the causal radius anymore, therefore they are preserved in the shape that they had
when escaping the causal radius. At some later time, inflation comes to an end and the universe continues
expanding with much slower rate - during this time, causal radius starts increasing, allowing the stretched
fluctuations to re-enter the horizon and become seeds for cosmic structures and anisotropies in the Cosmic
Microwave Background (CMB) [9] we observe today [10]. This means, that CMB anisotropies were seeded
by fluctuations that originated in the very early universe. To see why this model is so important, we should
note, that we don’t have much information about the events that happened after the end of inflation, so in
principle, we would expect it to be hard/impossible to study the evolution of the universe. Luckily, as we
said, the frozen-out fluctuations do not get affected by events inside the causal horizon, preserving informa-
tion about the state of the universe as it was at the point of time, when these fluctuations exited the horizon.
This fact gives us a possibility to get information about the very early universe, without having to know how
events went during later times. To make it more intuitive, we can compare it the fossils - fossils are buried
and are not affected by events that happen on the surface, then we dig them out and by studying them we
have a possibility to learn more about the conditions on earth at the time when these fossils got buried,
without caring about events connecting our time and epoch of the fossil burial). So, basically inflation allows
us to skip some parts of the history on our way to early universe.

But how do we approach studying inflation? The most widely accepted theory is that from the particle
physics point of view — we treat inflation as a hypothetical scalar field (or in some theories as a set of fields),
that allows the universe to have an accelerated expansion period very soon after the Big-bang that makes it
expand at least ~ 60 e-folds to be in accordance with observations that we have today.

There are many candidate theories for inflation, that have different features and properties. To name a
few, we can have inflation with different shapes of the potential (each potential corresponds to a different
model of inflation), or different ways of realizing it (Slow-Roll [11], Ultra-Slow-Roll [12], Hyperinflation [13]
etc.) or with a different number of fields involved (single field vs. multi-field inflation [14]) and so on. In
order to find the most realistic one among this myriad of models, precise experiments are needed. Luckily,
experiments (such as Euclid) are being launched in the near future and they are expected to look at the early
universe with accuracy, that has never been achieved before. As a result, we might be able get significantly
better insights about inflationary models. This will be a big step towards understanding some of the most
important problems of theoretical physics: the ones like the cosmological constant problem or inflation itself.

Based on all of this and considering the fact that, as we said, there is no other mechanism, that allows
to look at the very early universe, we clearly see, that inflation is indeed a very important and modern topic
to study today.

3If points in the universe are separated by distances larger than the causal radius, they can not communicate with each
other now, but they still can do it in the future. This will be discussed in more detail later



Conformal General Relativity 4+ Inflation

As we know, all the theories that we have in theoretical physics are simply approximate models. If we now
take a working model for a theory (such that it already works for many scenarios and has certain properties)
and decide to extend it, this extension should ideally have 2 properties - 1) it should still work in all the
scenarios, where the original model worked and 2) it should a) either expand the validity area of the theory
at hand so that it extends its predictive power to some new regimes or b) give the theory some new properties.

In the current thesis, we take GR as the original theory and the new property that it acquires will be the
conformaly symmetry. It has already been shown, how GR can be made conformal by introducing torsion
into spacetime [3] and how important this is (we will review this in later sections). Having discussed the
high importance of inflation (that can be derived from the standard GR), it would be very interesting to
see, whether an extension of GR to a conformal GR a) is still able to give us an inflationary solution that
is consistent with the current observational data [10] and b) is able to give us some new constraints on
inflationary data.

The main goal of the thesis will be to get inflation from the conformal GR with torsion and to study
its inflationary properties, compare it to the experimental data [10] and then study the dependence of the
results on the parameters of our starting theory (action). Additionally, we will study whether the addition of
the conformal symmetry through torsion will give this model of inflation some additional interesting features.

It should be noted, though, that our model is only classically conformal and the conformal symmetry is
broken during inflation by the condensates of the scalar field and gravitational (Ricci scalar) condensates.

Structure of the Thesis

The thesis will be structured in the following way. First of all we will get to know the basics - In Chapter
2 we review how General Relativity is made conformal using torsion. Then in Chapter 3 we explore the
basics of Inflation and Cosmological perturbations. This is followed by Chapter 4, where we discuss how we
choose the starting action for our model and back the claims up by calculating the quantum corrections and
see, that the action can be further extended. Then we rewrite it in a convenient way, so that it looks like
in the Einstein Frame (where we discover some very interesting features of the potential as a result of this
step). This allows us to start deriving the inflationary solution in Chapter 5 and examine the details of the
inflation model that we get. This is then followed by Chapter 6 where we discuss the results of the inflation
and try to interpret them. And finally in Chapter 7 we make a conclusion.



Chapter 2

Making GR Conformal

In this chapter we will review how gravity can be made conformal using Torsion tensor.
We will also derive how geometrical quantities get modified by introduction of Torsion

2.1 Scale, Conformal and Weyl Symmetries

First of all, to get a better idea about some subtleties of the scale symmetry and its slight variations,
let’s make a brief review.

In general, there are three symmetries associated with scale symmetry 1) scale symmetry itself, 2) con-
formal symmetry and 3) Weyl symmetry. Based on our empirical knowledge so far, every quantum theory
that has a scale symmetry also has a conformal symmetry, so it is a usual practice to use these names inter-
changeably, therefore we will not go into the details of the comparison of scale and conformal symmetries.
We will talk here about the differences between Conformal and Weyl symmetries.

Conformal transformation can be schematically written in the following way: It is a transformation
zt — ¥ + £F that results in the following changes:

at — et g

Guv — B () g

T, — T, + 0y log Q¢ ()
6= Qe ()0
Y= QY (2)9

Ay = Q24 () A,

(2.1.1)

The main effect is that this Qg ()9, is completely determined by the diffeomorphism parameter §. In
case of Weyl symmetry, this does not happen, since it is not a diffeomorphism - it not a group at all. It is
just a local rescaling of the metric and it changes things in the following way:

ot —

G — L (2) g
w— T+ 0, log Q(x)
¢ — Q8¢ (2)¢
W — Q3 (x)y

A, — QP4 (2)A,

(2.1.2)

For our purposes, we can use these symmetries interchangeably - this is possible only if



[6e,0w]Q =0 (2.1.3)

where Q = x, guv, T, ¢ is the conformal transformation and dy is the Weyl transformation.

It is trivial to see, that for g,, and z this condition is satisfied. For T}, (2.1.3) is also satisfied, though
only at the linear level in L0, log(Q): d¢owT, = LT, + 0, log(2) + W, where L¢ is the Lie
derivative.

So, for convenience, in this thesis we will be using Weyl and conformal symmetries interchangeably.

2.2 Introducing Torsion

In general, having a conformal theory means, that any two frames given by the (1.0.1) conformal trans-
formation, will be physically equivalent if all physically meaningful observables are the same in both frames.

Now, in order to understand better, how gravity can be made conformal, it will be beneficial if we first
have a look at Einstein’s General Relativity and see how it behaves under the conformal transformation.

Considering the fact that the conformal transformation (1.0.1) is a length rescaling, it will obviously force
all the quantities connected to the metric to change. For the metric itself we will have:
Guv = Guv = 62‘9(“)9,“,, dr — d7 = /@ar (2.2.1)

This change in the metric also modifies the Christoffel symbols, which serve as a connection for the
General Relativity, in the following way:

5]'—‘/\#1/ = 5281/6 + 51>/\au9 - g/wa/\e (222)
where we denote Christoffel symbols by: I v

Using these quantities we can already construct physical quantities. For example we can consider the
geodesic equation - since geodesics are trajectories of the free falling bodies, they should stay invariant under
(1.0.1), if one wants to claim, that two conformal frames are physically equivalent (which should be the case
in a conformal theory). The geodesic equation is given by:

A
oo t it =0 (2.2.3)
and it transforms as:
d da? o dé
6—95(6—9 dx% )+ 20 (P)\Wiuiy + 2@ _ x'u:-rua/\0> -0 (2.2.4)

If we look carefully now, we will see, that the third term in equation (2.2.4) can be absorbed in a
parametrization of the proper time 7, but the fourth one can not. So, we see, that the shape of the Geodesic
equation, and therefore the geodesic trajectory itself is not the same in different conformal frames, meaning
that these frames are not physically equivalent - thus, it becomes obvious, that standard General Relativity
is not a conformal theory.

In general, it is still possible within this framework to construct observables that are independent of the
conformal frame, but this can only be done by using the Weyl tensor [15], which is the trace-free part of
the Riemann tensor. Such a quantity is indeed invariant under the rescaling (1.0.1), but it contains less
information than the Riemann tensor itself and there exist some complications with quantization and the
stability of the theory, that is based on this tensor.

10



Fortunately, as we said, there exists an elegant way of constructing the conformally invariant theories,
that will make a full use of Ricci tensor, Ricci scalar and Riemann tensor. Though, for that we need to add
the torsion to the space-time manifold, meaning that we drop the assumption of GR that the connection is
symmetric.

Let’s quickly introduce torsion. In general, when we take a partial derivative of a tensor field, it does
not necessarily behave like a tensor. But in order to be able to write down covariant equations, that keep
their shape in any coordinates, we need to find a way to write the derivative of a tensor field in a tensor
form. This can be done by adding an additional term to the partial derivative, so that the transformation
behaviour of the sum becomes like that of a tensor. This sum is called the covariant derivative and it has
the following shape when acting on a contravariant vector A®:

V5Aa = 6ﬂAa + FQB,YA’Y (2.2.5)

The (2.2.5) behaves like a tensor only in the case when the affine connection %3, transforms in a non-
tensor way compensating for the partial derivative transformation rule. From this statement it becomes
clear, that the connection still has some freedom - if we add to I'*;, any tensor C’O‘ﬁv

Faﬁ,y — Faﬂ,y + Caﬂ,y (226)

In order to fix the definition of Iy, we need to impose some constraints on it. In General Relativity
these constraints look the following way:

1) The connection should be symmetric - g, =1
2) We demand metric compatibility of the covariant derivative Vg, = 0.

This results in a very specific shape of the connection - the so called Christoffel connection:

(a4 2 1 (0%
I, =1, = 29 A (3/3% + 0v9x8 — 3xgwﬁ) (2.2.7)

where we denote Christoffel connection by 19‘/\W. It is the simplest connection possible - it can be proved,

that all the other connections can be expressed as f‘AW + additional tensor, just like we had in (2.2.6).

Let’s introduce torsion - it is now easy to see, that it corresponds to a specific choice of this C’ag,y tensor.
To deduce the shape of it, as we said, we drop the symmetric assumption of the connection, so that:

Faﬁ,y - Fa,yﬁ - Taﬁ,.y # O (2.2.8)

where To‘ﬁ,Y is called the torsion.
From here we can see derive how the C"‘m tensor looks like:
o A o
T gy = T uv t K 3 (2.2.9)
where
(e} 1 (e} « «

is called the contorsion tensor. And for the future convenience, we should also notice, that contorsion
tensor is antisymmetric in the first two indices: Kn5y = —Kpga~y, whereas the torsion is antisymmetric in the
last two indices: Topy = —Taqg-

Torsion tensor is usually divided into three irreducible components for convenience:
1) Trace vector - T = T,

2) Pseudotrace vector - S¥ = e*PHT, 5,
3) The tensor s satisfying two conditions ¢°go = 0 and eaﬁﬂ”qam =0

In terms of these quantities torsion tensor is expressed as:

11



1 1 )
TO‘B# = g <ng%u — T#g(w) — éeamws + qapp (2211)

Let’s see how all of this actually makes the theory conformal. First of all, torsion will modify the geo-
metrical quantities - for example, the most general antisymmetric connection satisfying metric compatibility
will now be given by:

A A A A PA
r,=1,,+7,"+T,," "+, (2.2.12)

It should be noted here, that, compared to GR, we only dropped the symmetric assumption about the
connection we still demand the metricity just like it is done in GR. There is no reason why we should drop
metricity as well - it would not add any benefits to our theory and would just unnecessarily complicate it.
Also, up to the precision that we can measure in experiments, metric compatibility is also a feature of our
universe, hence, we keep it in our model.

Now, inspired by (2.2.2) we can also postulate the transformation rule for this connection:

T = T g =T" 5 +6T" (2.2.13)

Now that we have a new connection, we can write down the modified geodesic equation and see how it
transforms under conformal transformation (1.0.1).

dr

do? _ dat da? (- dat A2zt -y da®daf
Wi =07 E (VA d%)_ a7 e

(2.2.14)

-0 dQI‘“ A A -a B AT
=e s + (I, + 017, 5)2%E" — 02 | =0

And now, by demanding that geodesics get mapped onto themselves in every conformal frame, we can
deduce the transformation rules for the modified connection and symmetric and antisymmetric parts of
Torsion tensor from equations (2.2.2), (2.2.12) and (2.2.14) :

0T 5 = 04080, 0T, 5 = 61,050 0T, 5" = gapd"0 — 5(,0)0 (2.2.15)

Notice, that T s transforms quite similarly to the gauge connection. If we now take a trace of it, we
will have:

Tr [T”aﬁ] =T",, =T, therefore T, — T, + 0, logf2 (2.2.16)

where = exp(6(z)). And we see, that the torsion trace transforms exactly like a gauge connection,
therefore we propose to treat it as a gauge boson of the conformal transformation. This way all the phys-
ically meaningful quantities will get mapped onto themselves in any conformal frame, making the General
Relativity conformal.

It is also interesting to notice, that when we are dealing with the torsionless GR, we do not have any
quantity, for which we can propose a transformation rule that will make it possible for the geodesic equation
to transform covariantly, whereas in the theory with torsion, we are able to postulate the transformation
rule for the Torsion tensor in such a way that it makes the equation covariant under conformal transformation.

It can be shown as well, that trace of the torsion is the only one of its irreducible components that
transforms under conformal transformations and that, as we will see, if we keep only the trace part of the
torsion tensor nonzero and put all its other components to zero, this will suffice to make the GR conformal.
And since it is usually wise to keep the number of additionally introduced quantities into the theory minimal,
we will set all the components of torsion except its trace to 0 in our calculations.

12



Bi-Scalar

The fact that torsion gives us conformality can also be easily demonstrated by using Riemann normal
coordinates and looking at geodesics equation again in these coordinates:

d2gH

T =0 =T 4loms =0 (2.2.17)

T=XT0

And again, it is not conformally invariant, since under conformal transformation dz* /dr — Q= (x)dz* /dr.
Hence, we can impose (2.2.17) in one frame, but not consistently in all conformal frames. The problem can
be solved by introducing torsion through the so called bi-scalar:

* da\ |
x(7,70) = x(x,20) = exp drT,—— (2.2.18)
o5y dr
where T}, is torsion trace again.

The reason we introduce the bi-scalar x(x,xg) is, that it gives us the notion of a geometrical scalar field,
as performing conformal transformation changes T,, — T}, + 9, log 2, such that

-1

x(x, x0) = Qz)x(x, 20)2(2) and  in all frames lim x(x,x29) =1 (2.2.19)

meaning, that y(z,xo) is indeed a scalar under conformal transformation.

It might seem redundant to see how torsion makes GR conformal in two ways, but we will need the
bi-scalar during the one-loop calculation in the Appendix B.

Using this bi-scalar, we can define a modified geodesic tangent vector as

S s da*
I = x(a, 20) 1" = x(7,70) 1~ (2.2.20)

which transforms as T* — Q(79) 'I'"* = Q(z0) " 'T* under conformal rescaling.

Using all of this together with equations (2.2.18) and (2.2.20), we can define the conformally invariant
geodesics equation:

RING
dr

that will be true in any conformal frame now. So, as we see, by adding torsion to GR it acquires the
conformal symmetry.

|t =20=0 (2.2.21)

Using Noether’s Theorem
Another way to look at the issue of conformality of GR is from the point of view of Noether’s Theorem.
We know, that symmetries in physical systems are accompanied with corresponding conserved charges

V,J!'" = 0. We can write the same condition for the Weyl symmetry in GR but in terms of the energy-
momentum tensor 7},

9" (Tpw) =0 (2.2.22)

This should hold in general, but if we calculate it, we’ll see, that g"”(T}.,) # 0, so it looks like the
symmetry is anomalous. To fix this, we can introduce the torsion into the theory. When we do that though,
the condition (2.2.22) will still not be satisfied - it has to be modified as well. It will look like:

9" (Tw) +(V,IT*) =0 (2.2.23)

Locally x(z,z0) is well defined, as there will be only one geodesic linking = and xo.

13
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Figure 2.1: Parallel transported vectors do not change if the transport direction is along their own direction,
but if the transport direction acquires an orthogonal component then the vector starts precessing along the
transport direction. The so-called Cartan staircase [16] demonstrates this feature well.

But this only holds in 4 dimensions. Let’s see why. We know, that

(Th) = R? — 4R, R* + R(,ﬁ/wRaﬁ“” = Can be shown, that this can be written as = V,V#  (2.2.24)

For convenience we denote ep = R?—4R,,, R* + Ra g, R . So, (Th) =V, VH = V, Vi—(D—4)T, V"

The effective action can be then written as W = 252 5] 4¢p where D is the spacetime dimension. IT* is then:
oW
I+ = — (D —4)VH 2.2.25
5T = (D=9 (2:2.25)

Therefore, in 4D ?HH“ = —?MV” and this means, that

(VI +TH) =0 (2.2.26)

just as it is needed. So, we are convinced again, that by introducing torsion we can introduce conformal
symmetry into GR.

2.2.1 Geometrical Features of Torsion

It is very important to mention, that it is not an accident, that conformality can be achieved by using
torsion. The idea to use torsion as a quantity that gives a theory the scale invariance can be motivated by
looking at the geometrical properties of the torsion. This can be demonstrated by doing a parallel transport
of a vector on a manifold with torsion (see Fig.(2.1)). This figure is called the Cartan staircase [16].

If the movement direction co-linear with the vector, nothing interesting happens - the vector itself stays
the same. But as soon as we start moving it in some other direction that has an orthogonal component to the
direction of the vector, it starts precessing around this direction and also gets rescaled. As a consequence, if
we decide to parallel-transport two vectors along each other to build a parallelogram, it will not close (see
Fig.(2.2)). This rescaling property is precisely the reason why it was reasonable to try torsion as an object
that would give gravity the scale symmetry.

14
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Figure 2.2: Vectors parallel transported on a manifold with torsion do not form a parallelogram - it does
not close. The ”difference with closing” is proportional to torsion (denoted by T here). [17]

2.2.2 Scalar, Vector and Spinor fields

In the previous section we saw, that introducing torsion does indeed make General Relativity conformal.
For future convenience (when we will be dealing with inflation/scalar fields + gravity and vector fields) we
should see, how different types of quantities such as scalars, vectors and also, just to complete the picture
for the Standard Model fields - spinors as well, transform under (1.0.1) and then explicitly construct the
covariant derivatives for all of them.

As we said, we proposed treating torsion trace 7}, as the gauge boson of conformal transformations based
on its transformation rule:

T, — T}, + 0,0 (2.2.27)

where 6 is the conformal transformation parameter defined in (1.0.1). And referring to the discussion
above, another way to motivate it is, that 7}, acting on vectors generates scale transformations, as a conse-
quence of parallel transport.

Based on this, just like with gauge theories, we can derive a conformally covariant derivative now. Let’s
do this for all three types of fields in our theory.

1) Scalars We base it on the fact, that the scalar field transforms as:

b —e Tl (2.2.28)
So that we get for the covariant derivative:
_ D -2
V,up = 0,6+ ﬁT*Wz) (2.2.29)

And we can also generalize this to some arbitrary W field of an arbitrary conformal weight w as:

V¥ =V, ¥+ (w, —w)T,¥ (2.2.30)

where V,, is the manifold covariant derivative (i.e. the one that guarantees the diffeomorphism invari-
ance), and wy us the geometrical dimension of ¥ - difference between numbers of it’s up and down indices,
giving us an "effective dimension” of it. E.g. if U is a (g) tensor, then wy = ¢ — p. Note however, that in
order to be able to construct %u for a given field, we should know its scaling dimension w. This is similar
to the gauge derivative of fields charged under U(1): in that case, one should know the hypercharge of the
representation, upon which the gauge derivative acts. Y, which is different for different fields - in our case,
the role of the hypercharge is played by w.

In principle we can also do the same for other types of objects like Spinors and Gauge (Vector) fields:

2) Spinors and Gauge (Vector) fields Analogously we should look at the transformation rules for
these quantities and derive the conformally covariant derivative from them:

15



Y- e 7T 0y (2.2.31)

Ay —e 704, (2.2.32)
gives us
Vo = Vb + TH,0 (2.2.33)
_ . D—4
Vidy = Vy A + T, A, = 9T, A7 + ——T,A, (2.2.34)

So that now we are able to construct an invariant theory under both - gauge and conformal symmetries,
as it should be (since the standard model should already be gauge invariant).

Covariant Derivatives

So, in the end we can classify the covariant derivatives in the following way:

1) GR covariant derivative %H:

Vu VY =09,V" +T7, ,\V* (2.2.35)
2) Covariant derivative with contorsion tensor V,:
& sA A
V=V, + K%, (2.2.36)
3) Conformal covariant derivative V,:
= VAR A D
V,=V,0", —K",, + ETM (2.2.37)

where D is the dimension of the spacetime and K /\vu is the contorsion tensor:

K, V= guwT*Va =T, V, (2.2.38)

This 37¢ covariant derivative is the one that we will be using.

2.2.3 Modified Curvatures

And to get ready for the calculations in the following chapters, let’s derive how curvatures get modified
when we introduce torsion.

Luckily, Ricci tensor and scalar have already been expressed in terms of the contorsion tensor [4]. We
start with Ricci tensor below and rewrite it in terms of torsion trace T}, = T)‘M and from there we can
already get the Ricci scalar as well.

Ry =Ry + VK, =V, KX\ + K* \K",, — K K", (2.2.39)

OO ® @

Where with overdots we denote the quantities that are built using Christoffel symbols and therefore do
not contain torsion. To rewrite this in terms of torsion trace, we use the expression of the contorsion tensor
in terms of torsion tensor (2.2.10) and torsion tensor in terms of torsion trace by using (2.2.11) and putting
all the components except the torsion trace to 0:

«@ 1 (% « «@
K By — 2( By Tﬁ v Tw B) and Top, = (Tﬂg““ o T,ﬂaﬁ) (2.2.40)
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We can now express Ricci tensor with torsion trace by plugging (2.2.40) and (2.2.10) into (2.2.39). Let’s
do this term by term. (For explicit details please refer to the Appendiz A)

(D =ViK*,, = (VAT ~ VAT, = VT, (2.2.41)
@ V,\T = V,\g T} = can be shown = <%VTM — %MTI,> (2.2.42)

similarly

@ =WaT,%, = <gW%TA - %MTV> (2.2.43)
= by analogy with @ = <g,w%>\T>\ _ %VT#> (2.2.44)

1 ) o O O [) ) o
(D)= 3 (V,,TH — VT, = 29, VAT + VT, + VVTH> = (V,,TM - viATk> (2.2.45)

So that we get:

Now the second one:

° 1
(2)=V., K, = 3 <v ™5 — -V, T, H (2.2.46)
@ = by definition of torsion trace = %VTM (2.2.47)

@ =V, T\ = .. =0 (2.2.48)
@ =V, T\, = .= V.1, (2.2.49)

So that
1 (<] ) o
(2)= (VoL + VT, ) = VLT, (2.2.50)
Now the third one:
1
(3)= K* K7, = 1 (T’\w\ — TN - T, g) (TVW -T,7,-1T, VM) (2.2.51)
Taking into account that 7% =15, also that T, AA =0 and T ’\7 = fT/\w\ = T, we get
1
(3)= 5T (T,W — Tup — Tw> =.= (THTV - T,\T>‘gw,> (2.2.52)
And finally:
1
0N _ A A A
@ =K MKA//\V 4 (T w ~ Ty =T, u) (Tﬂ//\u -1, - 1T, A//\> (2.2.53)

After some calculations we get for it:
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W)= <THT1, — T)\T)\g;w> (2.2.54)

And now we can finally assemble the Ricci tensor.

=+ D~ D+ @~ @

: . (2.2.55)
= R/,Ll/ - QVUTM - guuv)\T)\ + (T;J,TV - TXTAQ;MJ) - (TMTU - T)\TAg,“,>

giving us:

R,ul/ = ]%L;w - Z%UTH - gﬂy%)\T)‘ + 2[THTV - T)\T)‘gl“,] (2256)

and if we contract it with the metric g’“’RW = R we can get the expression for the Ricci scalar:

R=R—6V,\T* — 6T\T* (2.2.57)

This is all that we will need for our further calculations.
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Chapter 3

Inflation - What is it?

In this chapter we will discuss the basics of Inflation and Cosmological Perturbations

Note: This chapter closely follows the introduction to inflation described in [11].

3.1 Basics of Inflation

Cosmology is quite special area in physics in the sense that not a lot of experiments can be conducted -
we mainly rely on the observational data of the events that happened in the early universe. One of the most
important sources for harvesting this kind of data is the Cosmic Microwave Background (CMB) created by
quantum fluctuations in the early universe - a huge amount of statistical information is extracted from CMB
(in form of 2 or 3 point functions, for example) that allows us to draw conclusions about the early universe
and its structure.

Another very important source is the LSS. Certain processes (spoiler alert - it will turn out to be inflation)
happening in the universe stretch the early universe quantum fluctuations turning them into the classical
gravitational instabilities. These instabilities start growing by attracting and gathering matter around them,
so that eventually they turn into the Large Scale Structures (LSS) that we observe today (like galaxies, for
example). The distribution of these objects can also be studied statistically, allowing us to further constrain
the theoretical models.

So, we see, that CMB does indeed play a central role in cosmology, therefore, it would be very important
to know, what its origin is. Currently, the leading hypothesis that explains how these fluctuations were
formed and evolved in time is inflation [7, 8].

This Chapter will be devoted to understanding the basics of inflation.

3.1.1 The Metric and Dynamics of the Universe

In order to introduce inflation, we should prepare the ground. First of all, we obviously need a metric of
our universe. Based on the observational data it is reasonable to assume, that we live in a homogeneous and
isotropic universe. In this case, the most general interval that we can write for an isotropic and homogeneous
universe is the Friedmann-Robertson-Walker (FRW) metric:

dr?

1— kr2

ds* = — dt* + a*(¢) < +72(d6? + sin” 0 d¢2)) . (3.1.1)

Where a(t) is the so-called the scale factor and k is the curvature of the universe. The scale factor tells

us how fast the universe is expanding/shrinking. Introducing the scale factor is actually very convenient,
since it allows us to describe the dynamics of the universe by just a single a(t) function. The shape of a(t)
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itself also changes throughout the history of the universe depending on the type of the dominant energy’
in the universe. Therefore, to be able to study the full evolution of the universe, we should include all of
the energy content of the universe into the equation that determines a(t). This can be done by using the
Einstein Equation:

1
G, = 8nG1T),, where G, = Ry, — igWR. (3.1.2)

And based on the homogeneity and isotropy features again, we can assume, that our universe behaves
like a general perfect fluid. In this case, the energy-momentum tensor will have the following shape:

T = (p + p)uru, —p o). (3.1.3)
Besides the scale factor, there is another very important parameter in Cosmology (it is actually built
using the scale factor) known as the Hubble Parameter - H:

a
H=-. 1.4
: (3.1.4)

Based on the sign of the Hubble Parameter we can determine, whether the universe is expanding or
collapsing - it is expanding if H > 0 and collapsing if H < 0.

Employing Hubble parameter, Einstein equation (3.1.2) can be written as two coupled, non-linear ordi-
nary differential equations:

LN 2
a 1 k
H*=(=-) =Zp— —, 3.1.5
(2) -3 = (3.1.5)
and .. 1
H+H2:%:—6(p+3p), (3.1.6)

where overdots denote derivatives with respect to physical time ¢. These equations are called Friedmann
equations. They explicitly connect the matter density/pressure to the scale factor.

By combining these two equations, we can derive the conservation equation for the energy-momentum
tensor:

d
L+ 3H(p+3p) = 0. (3.1.7)

We also introduce the equation of state parameter w:

SRS

w (3.1.8)

This allows us to solve the Friedmann equations (3.1.5), (3.1.6) (together with (3.1.7) conservation equa-
tion) conveniently for the scale factor (i.e. evolution of the universe) in different regimes determined by w
(the energy content of the universe):

a(t) o 2305 i w £ 1,
ettt if w=—1.

Since, as we said, we have several different types of the energy/matter contents in the universe, when
we refer to the density and pressure in the Friedmann equations, we should sum the contributions to these
quantities from all the contents. To make it clear, let’s say we have e.g. 2 significant energy sources in the
universe, each one of them has its own energy density - in this case, the full energy density that we put in
the Friedmann eqaution is given by the sum of these two densities. And the same applies to the pressure as
well:

p=X",1p; and p=X1 4 pi. (3.1.9)

1By the dominant energy we mean, that the universe can be dominated by either matter, radiation or a cosmological
constant, for example. This becomes clear, if we think about the history of the universe - at first, when the size of the universe
was extremely small and therefore the temperature was very high, we had the a lot of radiation and by far the largest amount of
energy was concentrated in radiation. Though, due to the different scaling of radiation and matter energies with the scale-factor,
the universe switched from the radiation dominated era to a matter dominated one some time later.
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3.1.2 Introducing Inflation - WHY?

Now that we have enough knowledge about the metric and dynamics of the universe, we are ready to
ask a question: why do we need in introduce inflation? Isn’t it fine, if we just assume, that there was a ”Big
Bang” and then the radiation domination era, that transitioned into the matter dominated one and then the
dark-matter/cosmological constant dominated one? It turns out, that this straightforward approach does
not allow to solve some of the major problems in Cosmology convincingly. This served as a motivation to
introduce the theory of inflation.

Let’s now discuss these problems first and then we’ll explain how inflation solves them.

Horizon Problem

In order to understand the idea of this problem better, we should introduce the notion of comoving
horizon or, alternatively - causal horizon:

toay ¢ da a 1
= — =/ = = Ina( — 11
= [ =, e /od““(aH>’ (3.1-10)

Intuitively the causal horizon 7 is the maximum distance a light ray can travel between time 0 and time
t. Through (3.1.10) the comoving horizon can also be connected to the so called comoving Hubble radius
(aH)~™1, which is another important quantity. From the point of view of an observer (at a given point in
time) it can be conceptually interpreted as a boundary, that connects two regions - in one of them, inside
the comoving Hubble radius, the particles are moving slower than the speed of light relative to the observer,
whereas in the region outside of the radius, they are moving away faster than speed of light away from the
observer (important thing to note here, is that these particles are not actually moving faster than speed of
light on their own - the distance between particles and the observer does indeed increase faster than the speed
of light, but this happens due to the rapid expansion of the metric itself). For a universe with parameter w
we will have

(aH)"' = Hgla%(p“?"“). (3.1.11)

This allows us to see, why the comoving Hubble radius is so important for the analysis: its behaviour is
determined by the sign of (14 3w). The important point to notice here, that in case of the conventional Big
Bang model, (aH)~! grows monotonically and we get for the comoving horizon 7,

7 oc qz(143), (3.1.12)

In intuitive words this means, that the fraction of the universe in causal contact increases with time. This
implies, that we see new patches of the universe entering our causal horizon and most importantly, that these
patches have always been outside of this horizon before - so they never communicated with each other before.

If we look at the CMB structure, though, we will see, that these new patches have strikingly similar char-
acteristics statistically, meaning, that despite the fact that they have never communicated before to come
into an equilibrium with similar characteristics, they still have this feature. Of course, it can be argued, that
this can still be achieved and this is true, but for this we would need to fine-tune the initial conditions very
precisely and this does not look like a convincing physical theory.

Flatness Problem

Another issue is the flatness problem. If we look at the Einstein equation, we see, that the matter and
spacetime influence each other - matter modifies the structure of the spacetime and modified spacetime
backreacts on the matter. The interaction between spacetime and matter is actually dynamical, meaning
that it can transport energy as gravitational waves, for example. All of this makes it very suspicious, that
the spacetime is so well approximated with a flat metric.

To demonstrate, how skeptical we should be about this approximation, let’s have a closer look at the
Friedmann equation (3.1.5).
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If we define

_ pla) — 2
Qa) = —_— crit\ Q) = 3H (a 5 3.1.13
(a) - perit(@) (a) ( )
(where perit is the (critical) energy density for the universe to be flat), then the Friedmann equation can
be written as

k
1-Q= GHT (3.1.14)
It is important to note, that (a) depends on time and since in the standard Big-Bang model the inverse
of the comoving Hubble radius (aH) decreases with time (meaning that the comoving radius itself grows),
from (3.1.14) it becomes clear, that |2 — 1| diverges with time. This implies, that @ = 1 is an unstable
condition. But ©(ag) ~ 1 corresponds to a flat universe, therefore the observed flatness of the universe today
requires us to fine-tune 2 extremely close to 1 in the early universe.

Again, as with the Horizon problem, it is important to note, that both of these problems can be addressed
within the framework of the standard Big-bang model, but since this requires very finely tuned initial con-
ditions, it is highly improbable, that Big-Bang model is a complete theory.

On the other hand, as we will now demonstrate, if we introduce a period of inflation into this model,
then both of these problems get solved simultaneously and very elegantly.

3.1.3 Inflation

It is very interesting to note, that if we pay a closer attention to the above problems, we will see, that
they have one thing in common - in both cases, the issues arise because of the fact, that the comoving Hub-
ble radius is strictly increasing in case of the standard Big-Bang model. The main idea of Inflation in this
context is simple, yet beautiful - we simply assume, that there was a period in the history of the universe,
where the behaviour of the comoving Hubble radius was decreasing.

General Idea

To better grasp the intuition behind inflation, let us recall how the comoving horizon we defined as a
logarithmic integral of the comoving Hubble radius in (3.1.10):

T:‘/Oadlna(ai{) (3.1.15)

It is important to notice, though, that there is a subtle difference between the notions of the comoving
horizon 7 and the comoving Hubble radius (aH)~!.

7 - If particles are separated by distances greater than 7, they never could have communicated with one
another.

(aH)~1 - If they are separated by distances larger than (aH)~!, then they can not communicate with
each other now.

The fact that there is a difference between these notions is what makes it possible to solve the horizon
problem - it allows us to assume, that 7 is indeed much larger than (aH)~! today ( meaning that the patches
that entered the horizon can not communicate now), but this has not always been the case, therefore the
patches could have communicated in the past, allowing them to reach a shared equilibrium, therefore giving
them the same statistical properties. (See Fig. (3.1))

This can be clearly seen from the (3.1.15) expression, if we assume, that the comoving Hubble radius
was much larger in the early universe than it is today (in this case 7 would get the largest contribution
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Figure 3.1: [11]
Left: Evolution of the comoving Hubble radius
Gomovine in an inflationary universe. ” During inflation,
the comoving Hubble sphere decreases in size
and starts expanding after inflation. Inflation is
Inflation Hot Big Bang therefore a mechanism to ‘zoom-in’ on a smooth
sub-horizon patch” [11].
Time [log(a)] Right: Timeline (evolution) of scales.
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from it in the past). Basically, we resolve both of the issues by demanding a period when the Hubble radius
was decreasing and Inflation gives us that, since during Inflation a(t) grows exponentially, whereas H stays
approximately constant, meaning that during inflationary period, the Hubble radius does indeed decrease.

Now that we know the general idea of Inflation, let’s actually check whether the problems can indeed be
solved conveniently:

Flatness Problem -+ Inflation

To address this problem, we should look at the Friedmann equation (3.1.5). We clearly see, that if we
decrease the comoving Hubble radius, this will result in ”a flatter universe” rather than the other way
around. This will obviously solve the problem, since the 2 = 1 basically turns out to be an attractor point
during inflation.

Horizon Problem + Inflation

Let’s think what would be the results of a decreasing comoving horizon - based on the intuitive definition
of the comoving horizon it becomes clear, that parts of the present universe, that are coming into the hori-
zon today and some that are still outside of it, were inside the horizon before inflation (See Fig.(3.1)). This
directly implies, that these patches were in a causal contact before inflation hence, as we said above, this
would result in an information exchange that allows these patches to acquire similar statistical properties
back then. Though, later, due to the presence of inflation, they were pushed out of the horizon and, of
course, lost the causal contact with other parts.

So, we clearly see, that assuming an inflationary period in the standard Big-Bang model, the uniformity
of the Cosmic Microwave Background gets demystified and elegantly explained.
Conditions for Inflation

In general, there are numerous ways to write an equivalent mathematical definitions for Inflation. We
will only present two of them below.

1) Accelerated Expansion

From the relation
d —a
Z(aH) ! =
a0 = L

it is evident, that a decreasing comoving Hubble radius implies the accelerated expansion, where the
acceleration is given by:

(3.1.16)

d2a

2 >0 (3.1.17)

2) Negative pressure
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Accelerated expansion condition can also be translated in terms of conditions on the energy-momentum
tensor. For this we put d@ > 0 in equation (3.1.6) to get:

1
p < —3P (3.1.18)

Implying, that accelerated expansion of the universe is equivalent to the condition of having a negative
pressure.

And for further convenience (we will exploit this in the end of the thesis), we can also rewrite the first
definition (3.1.17) in terms of Hubble flow parameter derivatives:

H

P
- =H*1- h =-—— 3.1.19
" (1 —¢€1), where € 72 ( )
This gives us another definition for inflation - now in terms of e:
__H _ d(m) (3.1.20)
AT THE T AN -

where we introduced N - the number of e-folds: When inflation was introduced, as we said, the intention
was to cure cosmological problems and in order to do so, one of the requirements for inflation was to expand
the universe at least 50-60 e-folds, meaning that the universe should have expanded ~ e times for the
theoretical predictions to be in accordance with the experimental data. The number of e-folds is defined as:

dal . d
=gy =

dN = T a e d(In(a)) = N =1In(a) = a=¢" (3.1.21)

3.1.4 Inflation as a scalar field

The most common way of treating inflation is from the the particle physics point of view - in the simplest
models of inflation we treat it as a single scalar field ¢ - the inflaton, which, as we could have guessed from
the name, drives inflation. The choice of scalar field is not accidental - according to measurements of CMB
fluctuations, they are isotropic, therefore there should not be a preferred direction and if we had treated
inflaton as a vector or tensor field, we would obviously have introduced a ceratin direction into the problem,
which would contradict the experimental data.

We can write the action for this scalar field (in this case it’s minimally coupled to gravity):

S = /d4xﬂ[;R + %g“”éﬂgbauqs — V(¢):| = Sen + Sp. (3.1.22)

The potential V(¢) describes the self-interactions of the scalar field. So, scalar fields serve as matter fields
in this action and we should therefore derive the expression for the energy-momentum tensor for it:

_ 2 6Sy 1 o
T,uy = *7;_—.9 (59”” - p¢au¢ — Guv (2804(7258 ¢ + V((Zﬁ)) (3123)
And also, the EoM for the field itself is:
0S 1
=2 _ 9 (V=g0"®) + Vs =0 (3.1.24)

N
If we now choose FLRW as the metric and use the cosmological limit, where we treat the field as
homogeneous (so it becomes only time dependent ¢(t,x) = ¢(t)), then the energy-momentum tensor will
look like that of a perfect fluid

—-p 0 0 O

v 0 p»p 0 O
"= 0 0 p 0 (3.1.25)

0 0 0 p



where

p= %q’s +V(9) (3.1.26)
p= %a'ﬁ V() (3.1.27)

From here it can be shown, that the equations that govern the dynamics of the homogeneous scalar field
in and the spacetime have the following shape:

. . 1/1-
¢+3Ho+Vy=0 and H?= 3 <2¢>2 + V(¢)>. (3.1.28)

From these equations it becomes clear, that the main parameter defining the dynamics of inflation is the
potential, so each potential corresponds to a different model of inflation.

3.1.5 Slow-Roll Inflation

In cases when we treat inflation as a scalar field, apart from having different models defined by different
potentials (as we just said above), within each model we can also have different styles of inflation such as
slow-roll, ultra slow-roll, etc. The style can be defined by parameters such as friction, single-field or multi-
field inflation (where instead of having only 1 field we can have 2 fields, for example and one of them can be
responsible for making the other field to roll down the potential slowly, even when the potential itself can
be steep (e.g. Hyperinflation, where centrifugal force coming from one field can slow down the other field
to achieve a slow-roll inflation in case of a steep potential)) or some other parameters. In this section we
discuss the most common and successful (at least so far) type of inflation - the slow-roll inflation.

As we saw in (3.1.19), when we have a homogeneous scalar field, it will accelerate the universe in the
following way:
-—=—= 3p) = H*(1 — h == 1) ===
S = (o) = HE(1 - 1), where 6 = S(w+1) = 2o
We will now call €; the slow-roll parameter. The reason for this name is that since we need an exponential
expansion during inflation, it happens only in the limit where e, — 0, which implies from (3.1.28) that

(3.1.29)

P < V(o) (3.1.30)

meaning, that the velocity of the field rolling down the potential is small - for this reason, we call this

kind of inflation a slow-roll inflation. Though, it should be noted, that the accelerated expansion can be
kept for a long enough time only if the second derivative of ¢ is small enough

¢? < [3HQ|, 105V ()] (3.1.31)

And this means, that the second slow-roll parameter €5 should be small as well

é 1 de

and the condition is |es] < 1, so that € does not change too fast with each e-fold.

Using number of e-folds we can also write a universal formula for any slow-roll parameter:

d1n(len 1
%, n>0 and = (3.1.33)

This will give expressions for any slow-roll parameter through Hubble constant. For the first two it will
be:

€Ent+1 =
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€1 = 7@ and €9 = 75 (3134)

So, to have a slow-roll inflation, the following conditions have to be satisfied:

€1, |€2‘ <1 (3135)

So, the usual slow-roll potential looks the following way: (See Fig.(3.2a)) and we see that it is very flat
for long enough time to make the universe expand enough number of e-folds and then, when the field starts
rolling down the potential, e; becomes of order 1 and inflation ends. After this, since the field dynamics has
the Hubble friction term, it looses energy and this energy is transfered into the environment, making the
universe heat up - this period of oscillations around the minimum of the potential until the whole energy of
inflation is given away is called reheating.

An alternative name for the slow-roll parameters written in terms of Hubble parameter H are geometrical

slow-roll parameters (since as it is clear from this name, they are defined using solely geometrical quantities)
or Hubble flow parameters.

Small- and Large-Field Inflation

During the single field Slow-Roll inflation, depending on the initial conditions for the field we can also
have 2 cases - the big and small-field inflations.

Small-Field Inflation
In this case the field starts at |¢| < M, values in the instable equilibrium and due to quantum fluctu-
ations gets displaced from it and starts rolling down to the minimum of the potential - non-zero vacuum

(see.Fig 2 [11]). This kind of scenario is usually seen in models involving Spontaneous Symmetry Breaking
phenomenon (like we will have in our model). (See Fig. (3.2a))

Large-Field Inflation

In large-field inflation the field starts rolling from |¢| > M, towards the minimum of the potential, which
is usually situated around ¢ = 0, from the large initial values. (See Fig. (3.2b))

V(9) V(p)

A 5 i

\

\

PcMB Pend reheating - G’h:u‘d PCMB
- - >
A¢ Ag
(a) (b)

Figure 3.2: Small- and Large-Field Inflation [11]
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Figure 3.3: Cosmic Microwave Background [10]. The key observation is, that the inhomogeneities were small
- this allows us to treat them as linear perturbations around the homogeneous FLRW background

3.2 Cosmological Perturbations

The treatment that we used the previous section was completely classical. In this section we will already
include quantum effects that arise during inflation, since this is the actual source of slight inhomogeneities
in the Cosmic Microwave Background that we observe.

If we simply find the solution of (3.1.28), we will see, that the whole universe will expand in the same way,
therefore we will get a perfectly homogeneous universe if we start with FLRW metric. This is of course not
realistic - in real universe we have inhomogeneities in form of Large scale structures and CMB (see Fig.(3.3)),
for example. It becomes possible to predict these inhomogeneities if we include quantum fluctuations into
our problem: quantum fluctuations are local and might slow down or accelerate the rolling down of the field
on the slope of the potential (Fig.(3.2a)) and (Fig.(3.2b)), resulting in different expansions of different local
regions of the universe - some regions stay dominated by the potential for longer time than others. This can
be seen in the CMB (see Fig.(3.3)).

Additionally, these inhomogeneities induce relative density fluctuations in the universe and overdense
regions will start attracting matter from the regions around them and hence growing. This can explain the
Large Scale Structure existence in the universe.

3.2.1 Linear Perturbations

In order to study the structure of the universe properly, we have to include these effects of quantum
fluctuations in our model. Luckily, based on the observation we can assume, that these inhomogeneities are
so small, that we can treat them as linear perturbations around the homogeneous FLRW background. This
simplifies their study significantly. If we denote all the main quantities (metric g,, and matter fields T},
such as ¢, p, p and so on) collectively as X (t,x), then we can separate the background and fluctuation parts.
The background part will obviously be only time dependent, whereas the fluctuations part will also depend
on the position in space:

X(t,x) = X(t) + 6 X (t,x) (3.2.1)
where X (t) is the background value of the field and X (t,x) is the fluctuation.
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3.2.2 Gauge freedom

We should be very cautios here, though - this split (3.2.1) of the main quantities into background and
perturbative parts is not unique - it depends on the coordinate choice. If we are not careful, we might
introduce fictitious perturbations into our problem, which enter the problem only due to the choice of the
coordinates and are therefore not physical.

To avoid these issues, we should consider a full set perturbations that includes both - metric and matter
perturbations. In this case, by using gauge transformations like we did above with time, we will be able to
trade matter perturbations to metric ones and vice versa.

Another, more convenient, way of dealing with these subtleties is to use the gauge-invariant quantities,
that we can build using specific combinations of perturbations.

3.2.3 SVT Decomposition

Another very convenient method to simplify the treatment of the cosmological perturbations is the SVT
(Scalar-Vector-Tensor) decomposition. In some sense we are lucky that our universe can be assumed to be
spatially flat, homogeneous and isotropic with a very good precision - without the symmetries associated
with these properties (such as spatial or time translations and rotations) it would not be allowed to decom-
pose the perturbations of matric and stress-energy tensor into independent scalar, vector and tensor parts.

This decomposition becomes especially convenient in the Fourier space:

X (t) = / B X (1, x)e* (3.2.2)

and it can be proved [11], that at linear order, the translational symmetry of perturbation EoM-s allows
us to treat each Fourier mode individually - this is incredibly convenient, since we can just take a single k
Fourier mode and study only its evolution without having to take into account any other modes. For example,
we can see when it leaves the Hubble horizon (the condition for that is k = aH) and when it re-enters it again.

A similar argument applies to the rotational symmetry. We can consider rotations around a single mode
k:

SXi(t) = ™Y Xy (1) (3.2.3)

m is called the helicity of the perturbation. For scalars it is equal to m = 0, for vectors m = 41 and
for tensors m = £2. (3.2.3) allows us to treat scalar, vector and tensor perturbations independently as well
(again, at the linear order and again, for the proof please refer to [11]).

So, all in all, (3.2.2) and (3.2.3) significantly simplify the treatment of cosmological perturbations by
allowing to treat each Fourier mode k and each type of the perturbations separately (at linear order).

Let’s actually have a look at specific FLRW examples of this treatment in the sections below.

3.2.4 Metric Perturbations

We split the metric and the inflaton into homogeneous background and quantum perturbation parts:

o(t,x) = o(t) + dop(t,x) (3.2.4)
g/w(tyx) = g/w(t) + 5g,w(t, X) (325)

We can now employ the SVT decomposition, so that we get for the invariant interval:

ds* = g, dz*da? = —(1 + 2®)dt? + 2aB;dz'dt + a*[(1 — 2W)6; ; + F;;]da'da? (3.2.6)
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where

B, =8;B—S; where 8;S° =0 (3.2.7)
Eyj = 20i;E + 20 Fj) + hy; where 9;F" =0 and h{ = 0'h;; =0

and ® and ¥ are the scalar perturbations. Things also get simplified by the fact that the vector pertur-
bations decay, so we can simply ignore them.

Now we should have a look at gauge transformations to see, how these components of cosmological per-
turbations transform under them and then using these rules we’ll construct the gauge invariant quantities
later.

Tensor fluctuations turn out to be gauge-invariant, but the scalar ones transform under the gauge trans-
formations

7 i (3 2 E)
T — 1'71 + 15 ngj
m the fOll()Wlng Way.

P —P—a
B—)B—i—a_la—aB
E—FE-p

U —- U+ Ha

(3.2.10)

Note: Under the (3.2.9) transformations the ds? interval stays invariant.

3.2.5 Matter Perturbations

During inflation the main contribution to the energy-momentum tensor comes from the inflation itself.
Therefore, after inflation the perturbations to 7}, will look like

Ty = —(p +dp)

T = (p+ pav;

Ty =—(p+p)(v' — B')/a
T; =68 (p+6p) + 2

(3.2.11)

and again, the tensor X% is gauge-invariant, whereas the scalar quantities like the density, pressure and
momentum density ((dq); = (p + p)v;) transform like

dp — dp — pa

§p — 0p — pa (3.2.12)
6q — g+ (p + pax
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3.2.6 Constructing Gauge-Invariant Quantities

Now we have enough information to start constructing gauge-invariant quantities. Using (3.2.10) and
(3.2.12), we can combine some quantities to get a gauge-invariant combination. The first one is the curvature
perturbation of uniform-density hypersurfaces [18]

H
=T+ ?tgp (3.2.13)

This quantity can be interpreted geometrically as a spatial curvature of the constant-density hypersur-
faces. We can also define the adiabatic matter perturbations (another gauge-invariant quantity) - they
satisfy:

OPen = 0p — 26,0 (3.2.14)
p

In the single-field inflation, that we will be treating in our model (3.2.14) condition is always satisfied.
When this condition is satisfied, (x has a very important feature - it does not evolve outside of the Hubble
horizon (i.e when k < aH is satisfied). In a spatially flat gauge ¢ perturbation is the dimensionless density
perturbation %5p/(ﬁ—|—;5). Therefore ¢ can be connected to the CMB and LSS fluctuations and hence, as we
promised in the introduction, these fluctuations will be conserved outside of the causal Horizon, preserving
the information about the primordial spectra.

Another very important gauge-invariant scalar is defined in the following way:
H
R=¥+ ——dq (3.2.15)
p+D

where §q is the scalar part of the 3-momentum density T = 0;0q. R is called the comoving curvature
perturbation and can also be interpreted geometrically - it shows the spatial curvature of comoving hyper-
surfaces (constant ¢).

Interestingly enough, ¢ and R are equal on superhorizon scales (k < aH) [11]. Following the common
trend, we will use the power spectrum of R to compare theoretical predictions of our model to the experi-
mental data.

3.2.7 Power Spectrum and Spectral Tilt

Obviously, the data that satellites harvest about CMB and LSS is statistical, therefore we need to employ
statistical methods to study it. The most important statistical property of the scalar perturbations is the
so-called power-spectrum of R - it basically measures the importance of each k mode in the perturbations.
It can be expressed in the following way:

(RxRi) = (27m)%6(k + k') Pr (k) (3.2.16)

where the expectation value means the ensemble average of the fluctuations. To better see the clumpiness
of cosmological perturbations around k, we also define a dimensionless power spectrum:

k‘3
A2=AN% = ﬁPR(k) (3.2.17)
It is also often written in the following way for convenience:
k ng—1
A%(k,t) = A, (k) (3.2.18)

This makes it easier to study the scale-dependence of the power spectrum. We call the parameter that
controls the scale dependence the scalar spectral tilt n,:
dA2
dIn(k)

ns—1= (3.2.19)
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where the scale-invariant power spectrum corresponds to n; = 1. We can also define the scale-dependence
of the ng itself:

dng

(3.2.20)
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Chapter 4

Our Model

In this chapter we will discuss how we choose the starting action for our model and how
we make it more convenient for inflationary studies by switching to the Einstein Frame

4.1 Determining the starting action

Now we are ready to start building our model of inflation. First of all, we should determine the starting
action. For that we need to put some requirements on it - it should

1) Be general for any curved spacetime

2) Have conformal symmetry

3) Be a gravitational action with scalar fields

4) Should be renormalizeable (perturbatively)

5) Contain all the possible terms that satisfy the above conditions

Each one of these conditions is achieved as follows:

1) This is done in a standard way by keeping the terms Lorentz covariant and adding \/—g to the measure

2) We modify quantities with torsion as explained in Chapter 2 and make the scalar couple conformally
to gravity

3) We should include a conformal term ~ R, so that it can later be turned into the Hilbert-Einstein
term %MZ,R. We also add the kinetic term for scalar fields ~ (V¢)? and finally the self-interaction of the
scalar fields, which should be proportional to ~ ¢*, since otherwise it will not be conformal - it will have a
dimensionful coupling constant that violates the scale symmetry

4) To achieve renormalizeability, the action should contain the terms that will be able to absorb all the
quantum corrections coming from the perturbative expansion of the action. This is done in Appendix B and

we discover, that other conformal terms like ~ R? should also be included in the action !

All of this leads us to the following starting action:

S = /d%\/?g(aRz’ + %(%)2 + B¢*R — Z¢4> (4.1.1)

1In general, we should also include the Weyl terms ~ wa into the action, but since they violate the unitarity and there is

currently no consistent method of dealing with this, we choose the coefficient in front of this term to be 0
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4.2 Switching to Einstein Frame

4.2.1 Einstein and Jordan Frames

In theories of gravity, depending on the task that one wants to accomplish, the action can be written in
different conformal frames for convenience. Switching from one frame to another one is done by performing
a conformal transformation. All of them, except one specific frame, are called Jordan frames. That one
special frame is usually called Einstein frame [20].

The action that we motivated above, is written in the Jordan frame:

S = /d4x\/jg(aR2 — %(%)2 + BH*R — qu‘*) (4.2.1)

And we would like to rewrite it in the following way:

S = /d4xm(;M§R - %(W)2 - V(¢)> (4.2.2)

This is the shape that the action has in the Einstein frame. Each of these two frames have their respective
advantages and disadvantages. Let’s briefly discuss them.

First of all, our starting action (4.1.1) is written in the Jordan frame. It is clear, that motivating the
action shape is much easier in the Jordan frame - one of the reasons is, that, in general, we have no idea
how the V(¢g) term will look like, therefore we can not impose the above conditions on the action in the
Einstein Frame (EF).

Another advantage of Jordan Frame (JF) can again be traced back to those conditions: in JF the con-
formal symmetry of the action is explicit. This is not the case in the EF, since we fixed the gauge, so the
symmetry is now hidden.

And finally, we can calculate the quantum corrections in the JF much easier than in EF. And the results
of this calculation (see Appendix B) turn out to be very important, as we saw, to actually complete the
shape of the starting action. Besides, at the end of this section we will see another interesting result coming
from quantum corrections.

As to the Einstein Frame, it is way more convenient for studying the inflationary properties of the model
- it allows us to separate the canonical kinetic terms, Hilbert-Einstein part of the action and the potential
of the scalar field explicitly. Studying the shape of the potential will reveal the inflationary properties of the
model (this will be discussed in Chapter 5).

4.2.2 Einstein Frame

Let’s actually bring the Jordan action to the EF shape. Since our action is conformal, we can not apply
the usual strategies of going from JF to EF (in non-conformal actions we simply transform them conformally
in such a way to make the shape look like the EF shape). Our strategy will be to use the Lagrange multiplier
method, that allows us to expose all the dynamical degrees of freedom and by fixing the gauge appropri-
ately we can achieve the shape of the action like (4.2.2), which will be the on-shell (clasically) equivalent
action to our initial one.

To get a better idea of this method, we can briefly discuss a simple example:

S = /dt(dcz +9%) (4.2.3)
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In this case, the equations of motion for these fields are given by & = 0 and §j = 0. But if we now add
the Lagrange multiplier, we can force the solutions to behave in a certain way. For example, we can force
them to stay on a circle by adding the following multiplier:

S = /dt(a‘c2 + 2+ Mz + 92 — R?)) (4.2.4)

where R = const is the radius of a circle. From here we can derive the EoM for A\ and it will be a
constraint equation:

0S
—_— = 0 = xZ + y2 = R2 (42.5)
oA

which will force x and y to stay on a R radius circle, since x = Rcosf and y = Rsinf. And then we will
have to plug this back into the action to rewrite it as a function of # and then by deriving the § EoM we

will get the final solution for # and therefore for = and y.

The main result of this multiplier is that it allows us to add a constraint equation to the system. Let’s
see how this can be used in our case now.

We employ this trick in such a way, that we will get rid of the explicit R? term by hiding it in the
Lagrange constraint part. Though, for this purpose we have to introduce an additional scalar field and this
will be the cost of using this trick - instead of 1 inflaton ¢ field we will have 2 fields now - ¢ and (, but we
will not loose any dynamical information anymore by going to the Einstein frame, just as we need.

The action will now look the following way:

5= [dtavg (a& — S(V0) + B6°C ~ 56" + (R - 4)) (4.2.6)

where we have introduced (¢ field and w is the Lagrange multiplier that will force ¢ to be equal to R with
the constraint equation, so that (4.2.6) is equivalent to (4.2.1). It might look surprising, that we have moved
from the action with 4 derivatives acting on metric to an equivalent action with only 2 derivatives acting on
metric. The reasons for this is, that in some cases, when we rewrite an action into an equivalent but more
convenient form for some purposes, some properties of it are not so explicit anymore, despite the fact, that
they are still contained in it.

We see now, that we have 3 fields ¢, ¢ and w, instead of 2 that we were anticipating. The reason is, that
to make the constraint equation work, we need a temporary field {, for which we will now get the EoM, then
solve it and plug the solution back into the action, so that we are left with 2 fields that we want to have - ¢
and w.

Let’s get rid of (. The EoM will be:

5S s a_ _ B —w?
5?_0 = 200+f¢ —w'=0 = (=-—p— (4.2.7)

and now we plug this back into the action to ged rid of { presence there. We get:

S = /d4x\/jg<(ﬁ¢24_W2)2 — %(WS)? - ﬂas?%;wz - 2& +w2<ﬁ¢2_w2 + R)> (4.2.8)

« 2

And demanding the invariance of the action with respect to a conformal transformation, we can deduce
the transformation rule for w: w — Q 1w,

For convenience we could also group some terms in the action:

S:/d4x\/jg[ﬂ¢22;w2 (5(}522_(,02 _Bd)Q_'_wz) o %(?¢)2_ 2¢4—|—w2R:| (4_2.9)

or simplified:
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s/ d‘*:cf—g[— S(V9) = 29" -
If we now split the torsion trace into the longitudinal and transverse parts, it turns out, that due to
conformal symmetry, the latter is not dynamical (it is simply not sourced), hence we can put it to 0 and
retain only the longitudinal part of the torsion trace. T, — 0,0(x). Taking into this account and writing

out the covariant derivatives explicitly, we arrive at:

A 2 2\2 ~
S = /d4x\/jg[ - 24— w +w?R - %g‘“’ (3#(;5 + qsaﬂa) (ayqs + qsaya)} (4.2.11)

And we are now ready to bring this action to the Einstein form by fixing the gauge - choosing a specific
form for w, such that w?Rg term turns into %MERE. This is very simple to do and we get:
2w M?

— — 1 —
2 = p = h 1 = 7M2 2: J 42.12
w’R 2012 R = should be 5 SR = w ( )

Under such a gauge fix the action becomes:

M2 2
Bo? — p) 2
A < 2 M= _
S = /d4a:~/—g { — Z¢4 B P— + TPR — %g‘“’ <8u¢ + (baua) (&,qb + ¢8Va>} (4.2.13)

So, we have successfully arrived at the Einstein frame action by using the Lagrange multiplier trick, that
allowed us not to get rid of any derivatives of the metric, hence, preserving all the dynamical information of
the system. The price, however, was the introduction of a second scalar field, that manifests itself in terms,
that contain 0,0.

Now in order to be able to judge the inflationary properties of the system, we should bring this action
to the canonical form, meaning, that the mass term and both of the kinetic terms should be brought to the
canonical form. Luckily, one of them, for ¢ is already in the canonical form, so we should take care of the
other one now.

The kinetic term for o comes from the curvature term - to have the de Sitter background, we need to
have MZ?R and when we write out R explicitly, we see, that it contains this R and torsion parts as well that
can be written as 0,0, giving us the second kinetic term:

M2R=M2?|R— 6V \T* —6T\T*| — MZR=M> [13? - 68,\08AU}
where we dropped the 6V AT term from the action, because it is a full derivative.

Thus we get for the other kinetic term 76%M38#03“0. To normalize it canonically, we introduce a new

field ¥ = V6M,0o and 9,% = V6M,d,0 = 0,0 = \%ﬁp' This gives us

1 1
—6§M§8#08“0 = —50uX0"X (4.2.14)

Let’s put this back into the action and see what we get:

(0,0~ 5(00)" — 56"~
(4.2.15)

2
206¢ — M2> ;
_ ( P o l(a#X)z(vbQ _ g,u,u(b

16 2 6M?

0, X0, ¢
VoM,
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This turns out to be an important result. To understand this better, we should have a look at the
field-space metric of this action (4.2.15).

[
VoM,
Gry = (4.2.16)

¢2
Vo, T w@ne

where ¢; = (¢, x) and I =1,2.

4.3 Diagonalizing the Field-Space Metric

Now we would like to study the inflationary properties of the model. For this we need to simplify the
action to the standard form, to which standard approaches of finding an inflationary solution can be applied.
For this purpose we will now diagonalize the field space metric.

GIJd¢2+d>22(1+ ¢ > 2¢ ———dxdé¢ (4.3.1)
6M2 ) VoM,
To diagonalize this metric, let’s define a new variable:
X=X+f(¢) = dx=dx+ f'(¢)do (4.3.2)
From here we get:
dy =dx — f'(¢)d
X =dx — f(¢)d¢ (433

dx? = dx® — 2f'(¢)dxdé + f'(¢)*de?

Plugging these back into (4.3.1), we get:

2
— 42 2 _9 1 ¢
J=d¢ +dx( ) (o dd¢<+6M§ +
y (4.3.4)
1 (6)2d 2( 4 _ (H)db?
0706 (1+ 5575 ) + Smedvdo - o o)do
And now we want to choose such a form for f(¢) that it kills the mixed term:
2 2
2 _2(0) (1 " 63}) —0 = f(d)= P (435)
: : v, (1+ )
This will give us:
2 2402 2 262d b2
Grr=d? + a1+ -2 )+ ¢7d¢ (i O 2ot
602 2 602 ) 2
(\/6Mp(1 + wg>> 6Mp\ 1+ a2
a6 5 (4.3.6)
_ 2
= + (1 + 6M2)dx
L+ 6M2 P
So that we have a diagonal field-space metric:
1
— 0
YT L
Gry = (61p)2 2 (4.3.7)
0 1+ @mige
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For an even more convenience, we should also canonically normalize the kinetic term of ¢. For this we

employ a field-redefinition:

on:

B
s [ devao.0r(— (fop>2> (135)

=(0uv)?

so that
1
(Oup) = (0n9) D (4.3.9)

1+ @,y

1
b= [dp |—— (4.3.10)
/ L+ @iy

) = v/6M,, arcsinh (ﬁ(iw ) (4.3.11)
p

getting rid of derivatives, we get

which gives

and

¢ = V6M, sinh (\/g;wp) (4.3.12)

We can plug this back into (4.3.6) to finally get the canonically normalized metric for the scalar field:

Gy = d? + cosh? (w) dy? (4.3.13)

Where we used that 1) = \/616\/1 and 1+ Sinhz(\/am ) = cosh® (1;)

All of this now gives us the canonically normalized action that will be our main working action from now

M2, 1 1 N
S = / d*zv/—g [;R — 5(0u0)? = 5 cosh® <¢) (Bu%)? — V(q/})} (4.3.14)
Where the potential has the following shape:
1 5\ _ M4 5 2
V) == {4(6M5)251nh4 (w) +2 (125 sinh? (w) - 1) } (4.3.15)

where for further convenience we pulled o out of the brackets and defined A=l

4.4 Analyzing the Potential

Let’s take a moment here to understand, what we derived.

We started with an action with 2 scalar fields - inflaton ¢ and torsion y. We worked on this action to

significantly simplify it and in the end we arrived at the (4.3.14) action, that can serve as a model of a
two-field inflation.

The interesting part about this simplified (i.e. canonically normalized (except the kinetic term of x))

action is, that the presence of the torsion x field in the initial action (4.1.1) does not ”go unnoticed” and its
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Figure 4.1: By properly choosing the values of the coupling constants, the potential can be made flat around
the origin. This allows us to get a long enough period of slow-roll regime for the field, so that it makes the
universe expand at least 60 e-folds (satisfying one of the necessary conditions of inflation)

effect is now reflected in both - a) the potential part as well as b) the kinetic part.

a) In order to get a better idea about the the potential energy part, we can calculate the Ricci scalar for
the Configuration Space (CS) metric (4.3.7):

1
Res =——— 4.4.1
o5 =i (14.1)
This might correspond either to the Anti-de Sitter field space or the Hyperbolic one. Since we have the
positive coefficients in front of both of the diagonal elements (unlike opposite signs in the case of AdS), we

get a Hyperbolic space (negatively curved and maximally symmetric):

Figure 4.2: Negatively curved and maximally symmetric Configuration Space

This is the reason, why we arrived at the potential that contains hyperbolic functions and this is very
important, since the hyperbolical potential is flat near ¢ ~ 0 area (See Fig.(4.1)), therefore in order to
get a slow-roll inflation, we can use the small-field initial conditions ¢ ~ 0, which corresponds to initially
being close to the conformal point and then rolling down the potential to the non-zero vacuum to acquire a
condensate. This is exactly in accordance with the scenario, where the Standard Model is conformal at high
energies (or, alternatively, conformal in the beginning of the history of the universe) and this symmetry is
broken at later times by the condensate acquired by the scalar field.
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So, we realize inflation using Radiative Symmetry Breaking of the conformal symmetry.

In general, conformal inflations have been studied before [21], but the crucial difference with our model
is, that these models either employ the Large field inflation (meaning that they do not start at a conformal
point) or start with conformal symmetry being explicitly broken. Our model, on the other hand, realizes
inflation by employing the mechanism of spontaneous symmetry breaking starting close to the conformal
point of matter, so that the field breaks the conformal symmetry spontaneously.

All of this is very interesting, since it comes out naturally from introducting torsion into the model
without any further fine-tuning. So, it is ensured by the torsion, that a) it makes the GR, conformal and b)
it allows inflaton to start rolling from the conformal point and c) it breaks the conformal symmetry sponta-
neously, allowing the masses (like Planck’s Mass and the field mass itself) to be generated dynamically using
condensates.

b) As to the kinetic part of the action, to understand the role of y in it, we should have a look at the
hyperbolic space metric in the polar coordinates for a 2D manifold:

ds?

emb —

—dX7 +dX3 +dX3 (4.4.2)

where we used that the standard coordinates are expressed in the following way:

X1 = cosh (1,5) cosh(x)

Xy = COSh(lZ)) sinh(x) (4.4.3)
X3 = sinh (1@)
X2

X3

Figure 4.3: Plot of the manifold for a fixed X; coordinate

If we now compare (4.4.2) to what we have in (4.3.13), we clearly see, that x plays the role of an angle 7.

It is important to note, that x is not a circular angle - it is a hyperbolic angle (Note that this is in the
Field Space) (see Fig.(4.3)) and it can change from —oo to oo (and not 0 — 27), therefore when we call the
expression involving its derivative an angular momentum (in the Field Space), it is not the usual angular
momentum that we have in a circular motion. Though, since they are similar, we will still keep calling it an
angular momentum of the Field Space.

So, in the end we can say, that x basically gives the 1 field an angular momentum (and we will also see
what kind of effect does this have on the final dynamics of ).
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It also interesting to notice, that since y enters action only as a derivative:
1) x has a shift symmetry:

X=X =x+0 = S,x)=5,x) (4.4.4)

meaning that we have a flat direction in the potential. It is also noteworthy, that under this transforma-
tion is not covariant (non-linearly realized by x).

2) x is massless, since if we go to the Fourier space, 0, — k, and by going to the 0 momentum limit,
X terms vanish in the action (decouple from it).

If we now recall, how Goldstone Bosons behave in a theory - 1) they give the flat direction, 2) they realize
the symmetry non-linearly, 3) they’re massless, and that 4) just like x does in our case, they come from the
symmetry transformation, we clearly see that y is the Goldstone Boson in our case.

4.5 Remainder Cosmological Constant and Dynamically (ener-
ated Masses

It is also very interesting to see, what is the potential energy of ¢ field after it looses all of its kinetic
energy - i.e. when it goes to the vacuum. To calculate this, we take the first derivative of the potential
(4.3.15) and see, for what value of ¢ does it achieve the minimum and then by substituting into (4.3.15)
again, we will find the value of the V(¢) that is left after reheating has finished.

For the derivative we have

86 (2/3¢2 - M§>

A =0 4.5.1
¢+ 50 (4.5.1)
from where it’s trivial to find, that
| BMZ
=P 4.5.2
and consequently:
AMA
v _ p 4.5.3
(60) 16(Aa + 532) (4:5.3)

Let’s stop here and analyze this result, because we can draw interesting conclusions from it.

First of all, we should notice, that to get the flat inflationary potential like in Fig.(4.1), we take the
coupling constants to be positive. This means that not only will this remaining (constant) potential energy
be positive, but we can also use the results of one-loop quantum corrections to make some implications about
the value of this potential. Let’s discuss this in more details.

We have 3 free coupling constants in our model: «, 8 and \. If we now look at how these coupling
constants are modified by quantum corrections (See Appendix A), we will discover, that we can build a very
interesting hierarchy for their values at one-loop level.

1) 56X ox A2, 52

2) 68 x A, B (4.5.4)
3) da x B,
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where da, 68 and 0\ are quantum corrected coupling constants.

The object of main interest for us is the §\ term. We see, that the quantum corrections to A are propor-
tional to both - A\? and 32. However, the coefficient of the 52 term is proportional to B2, which in turn, as
we already derived, is proportional to H* (since R o< H?). And as discussed in the resutls section, H ~ 10~°
and the maximum working value of 3 is 8 = 1073, meaning that the corrections to A coupling constant
proportional to 3% will be of order 32H* ~ 1073% (or even smaller, if we decrease 3). This argument implies,
that until A reaches 1073% values (or even smaller for smaller 3), we can say, that §)\ is proportional only
to A itself, so that making A smaller will not violate the perturbative hierarchy - the quantum corrections
0 will decrease together with decrease of A and hence will not become of order A itself (until we reach the
point where 3% terms become dominant - this is the lower bound for \).

Using this argument for A in our case, we can argue, that the remainder potential energy (4.5.3) can be
made very small. But the question is - why would we want to make this value small?

The answer can be revealed by looking at the effect, that this potential energy has on the expansion of
the universe. Since it is constant and what’s important - positive, it corresponds to an accelerated expansion
- just like we have today in the era of the cosmological constant. Thus, it will contribute positively to the
overall cosmological constant left after the symmetry breakings during the evolution of the universe.

Therefore, it can in general be interpreted as a remnant cosmological constant after inflation. In the
usual models of inflation, the remnant potential energy after inflation is put to 0 by hand, since having a
positive energy still corresponds to an accelerated expansion. In our model, however, we can achieve the
smallness (i.e. being almost 0) of this positive energy by simply choosing the smaller values for A.

Additionally, it can be argued [22], that due to (4.5.4) dependence, we can set some specific small
(nonzero) value for this potential energy that will help us achieve the energy corresponding to the remainder

cosmological constant that we observe today with less fine-tuning.

Additionally this nonzero positive value gives us another important result - the mass scales of the problem
like Planck’s scale M), and scalar field mass get dynamically generated through the mechanism of SSB [23].
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Chapter 5

Inflation from Conformal Action

In this chapter we will derive the equations of motion for the inflaton and will solve them
to get the inflationary solution

5.1 Studying Inflationary Properties

Now we can start studying the inflationary properties of our model using this action, since we brought it
to the following shape:

S— /d%\/fg{]\fé - %(M))Q - %coshQ (3) @02 - V(lp)} (5.1.1)
where:
V() = é D(GMg)Z sinh* (qp) + Afé"l (125 sinh? (w) - 1)2} (5.1.2)

5.1.1 Friedmann Equations and Slow-Roll parameter

First of all, we need to derive the Einstein Equation and resultant Friedmann equations. Therefore,
again, we should vary the action with respect to metric

1 65
Ve
We can schematically write §.5 as:
65 =051+ 852 4+ 053+ 054+ 655 (5.1.3)

where:

551 = / d*z £ 6y/—g = f% d*z/~g Lgu 09"
1

58y = —§/d4x —g cosh? (1[1)(")#)(81,)(59“”
1
80 = 5 [ dtav/=g 000,080 (5.1.4)
1 o
58, = 5 / d*zv/=g MRy, 69"

585 = / day/—g M2g"6R,,
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and

M2 o 1 _ 1 S\ 5 M4 B 2
_ T p_ 2 1 2 2 _ LA 202 ;14 Mp 12 _
L= R (0.9) cosh (1/)) (Oux) 5 [4(6Mp) sinh (¢> + 16 (12Bsmh (1/}) 1> ]
(5.1.5)
Notice, that 055 contains only §R,,. If we look at it’s multiplier in §S5, we’ll see that there are only

different powers of metric and constants. Considering this, together with the fact, that ]%;w contains metric
compatible covariant derivatives, when we do integration by parts, all these derivatives will act only on
metric, giving us 0. So, we can simply drop §.55, so that we get:

1 o .
6S = —3 /d4x\/g{£gm, — Mz?R;w + 0,¥0,Y + cosh? (1/))(%)(81,)(}557“” (5.1.6)
This gives us Einstein Equation:
~Lgu + MEFyy = 0,00, — cosh? () 9xdyx = 0 (5.1.7)

Employing G, = R, — %ng, we get:

1 1 ~ -
MEGruy + 59" 0at000g,, + 5 cosh® () 9 0uxOsx g — 0100, — cosh® () B, x0x + V (¥)gu = 0

(5.1.8)
Again, since we use the cosmological limit, we will have (using normal and not conformal time):
— 34 0 0 0
_ 0  adi+2a® 0 0
B =1 0 ai+2® 0 (5.1.9)
0 0 0 ai + 2a°
and the corresponding Ricci scalar will be of the following shape :
6(ad + a?)

Using the same argument, as before for Friedmann equation derivation in cosmological limit, we see, that
only the 00 and ¢ components of (5.1.8) survive. This gives us Friedmann equations. Let’s see how they
look after plugging (5.1.9) and (5.1.10).

1) 00 - component of (5.1.7)

1 i 16, . |
(ROOQRQ()O)MZ?/) - (3a+(aa+a2>M§p —.

2 a?

. 2 N (5.1.11)
(—3a+3a +3<a> )Mﬁ =p = 3(a> My =p
a a a a
So that by putting M, =1 we get for the first Friedmann equation:
5 1
H* = 3P (5.1.12)
2) ij - component of (5.1.7)
1 2 2 .. o 1. ld @\ 2 2
Rii_iRgii My = pa zaa+2a—§6 E+ —) |¢"=pa —
(5.1.13)

. L\ 2
a a

ai + 26 — 3ai — 3a® = pa? = —2ai — a® = pa? = 2+<) =—p
a a

So that we get for the second Friedmann equation:
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2l Y H2 = —p (5.1.14)
a

Now we can combine these two (5.1.12) and (5.1.14) to get:

: 1
H+H? = —6<p+3p) (5.1.15)

Now we need the expressions for p and p, to be able to use this equation. For this we should look at T},,
for our case. Considering, that we are using FLRW metric, T}, will have the shape of energy-momentum
tensor of an ideal fluid

—p 0 0 0
»_ | 0 p 0O
T=1 0 0 p o (5.1.16)
0 0 0 p
we will get for our case:
~ 1
Ty = 0,000, + cosh? ()X x — ( w11 + cosh? (z/;)aaxaaxmvw)) G (5.1.17)
so that we get:
cosh? (1[)) X2
Too = 9 — 2 c L coshg( )1/)2 F V@) =p and
(5.1.18)
1/)2 cosh? (111))(2
Ty = —a® + ———~%—a® = V(¢)a* = pa?
2 2
therefore:
1. 1 -
p= U+ 5 cost® (D)2 + V(v)
’ ; (5.1.19)
_ 1o 1 2(7\o2
= S0 + 5 cosh® (V) ¥2 = V(v)
So, now we simply plug these back into (5.1.12) and to get
o _1fl.y 1 2( 7.2
H? = 2| 24 + - cosh (9)¢+ V() (5.1.20)
Besides, recalling that ¢; = f%, also that the following relation is true: % = H?*(1 — ¢;) and that
H+ H? = %7 using (5.1.15) we can get the following relation:
i 1 )
—=——|p+3)=H(1—-¢) (5.1.21)
a 6
which in turn (combined with (5.1.12)) gives:
3 3 1&2 + cosh? (1,;) )'(2
a=3(1+w)=;- - (5.1.22)
302 + Loosh® (4) 2 + V(©)
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5.1.2 Deriving Equations of Motion for the Scalar Fields

Now that we derived Friedmann equations, we can also derive the equation of motion for the scalar field
that we will have to solve with help of Friedmann equations. This should give us the inflationary solution.

From (5.1.1) it follows directly:

cosh (1/;) sinh (1/;)

oV (¥) ( ) 2
— + O —g0, — —g=0 5.1.23
V=I5 o | V=990¢ NG XV—g ( )
using the product rule and dividing everything by —/—g(= —a3(t)) we get for the EoM:
. ) cosh (1;) sinh (z/;) )
Y+ 3HY 4+ 0,V (¢) — x°=0 (5.1.24)
V62,
Besides, we, we should also derive the EoM for the x field as well:
1 00 2( 7| —
do 22\/—gg doxcosh” ()| =0 (5.1.25)
So that:
X = - —— (5.1.26)
v/ —gcosh (¢)

5.1.3 Switching to number of e-folds

As we said, one of the requirements for inflation was to make the universe expand at least 50-60 e-folds.
Therefore, since the restriction is put on number of e-folds (N), it makes sense to use it as a measure of time
instead of the time itself. So, we need to rewrite our equations in terms of N. By definition (3.1.21) we have:

AN _dal AN _
dt dta dt
so that we will have for the slow-roll parameters:
1 _dln(e) ady  1dH
O=F T NS TAN T adN T HaN (5.1.27)
and
. dy  dy AN de
-7 _ g 1.2
v dt dN dt dN (5.1.28)
therefore:
.od /Ay d [, di ody? L, dy
=—|H—|=H—|H— | =H*"— —H%¢— 5.1.29
v dt< dN) dN< dN) AN AN (5.1.29)

Now we can use these expressions to rewrite 1)H, 2)e1, 3)EoM for x and finally 4) EoM for ¢ in terms
of number of e-folds.

Let’s start with H:

H? = % {1112 <dw>2 + L cosh? (zL)H2 <dx>2 + V(¢)] (5.1.30)

giving us:
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H? = 5 5 (5.1.31)
OO
Now let’s change (5.1.22) for €; into e-folds:
2 3 2
3 (g}@) + cosh? (w) (g}f,)
a=3 (5.1.32)

2 2
(j}(’,) +cosh2(7f1) (élx) +V;§)

and by plugging (5.1.31) here we get the final expression for €;:

€ = % [(%)2 + cosh? <¢) (i’é)? (5.1.33)

We can now also rewrite y in terms of e-folds:

d 1
R — (5.1.34)

AN H a? cosh? (7]1)

and we see, that H is expressed through y, whereas y itself is expressed using H. To break this loop-
dependence, we plug (5.1.34) into (5.1.31)
v
H? = ) (5.1.35)
1( dy c2?

2
1
2(dN>  2aSHZcosh?(4)

and express H from the result to get the shape of it:

V(y) + 16072}
H? = 2 af cosh® () (5.1.36)

2
1 dyp
3= 2<dN)

and now let’s finally also rewrite the (3.1.28) in terms of e-folds:

HQ% + H*(3 - 61)% + 0y V (1) — 5132](\2) - CO:; (w) =0 (5.1.37)
dividing this by H? and plugging in (5.1.36) we finally get:
L ((aw
@y B-e) W | (awV(zp) - Sinh(w) ¢ . ) 75 (dN>2 -0 (5.1.38)
dN? dN VM, 46 cosh? (1/)) V(y) + %Wh?(iﬁ)

This is the equation that we have to solve and try to get the inflationary solution. In order to achieve this,
the initial conditions have to be chosen appropriately. Besides, in order for this model of inflation to be valid,
the inflationary solution should give us predictions that are in accordance with experimental measurements.
In order to be able to compare the predictions with the data in the next chapter, let’s briefly discuss, what
do experiments actually measure and how should we compare our results with their measurements.
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5.2 How to compare Model Predictions vs. Experimental data

The main parameter that is being measured is, as we said, the Power-spectrum. (3.2.17). It is often
written in the following way:

k ng—1
A2(k,t) = A, () (5.2.1)
ke
where A, is the amplitude of the scalar power spectrum at some chosen pivot scale k, (we will discuss
this below).

So, the main parameters that can be measured in the experiment are the power spectrum amplitude
at the pivot scale A, and the spectral tilt ns. Hence, if we want to compare theoretical predictions to the
experimental data, we should compare the predictions for these two quantities. Though, there is another im-
portant quantity, which we have not mentioned so far, but it is also being measured - the tensor to scalar ratio.

Obviously, in a similar way as we treated scalar components of cosmological perturbations, we can also
calculate the power spectrum for tensor components of cosmological perturbations. Experiments can also
measure the ratio of the tensor power spectrum to the scalar power spectrum, therefore we should compare
this quantity from our predictions to the experimental results as well.

Conveniently enough, many of these quantities can be written using the Hubble flow functions (we called
them slow-roll parameters in the 3rd chapter, as it is usually the case, but we actually didn’t use the slow-roll
approximation when we defined them using geometrical quantities).

. H\?> 1
AZg(k)EAwg*:( )

% 2M561
Ng — 1= —261 — €2 (522)
A2
r= A—g = 16¢1

And now discuss why we introduce the pivot scale and how it is used. Let’s consider CMB - in the CMB
we measure the correlation functions of the temperature anisotropies. It should be noted, though, that we
can do this only up to a certain resolution and not for all the possible values for k. To understand this
better, imagine that we take the k too small, so that the corresponding wavelength becomes comparable to
the Hubble (causal) horizon in size. If we now calculate the correlation functions at these scales, we will not
have enough points within the horizon, between which we can calculate the correlation function, meaning
that we will not be able to draw reliable statistical conclusions from these results. The range of values of k,
that can give us reliable results corrseponds to 10™*Mpc < k < 0.1Mpc.

As we said, the interesting part about these correlations is, that they get conserved on super-Hubble
scales - first they exit the Hubble radius horizon, get ”frozen” there and later, at some point they re-enter
the Hubble radius in the shape that they had when they exited the Hubble radius - this is the shape that we
observe now. Depending on the inflationary models and reheating temperature ([19], [10]) it can be assumed,
that the modes that we observe today were created around 50-60 e-folds before the end of inflation. Hence,
to be able to compare the theoretical predictions of our model with the experimental data, we should look
at these modes.

Obviously, the value of the power spectrum will slightly differ for each mode, since each mode exits the
Hubble radius at different times. Therefore, we usually take some reference/pivot scale somewhere between
50 and 60 e-folds (say N=>55 e-folds) and compute the 2 important parameters - the amplitude of the power
spectrum and the spectral tilt. In CMB we usually choose a scale k, = 0.005Mpc—! [10] and compute
these two parameters for it. According to the latest measurements, Ay, = 2.1955-107% +0.103 - 10~ and
ns = 0.9655 + 0.0062 [10].
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To compare the predictions of our model to these values, we should therefore:

Identify the point at which inflation ends
Determine the number of e-folds that corresponds to N € (50,60) e-folds before the end of inflation.

1)
2)
3) Calculate the value of the power spectrum amplitude, ns and tensor to scalar ratio at those values (r).
)
)

4) Plot the graph of ng vs. r.
5) Compare with the results of [10].

This was the general strategy that we used to get the results presented in the following chapter.
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Chapter 6

Results

In this chapter we are going to discuss how we choose parameters for our model and what
kind of results for what ranges of free parameters of the theory do we get. Then we are going
to compare these predicted results of our model to the experimental measurements from [10].
Additionally, we are going to discuss some interesting features of our model coming from the conformal
symmetry in the theory.

6.1 Choosing Parameters

Before we can demonstrate the results, we should first discuss the initial conditions and then what free
parameters do we have in the theory and how do we approach choosing their values.

As initial conditions we decided to choose 1(0) = 1073M,, and ¢’(0) = 0, where / denotes the derivative
with respect to e-folds. The reason for the choice of 1)(0) was simple - we wanted to start very close to the
conformal point, but not too close, since then the initial condition would be less than the quantum uncer-
tainty 6¢» ~ 107%M,, and this would introduce some complications in explanations, therefore we went for the
safe option. As to the velocity of the field - we have the same constraint involving quantum uncertainty, but

s 1.e. very small,

2

since in this case the uncertainty is of order (¢) ~ H? = fj) M2 ~ (1071 —1071%) M
p

we can safely put it to 0 in our code. As to the variation of these quantities, the effect is clear - higher initial

velocity, as well as the larger initial value for the field would simply result in a smaller number of e-folds in

the expansion.

Now let’s discuss the free parameters. In our model we have 4 free parameters - 3 coupling constants c,
B and A (or A) and 1 integration constant ¢ coming from the equation of motion of .

First of all, let’s clear things about a. As we mentioned early, we pulled a out of the brackets in the
potential and defined A = a) for convenience

V) = é D(6M§)2 sinh (w) n 1\145 (126 sinh? (w) - 1)2} (6.1.1)

We should also define ¢ — ¢ = ¢y/a. If we now carefully look at the equation of motion (5.1.38):

d? d
G-y + (v -

sinh@) & ) ) i §<‘§%>2 ~0 (6.1.2)

\/6Mpa ab cosh® (1/; V(¥) + %#j}lz@)

taking into account, that
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A1 ey e (O reeaG)
dN H Vaa3 cosh? (1[1) _1 <d¢> ’
2\ av

together with:

2 2
L/ dy 2( 7\ [ dx
=—|| == cosh ( ) -
“ 2[<dN) N v (dN
we see, that a simply drops out of the equation of motion and it does not affect the evolution of the
inflation anymore. This is the reason, why it was convenient to pull it out of the potential.

It is important to note, that « still plays an important role in the model by controlling the amplitude of
the power spectrum:

H\? 1 1
2 *\ — I e -
A E(k )= Ay = (2 > oM, where H(0) = 13 (6.1.3)

so « determines the initial value of the Hubble parameter allowing us to tweak the amplitude of the
power spectrum to the proper values of [10] without affecting any dynamics of the inflaton and consequently
the ngs and r as well. This is clearly very convenient as well.

Now let’s have a look at the other coupling constants - X and 8. Recall the requirements for the slow-roll
inflation:

1) The potential needs to be flat, so that the slow-roll condition applies
2) Since inflation has to end at some point, we need to violate €; < 1 condition - this is only achieved

by having a steep slope away from the origin

Keeping these requirements in mind, we should look at the shape of the potential:

V() = é B(GMZ?)Q sinh? (w) n Aff <14452 sinh? (¢) — 248 sinh? (1/)) n 1)} (6.1.4)

We clearly see, that there is a negative parabola coming from the @ term - this term will be dominant
near the origin, compared to the terms proportional to sinh* (1[)) Though, if we start increasing A\, we can
make the @ term become significant closer to the origin as well, destroying the clear minimum structure,
meaning that we will not get a steep slope anymore and we won’t be able to stop inflation (See Fig. (6.1)).

This is a clear indication that to get a working model, we should keep the A < g hierarchy.

This is also convenient, since if we follow this hierarchy now, 8 becomes dominant throughout the whole
range of 1) evolution and A\ does not play a significant role anymore (See Fig.(6.5b) ), hence  will be our
main controlling parameter, making it easier to tweak the results.

So, in the end we can roughly assign the properties to each of the coupling constants:

1) « - allows us to easily control the amplitude of the power spectrum

2) A - the main parameter that controls the steepness of the slope of reheating (we need the slope to be
steep enough to be able to end inflation)
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Figure 6.1: A and [ hierarchy effect on the potential. On the first plot we have the clear minima, whereas
on the second plot minima are completely abscent now (away from the origin)

3) B - the main parameter that controls the position of the minimum in the potential - i.e. how far does
the flatness stretch from the origin

Since « does not affect the inflationary results, in our simulations we varied 8 and A\. And, as mentioned,
we also kept the needed A <« (3 hierarchy in check.

As to the ¢ term, we will discuss 2 different cases - 1) ¢ = 0 and 2) ¢ # 0, since the second case introduces
some interesting effects into the model. Let’s discuss what kind of results we acquired in each of these cases.

6.2 Results

1) a

First of all let’s discuss « to get it quickly out of the way. As we said, it controls the amplitude of the
power spectrum and it does not affect any other quantities other than this amplitude, therefore we simply
choose the value of a such that we get an agreement with the measurements of [10]. For example, in the case
with 8 =15-10"3 and A = 1-10~% we need o = 4.9 - 108 so that for the amplitude we get A = 2.17-1072.
That’s all that there is to a.

6.21 c=0

2) 8
Now we should obviously have a look at the main parameter of our problem - 8 and see how it should be
chosen in the first place. As our main constraint on the choice of 5 value we use the requirement of having

at least ~ 50 — 60 e-folds of expansion.

To see how much the universe expands in our model for a chosen set of parameters, we look at the
evolution of the Hubble parameter H. As we remember, H = const = inflationary period, so inflation
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will last until the H vs N plot stays flat. For example for 3 = 1.5- 1073 we get (See Fig.(6.2a)).

H H
2.5%10"° j Fet %100 2.5%107°
2.x10°6 2.x107°
1.5x107% 1.5x10°°
— B=1.5%10"2 — B=1.5%10""
1.%10-6 1.x10°
5.x10-7 5.x1077
I —— X | N
200 400 600 00 2 4 6 8 10 12
(a) For # = 1.5 - 1072 inflation lasts for enough time - (b) For B = 1.5- 107" inflation does not last enough
more than N > 600 e-folds anymore as N < 50 e-folds

Figure 6.2: Good vs. Bad cases

This value of 3 apparently gives us enough number of e-folds. If we increase S though, we might not get
enough N (See Fig.(6.2b)) anymore. This means, that 8 is bounded from above and it should at least be
B <1072,

We can see the dependence of N(3) (i.e. how f affects our results) well on the following plot (See Fig.

(6.3)).

H
-6 |- ~
2.5%10 5 TW A=1.x10-°
2.x10-6} — B=1.x107
— B=5.x10"*
-6
1.5%10 . B=4-"10'4
1.x1076} B=3.%x10"*
s 107 B=2.%x10"*
X107}
: - - — N
2000 4000 6000 8000 10000

Figure 6.3: Dependence of N on

Now that we have enough number of e-folds and controlled amplitude of the power spectrum, we should
have a look at other parameters measured by the experiment - 1) the spectral tilt and the 2) tensor to scalar
ratio.

To see, what results we get for these two quantities, as we discussed above, when we solve the main
equations, we should choose the number of e-folds N, (at which we measure n; and 7) such that there is still
50-60 e-folds left before the e€; becomes of order 1. After this we look at the expressions for ngs and r and
evaluate them at this IV, time and then compare with the experimental results.

To make this procedure clearer, let’s take (6.2a) as an example and plot the corresponding graph of ¢;
(See Fig.(6.4)):

By doing this for varying values of 8 we can plot the r vs. ng graph showing the dependence of the
results on S . We plot the results for every integer N between 50 and 60 e-folds (11 points in total for each
value of 3) (See Fig.(6.5a)). The blue shaded area is the range of allowed values for r and n according to [10].

As we see, there is only a limited range of results for r vs. ny - if we increase the 8 values too much, it
goes out of the measurement bounds to the left. As we decrease it, though, the dependence of r on ng seems
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Figure 6.4: €; blows up when the field starts rolling down the steep potential and inflation ends
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to be assymptoting to some slope and not going too far to the right.
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(b) Dependence of the results on various values of A. In
this case, the line barely moves even with change of A by
two orders of magnitude, just as we anticipated.

Figure 6.5: 8 and X\ dependence

The main point here is, though, that it’s clear from the plot that we can indeed get a viable inflationary
model for certain range of values of the coupling constants! We are both - getting the correct amplitude for
the power spectrum, as well as getting the proper ns and r values.

3) A

And finally let’s have a look at the effect of A\. As we said, we should maintain the needed hierarchy
A < . In this case A can mainly control the steepness of the slope (See Fig.(6.6)) and not much more, as
it is clear from Fig.(6.5b)). Even the change by 2 orders of magnitude does not introduce much shift in the
plot, proving our conclusions about the role of .

53



€ €
0.08 0.08

B=4.x107 B=4.x107
0.08 c=0 0.08 c=0
0.04 — A=1.x107 0.04 — A=2.x1077
0.02 0.02
0 2000 4000 6000 8000 10000 " 0 2000 4000 6000 8000 10000 "
(a) (b)
0.08" 0.08"
B=4.x107 B=4.x107*
0.08 c=0 0.08 c=0
0.04 — A=3.x1077 0.04 A=4.x1077
0.02 0.02
0 2000 4000 6000 8000 10000 " 0 2000 4000 6000 8000 10000 "
(c) (d)

Figure 6.6: Dependence of the slope steepness on A - a higher value of €; means a steeper slope

So, as we see, in case of ¢ = 0 we get a range of values for the coupling constants, for which our model
of inflation gives predictions that are within the measurement constrains.

6.2.2 c#0

Now let’s ”turn on” the effects coming from ¢ and see what we get.

First of all, we should notice, that terms containing c in (6.1.2) are suppressed by the a® factor, meaning

that they will only be important in the very beginning of inflation, since a = e”.

Before actually plugging c into the equation to see the results, we can already make some intuitive pre-
dictions about its behaviour - recall, that ¢ term comes from the equation of motion of the torsion field x,
meaning that ¢ controls the amount of the angular momentum present initially. And since we are starting
near the origin, considering the fact, that the angular momentum would obviously be accompanied by the
centrifugal force, we can expect this centrifugal force to speed up the inflation and make it roll down the
potential faster than it would have done in ¢ = 0 case. Besides, this initial period of the so-called kination
(when kinetic energy dominates the potential energy) will obviously decrease the value of H, at which the
field will start slowly rolling, meaning that we should also expect a less steep slope for H i.e. smaller €
value at the blowup point.

Let’s now have a look at the actual results (See Fig.(6.7)).

If we look closely, we do indeed see, that both effects appeared - 1) the blowup point moved to the left
and 2) the slope became less steep.

To understand this even better, it is interesting to look at the initial part of H and how it evolves (See
Fig.(6.8)).
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Figure 6.7: With ¢ present we do indeed see the €; blowup point move to the left, meaning that inflation
ended sooner than with ¢ =0
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Figure 6.8: ¢ introduces an initial period of the so-called kination

We see, that initially H starts decreasing rapidly because of the huge centrifugal force acting on the in-
flaton. €; is also, obviously, very large during this period and then flattens together with H (See Fig.(6.8¢)).
After this, the evolution continues exactly like we had in the case with ¢ = 0.

The interesting part about c is precisely the kination effect - due to the kinetic energy domination in the
beginning, we can not use the following approximation expression for the power spectrum anymore:

ns—1
Ag(kv t) = A, <:)

*

meaning, that at the largest length scales(the earlier the events happen in terms of e-folds, the larger the
length scales affected by them are), we should be able to observe the effects of kination in the power spectrum.
Therefore, we could be able to distinguish our model from other models of inflation using the effect coming
from ¢, which is the same as torsion, or even more generally - the effects of the initial conformal symmetry
in our model. We are not going to discuss this in this thesis, though - this will be the next step in this project.
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Large ¢

There is a bound from a above for ¢ though - if we keep increasing it, we will be getting less and less
number of e-folds, therefore at some point we will not have enough expansion, to coincide with the experi-
mental measurements.

6.2.3 Scale of Inflation

And finally let’s also quickly calculate the scale of the inflation that we get. As a scale of inflation we
take the value of H when it is flat in the beginning. Taking into account, that all the plotted values are in
units of the Planck’s mass, we get for the scale:

H2M?2 H2 2
As = T P and S %TAS (6.2.1)
€1 p
giving us the following scale:
2
H= %TASMP ~3-1075M, ~ 10" GeV (6.2.2)

6.2.4 Difference from a-attractors

As we said, there are various models of inflation and one of the most important type of them is called
the a-attractor.

One of the main differences with our case, that comes from the conformal symmetry, is that we can not
vary the curvature of the configuration space, since adding any otherwise allowed coefficients to the kinetic
terms, that give us the possibility to modify the Rcg, will violate the conformal symmetry explicitly. In
a-attractors, on the other hand, such terms can be added and this allows one to change the value of the
tensor to scalar ratio r within the allowed boundaries ranging from the Starobinsky [8] model to the so-called
m?¢? models.

So in our case we end up with values of r that are close to those of the Starobinsky model, namely
r~ 1073,
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Chapter 7

Conclusions and Outlook

Now it’s finally time to make the final conclusions and discuss the future possibilities within this project.

First of all, we motivated why it was interesting to study this project and discussed why and how can
the General Relativity be made (in an elegant way) conformal . We also motivated why it was important to
check, whether we could get a working inflationary model within this framework.

After this, starting with a general conformal action for a scalar field ¢ expanded up to R? terms, we de-
rived an action, from which we could actually start going towards getting an inflationary solution. It turned
out, that this action acquired some very interesting features such as the hyperbolic field-space, consequently
resulting in a hyperbolic potential, that allowed us to make it flat near the origin and also flat for long
enough, so that we could get a viable slow-roll model. This feature was also very important, since it realized
inflation through SSB, allowing us to start the evolution of the field at (or close to) the conformal point and
then by acquiring a condensate to have dynamically generated scales in the theory. It should be mentioned,
though, that there is a difference compared to the ”conventional” SSB (with a U(1) symmetry breaking, for
example) in the sense that in our case the range of x Goldstone boson € (—o0,00)) unlike € (0, 27). This
was also caused by the hyperbolic field-space.

Another interesting feature was also the remnant cosmological constant (to properly discuss this last
one, we also had to calculate the one-loop quantum corrections to it (see Appendix B)). And finally, we
discovered, that torsion gave the inflaton an angular momentum, that resulted in a period of kination in the
beginning of the evolution.

What is noteworthy, though, is, that all of these interesting properties came out naturally (without hav-
ing to fine-tune any parameters or make any assumptions) from the fact that we introduced torsion into the
theory.

After this we studied the free parameters of our theory to find their ranges, for which we could get a viable
inflationary model that agreed with the measurement data given in [10]. We discussed, how we approached
choosing them and what kind of results we should have expected in different cases. And indeed, in the end
we managed to find the ranges, for which the model is valid and discussed how the dynamics of the inflation
behaves under different conditions.

As an outlook for the future we are planning to calculate the power-spectrum for the matter perturba-
tions explicitly to see, whether we can in principle observe the kink in it (as it is predicted by the theory).
If there is a kink, it should be at the largest scales (i.e. smallest &k values) and if these scales can in
principle be observed today (they might still be outside of the causal horizon for us), then this would be
a good test for the current model and would also give us a possibility to differentiate it from the other models.
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Appendix A

Einstein and Jordan Frame
equivalence

In this appendix we are checking the consistency of Finstein frame results that we derived
in the main part of the thesis. We do this by calculating the minimal value of the potential
energy in Jordan frame and then comparing it to that coming from the Einstein frame. For
this we first derive the FEinstein equation, then Friedmann equations and finally we find the de
Sitter solution at the minimum of the potential and calculate the value of the potential at that
point and compare it to the results coming from the Einstein frame calculations, presented in
the main part of the thesis.

A.1 Physical Quantity Modification by Torsion

We can now express Ricci tensor with torsion trace by plugging (2.2.40) and (2.2.10) into (2.2.39). Let’s
do this term by term.

(D= ViK*,, = (VJ’A ~ VAT, = VT, (A.1.1)
@ VAT = V)\g T, = using metric compatibility we can take the metric out = g”’\%ATpW =

1 1 ) o
= gg”* (VA uGov — VATAQPM) = using metricity again = gg‘” (gpuvATu - ngvATA> =

]. ) o 1 o o
=3 <5§VATN - 53%:@) =3 (VVTH - V#Tl,>
(A.1.2)

o 1 o o 1 o o
@ = V)\T >\ =g AV/\ ;,Lpl/ = ggpA (glwv)\Tp - gupv)\Tu> =3 (g;wv)\T)\ - VMTV> (A13)

1 o o
= by analogy with @ =3 <viATA — VUTM> (A.1.4)

w

So that we get:

(2%,7},, - QgW%,\TA> -

S| =

1 o o o o o
@ = 6 <VVT;L - V/LTV - QQ;LVV)\T/\ + V/J,TI/ + VVTH> =
(A.1.5)

1 o o
=3 (VI,TM - ngw>
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Now the second one:

° 1
A
(2)= V., K", 2( -V, “ (A.1.6)
@ = by definition of torsion trace = %VTM (A.1.7)

@ = %,,TM >‘/\ = %Vg")‘TW,\ = since some indices are dummy here, we can relabel them = %Vg)‘pTu,\p =
= using symmetry of metric and antisymmetry of torsion in last two indices = —%,,g”ATMp A

= T, =0
(A.1.8)

o o o ]_ o o
V. T ’\# = Vl,gp)‘TApu = using metricity = gp’\V,,TAW = ggp’\ (gMVl,TP — gAle,T#> =
(A.1.9)

<5ZVVT,, - 4VVTH> — —V,T,

So that
2= ;(%VTM + %VTH> =V, T, (A.1.10)
Now the third one:
(3)=K,K",, = i (TAW,\ ~T.N T, *W) <T7W ~-T,7,-T, 1) (A.1.11)
Taking into account that T)‘W/\ =T, also that T, ’\A =0 and T /\’v = —T’\,Y/\ =T, we get

1 1
@ 9 597 (Tp;w —Typv — TVPH) =5 59”7 (Tugpv —To9pu — Tpguw + Togup — Togup + TMgVP> =

1
=< (TWTM(S;Z ~ T8 — Ty g + T 1,07 — Ty T g + TWTN(SZ) -

1 2
=3 (TZ,TH ~ T, T, — T\T*g, + T, T, — TNT? g, + THT,,> =3 (T,LT,, — T,\TAgMV>

(A.1.12)
So, we get:
1 A
(3)= (LT~ DT g, (A.1.13)
And finally:
1
(H)=K* K, = 1 (T’\M -7, -T, AM> (T“’/\V -7, -T, &) (A.1.14)

And taking into account
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;(Tﬂ(s ~T (V) (A.1.15)

1
=3 <T)‘g > (A.1.16)
L(a
T, u 3 TG,y Tué (A.1.17)
1
=3 (TA(S:Z T, 57> (A.1.18)
1
=3 (T”g T,,<5A> (A.1.19)
1
=3 ( T gy — TAW) (A.1.20)
we get
1 A A A A A A ¥ Y Y Y Yy 0
()= 36\ L) = T30 = T gy + To8) = T gy + T8 ) ( Ta8) — T3 = Tga + T3 = Tgr + a8} ) =
4 1
(A.1.21)
So, we get
1 A
@=5( T ~ T g (A.1.22)
And now we can finally assemble the Ricci tensor.
= R+ D~ D+ @ - D=
Q 2 <] ]_ o ]_ 1 (A123)
=R, — gvuTﬂ gngATA +3 (T#TU — T)\TAgW) -3 (T#Tl, — T,\T’\gu,,>
giving us:
— o 2 o ]_ o by 2 A
R, =R, — gvuTﬂ — gngAT + §[T#TU —Th\T"g..] (A.1.24)

A.2 Einstein Equation
Now that we have expressed the modified quantities in terms of torsion trace, we can start the actual
derivation of Einstein’s equation.
We start with an action:
S /d%@(pﬂ + %(vdg)? + B8R + wf*) - /d4x\/fg£ (A2.1)
where £ = R? + £(V)? + B¢?R + o'

In order to derive the Einstein’s equation, we should vary the action with respect to metric

1 65
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We can schematically write 6.5 as:

S = 65, + 655 + 655 + 5S4 + 655 + 65 (A.2.3)

where:

591 = /d% L 6/—g (A.2.4)

68, = / d*z/— 9B R, 09" (A.2.5)
685 = / At/ —gBd*g" SR, (A.2.6)
68, =2 / d*z\/—gRg" R, (A.2.7)
685 =2 / d*z\/=gRR,, 09" (A.2.8)
555 = % / d*z/—g V.6V, ¢5g" (A.2.9)

In order to be able to do these variations, we first need to see what the variation of RW is and that’s
what we are going to calculate now. From (2.2.56) we get

— o 2 o 1 o 2
SR = 0ty = 200 = 17, T,) = 2019 VA (9 L)) + 510 = (Tag Ty g,0) (4.2.10)

where we used the fact, that a manifold with torsion is defined in terms of g,, and torsion tensor, which
are independent, therefore varying T}, with respect to g,, is 0. Besides, T}, is defined with lower index,
so whenever we see T* we should first lower it with metric and only then perform the variation, therefore
0TH #£ 0.

— o 2 o 1 o 1 o 1 o
5R;w = 6Ruu + gTo-(SFUV,u - gguu(v/\Ta)(sg)\g - ggAJ(VATU)(SguV - ggAgguua(vao)_
2 2 o 2 o 1 ° 1 °
§T)\T'yg)\759/w - §TAT79W59’\7 = 5R,W + gTadrguu - gguu(vATa)(Sg/\g - gg)\a(V)\Tg)(ngj—l-

1 5, o 2 2
+ gg/\ g/pr(st)\U - §T>\T'yg)\759/w - § AT'yg/w(SgAW
(A.2.11)

where we used that for the covariant vector field T, the covariant derivative is v AT, = 0\T, — r° roLp-

We would like to write everything in terms of dg*” now. For this purpose, we need to first vary the
Christoffel symbols and write this variation in terms of metric.

6T — _ {g,\,t%,,(ég’\") + gxy%u(@’\") — gmgl,g%”(égo‘ﬁ)] (A.2.12)

v

—_ N =

5TP, = -3 {gw\%a(égw) + 916 Va(6977) — gmgaﬁp(agaﬁ)} (A.2.13)

We should integrate now these by parts to be able to rewrite everything in terms of §g"”. All of this
is part of Sy = 2 [ d*z\/—gRg""0R,, and 655 = [ d*z\/—gB¢*g""dR,,. Additionally, each term with 6T
also has a torsion trace in front, so that when we integrate JI' terms by parts, the derivatives will move to
all these terms that are in front of I'. For simplicity we will only have a look at integration by parts of one
term and all the others will just be analogous in derivation.
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1
—92.-.
2 3

2 o
= can be set to 0 + using metricity = 3 /d4x\/—gg“”g>\#VV(RTg)6g)‘U

2 — <]
= /d4x\/—gg””RT,,gMVl,(6g)‘U) = after integrating by parts we get a boundary term which

(A.2.14)

We will get similar results for the other 5 terms coming from Christoffel variation. Let’s write them all

down.

o

2 )
3 / d*zv/=99"" 92,V (RT,)59™

2 ) —
g/d4x\/—gg“"g,\uV“(RTg)§gM

2 o _
7§/d4xv*ggﬂuguagquG(RTa)agaﬂ

3
1 S 5
- / A* 2= 99" 90 9w 9" VA (RT,) 697"

1 S B
7/d4.’E\/ —gg’“/g'y)\g,uugAUvJ(RTP)ag’Yp

3

1 v - o —
-3 / d'zv/= 99" gra 908909 " V* (RT,)59*"

Contracting all the indices and using common relations with metrics, we get:

;/d4x\/jg%>\(RTg)6g)‘U
;/d4x\/jg%>\(RTg)6g)‘U
—% / d*2/=g9asV° (RT,)69""
% / d*z/ =gV, (RT,)59""

5 / Qe =gV, (RT3

4 o —
-3 /d4x\/fgga5VP(RTp)§ga6

(A.2.15)
(A.2.16)
(A.2.17)
(A.2.18)
(A.2.19)

(A.2.20)

(A.2.21)
(A.2.22)
(A.2.23)
(A.2.24)
(A.2.25)

(A.2.26)

Since all of these indices are dummy here, we can relabel them in order to get dg"” with every term. We

can also group (A.2.21) with (A.2.22) and also (A.2.24) with (A.2.25). We get

3

2 4 SN D v
—3 d*zv/—99,, V* (RTy)dg"

8 o —

3 / d*z/=gV . (RT,)5g""

4 o  —
-3 / d4m\/—ggm,v)‘(RT,\)6g””

4 o _
- /d4x\/ng/L(RTu)Jg“”

(A.2.27)
(A.2.28)
(A.2.29)

(A.2.30)

And we notice now, that (A.2.27) and (A.2.29) and also (A.2.28) and (A.2.30) are the same, so that we

can sum them to get:
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12 o
5 / d*z/=gV . (RT,)5g" (A.2.31)
6 oy  —

—g/d‘lm\/—gng)‘(RT)\)égW (A.2.32)

So, the only remaining problem in (A.2.11) is 6g,,,. This is fixed by the following trick:

59;141/ = _gppgunégpn (A233)

and then relabeling the indices in the problematic terms to get dgH”:

9" PNV = — 0"V A(To)gpGundg”"g" = relabeling indices = —g*7 ¢”"g,.,Gun VA (Ty )6

= _gpngupgvnv)\(TA)égw = _QWVA(T/\)@W
(A.2.34)

gWTWT)\g/\’YJgW = —TATAguyég“” (A.2.35)

So that we can finally write the variation in terms of dg":

_ _ _ o _ 4 o 1 o
55, =2 / d*z\/—gRg" SR, =2 / d*z\/—gRg" R, + / d4x,/g[R( - gvyT# + gg#VVAT)‘Jr

2 8 o o,
+3 T gy — 5 HTV) + AV (RT,) — 2V(RTY) gm,] SgM

(A.2.36)
But as we said, we also have 6R,, in 693 and by summing 655 + §S4 we should simply replace R with

— 2
R+ 2.

The last thing to do, before we can write down Einstein’s equation is to vary the normal Ricci tensor
0R,, - when we were dealing with Hilbert-Einstein action, we only had powers of metric in front of 6R,,,,

therefore we simply dropped this term there, since integration by parts doesn’t give us any nonzero results
due to metricity [24]. In the current action, though, we have other terms in front of it as well, so we should

do integration by parts of Mo%w properly. The expression for it can be read off from [24]:

/d4x\/—g (QR + B¢2) %g {gw%gég“y — %A(Sg”} (A.2.37)

to get rid of the derivatives acting on dg"” we integrate by parts:

o

/d4a:\/—g [ -V, <2R + ﬁ(b2>gw%”5g’“’ + %U <2R + B¢2> %Aég””\] = doing it again =
= /d4ﬂc\/—g [%‘T%g (2R + ﬁqbQ)gWég’“’ — %,\%U (2R + ﬁ¢52>5g")‘] = relabeling indices =  (A.2.38)
_ / =g [WA <2R + 5¢2)g,w —%,%, (QR + ﬂgb?)]ag“”

Now we finally have all the terms with d¢g*” and we can write down the action variation properly:
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1 _ _
§S =58y + 655 + 655 + 6S4 + 655 + 656 = / dzy/—g { ~Lgyu, + B¢* Ry +2RR,, +
—— —
8S2 4S5

651
[ o — o o — 1
+ |9 V? (23 + 5¢2> ~ V.V, (QR - 6(152)] 5VuoVio+
L —
o 556
SR,
[ = 2 1 o 2 8 o 2 2
+ (R + ﬁf) <3gWV,\T/\ + §T,\TAgW —~ QTMTV> +4VH ((R + ﬁ‘b) ) QVA(<R + ﬁf)n)gw} }59“"
Torsion Part
(A.2.39)
And finally we can already get Einstein’s Equation by using (A.2.2)
_ _ 1 ° _ 1=
<2R + B¢ ) — fﬁgw + {g,wv2 <2R + ﬁ(bQ) -V, V (QR + Bo )} + §V V.,o+
2 8 _ 2
[(R + M) ( 9 VAT + 9T,\T’\gﬂ,, - QTMTI,> + 4V“<( - T T,,) - QVA(<R + W)TQQW] =T
(A.2.40)
where
_ 1 - _
L=R+ (Vo) + Be* R+ 0!

A.3 Equations of Motion
Now we would like to derive the equations of motion for the other two fields - T, and ¢. We start with

the same action again
(A.3.1)

S = /d4m\/jg<aR2 + %(?QS)Q + BH*R + o )

Let’s start with ¢. We write the Euler-Lagrange equations
or - oL
— —V,=—= =0 A3.2
96 V" 9(V,0) 32
(A.3.3)

from where we immediately get

28¢R + 47¢° — V,. V"¢ =0
For this purpose we should write out

Now let’s derive the equation of motion for the torsion trace
some of the terms containing torsion explicitly. Using the expression that we derived for the Ricci scalar
(generated by ¢g"” R,,,) and also writing out (V¢)* explicitly
— o 2 o 1 o A 2 A

R, — §VVTM — gg,wv,\T + §[THTV —Th\T"gu] (A.3.4)

(A.3.5)

o

o 2 o
+ 50T - AT\TN =R - -V, T" — gT,\T’\

And
6
3

So
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— o ] 2
R=R—-2V,\T* - gTAT* (A.3.6)

Now let’s have a look at the derivative:

1 - _ 1 1o o o 1
§VH¢V“¢ =3 ((8;4 + Tu)¢> ((3“ + T“)¢> = §VM¢V“¢ + VHoTH e + §TMT”¢2 (A.3.7)
So that we can write from (A.3.7) and (A.3.6):
§3(Ve)? o
33(Ve)y _ dVF P+ TH? (A.3.8)
0T,
And
SR o, 4
S _oym
T, 2VH — 2T (A.3.9)

Now we’re ready to vary the action with respect to T),. For simplicity we only look at torsion dependent
terms: L1 = aR? + 1(V¢)? + B¢*R

557 \ SR 0L(Ve) . ,6R
01 _ [ qtey=g(2aR 20 ¢ 22O g2 00 Vo
o7, / . g< R N L o LR

— o 4 o
= /d4x\/—g<(20zR + Bp?)(—2VH — §T") + oVHo + T”d)z) 0T, = integrating by parts =

o — 4 — o
= /d4x\/—g< — 2V*(2aR + B¢?) — 5(2041{ + BPH)TH 4 pVF ¢ + T“¢2>5TM = demanding that this = 0

(A.3.10)
So that we get for the equation of motion:

2VH(2aR + B?) + %(2041? + BG)TH + ¢VH e+ THG® = 0 (A.3.11)

A.4 Friedmann Equations

Let’s now derive the Friedmann equations. These are all the non-trivial components of Einstein’s equation
(A.2.40). Besides, since we are working in Cosmology, we usually consider the following approximation:

= ¢(t)2 (A4.1)
guy - a(t) 77uu

and the only non-trivial component of torsion trace vector will be Ty(t). This approximation, obviously,
changes the geometric quantities.

3((’12(1;(1&) 0 0 0
0 atgd 0 0
R, = a? R A4.2
. 0 0 4gd (A-42)
0 0 0 adpd
and the corresponding Ricci scalar will be of the following shape:
6a
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Additionally, since we can perform the Weyl tarnsformation, we can simply set Ty = 0 using —dg6 = Ty.
So that the whole torsion part of the EE will be 0 now.

If we also pay a closer attention to the fact, that both - the metric g,, and R,, are diagonal in this
approximation and that ¢(t) and R(t) are only time-dependent, then we’ll see, that since all the terms in
EE 1) either contain g, or R, or alternatively 2) two derivatives of ¢(t)? or R(t)? with y and v, both of
which are only time-dependent, all the ij (i,5 = 1,2,3) components of EE with ¢ # j will vanish. Thus, the
only non-trivial components of EE that we are left with are 1) 00 and 2) ij with ¢ = j components. Let’s
write them out explicitly.

o o 1 o 1o o o
(2R + B¢*) Roo — 5900 (RQ + §V0¢VO¢ + B¢°R + 7¢4> +

(A.4.4)
o [ o o o o 1 _ _
+ [QOOVOVO <2R + ,3¢2> — VoV (QR + 5¢2)} + §V0¢VO¢ = p(t)
And if we plug Rgo and R explicitly, we will get the I Friedmann equation:
66 . ,\3@2—ad) 1 ,((6d o A
2af3+ﬁ¢ T+§@ pel + V0¢V ¢+5¢ +”Y¢
(A.4.5)

- {&6060 (26§f + ﬂqb?) 49,0 (26§ 4 B&H + 190699 = (1)
a a 2

If we now consider ij component of EE, we’ll see, that all the derivatives of ¢ and R will vanish, since
these objects are only time-dependent. And for convenience we can also write:

a+ad
Ri; = gz Y (A.4.6)

That will give us:

<23§ + 5¢2> a —;—;Ldgij - %gm‘ ((Zi) + ﬂqb + v¢4> + i, VoV° ( + B¢ ) p()gi;  (AAT)

and now we can cancel the metric and get the final expression for ¢j component of EE giving us the II
Friedmann equation:

(2 + B¢ >a+aa - ;((2?) +[>’<z> 4 o ) A (26“ + B¢ ) p(t) (A.4.8)

A.5 Finding a Solution in the minimum of the potential

In order to understand what we will be doing, recall, that Friedmann equations govern the expansion of
the universe - they tell us, how the scale factor behaves with time, due to the matter content of the universe.
As we discussed, if we take the Hubble parameter as a constant % = H = const, meaning that we have a
constant potential energy coming from the matter content of the universe, we will get inflationary solution
for the scale factor - a ~ eff*. In order to check the consistency of the Einstein Frame against the Jordan
frame, we will discuss the solutions of the equations at the minimum of the potential, meaning that it is
constant there. For that, we should impose H = const condition

a
P H = const = A (A.5.1)

(we will use A = H) in Friedmann equations and see, if this is one of the solutions of it - basically,
whether Friedmann equations derived for our theory with torsion allow us to have such a solution.
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Since we have 3 variables - ¢, a(n) and H and only 2 equations, we should express ¢ and a in terms of n
conformal time and then plug it into EE or Friedmann equations and see, for what H-s do they get satisfied
- we will get a family of solutions.

Expression for a(n) can be derived from (A.5.1), whereas ¢(n) can be derived from the equations of
motion. Let’s derive these.

a(n) first: since our metric is written in terms of conformal time, we should also solve this equation in

terms of 1, where dn = %. Plugging this into (A.5.1) and taking into account, that we have a(Dinitiar =
0) =0, we get:
d 1
7;’ — Hdp= —- = Hy (A.5.2)
a a
1
=—— A5.3
a=-— (A.5.3)

Now let’s have a look at the equation of motion for ¢.

0¢ — 28R¢ — 4v¢® = 0 (A5.4)

First of all, we rewrite
v = aQUW = (Hn)_Qnu,, (A.5.5)
g = a”P = (Hn)*n (A.5.6)

V= = T = () (A57)
Then

0nOpa =

_ 6i

Rf—3:12H2
a

Hn?

From here we can deduce (keeping in mind, that D=4 dimensions):

50 = 0/ 0,6 = (1) 0, () 20,0 (A.5.3)

Since ¢ is only time-dependent and since, due to our choice of metric, we are already working with
conformal time, we get:

50 = ()0, ((110)20,0) = ()" ((0,0,0) ) = 2H0720,6 ) = (Hu)*0h — 20,0 (A59)
So that we get the equation of motion written in the cosmological approximation

24B¢H? + 4vy¢®

o

For the convenience, though, we would like to get rid of the single-derivative term. To achieve this, we
perform the field redefinition:

¢ — %6,,(;5 - 0 (A.5.10)

QS:a%go:Hn(p (A.5.11)
Let’s calculate the terms of (A.5.10) in terms of the new field:
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85(1) = 3,2](H50+H778,]90) = H@ngaJrH&,gaJanaggo (A.5.12)

2 2 2 2
0 h = —5(H<P + Hnoyp) = —5H<p — 5H7787,30 (A5.13)

Summing (A.5.12) and (A.5.13):

2 2 2
HOpp + HOpp + H778$<p — ;H(p — ;Hn@ngo = Hnaflap — Eng (A.5.14)
So, indeed, we managed to kill the single derivative through this redefinition and now we have
2 24BpH? + 4vy¢®
2 _
Hndy o — ;Hgo T mmeE 0 (A.5.15)
And after rewriting it in a neater way, we finally get the EoM:
2+ 24B)H? + 4~(Hn)?p?

This is the final version of the ¢ equation of motion and this has to be solved now for ¢(n), which we
will then have to plug into Friedmann equation to get a family of solutions in terms of H.

To solve this equation, we use the following Ansatz:

(A.5.17)

where ¢ is the value of of ¢ at the starting point. We get (denoting 5’ = 2 + 245):
o B'H? 4 4y(Hn)*0gn*
(Hn)?

we can find one solution, when 3o = @« —2 = « = —1 (the point is to find at least one solution and that
will be enough, since that will allow there to be an inflation). And now we can derive a constraint for ¢g:

ala —1)pon®~ @on® =0 (A.5.18)

2
4y

2= B)pon™ —dypin ™ =0 = g ((2 - - 4%@3) =0 = o=+ (A5.19)

So, we get the solution:

n (A.5.20)

Now, as a final step, we have to see, whether this solution satisfies the Friedmann equations and for what
values of H. This will give us a family of solutions, that we will have to compare to the solutions coming
from the Einstein Frame.

so that ¢ = Hnp = HA = const. (A.5.21)

o=t |2 A
U

47775

Therefore, all the derivatives in the Friedmann equations will vanish, since R = 12H? as well. So, we
get:

o o 1 o o 1 o 1
20R (Ruu - 4Rg;u/) + 5@52 (Ruu - 2Rg;4u) - 5'7@549“1/ =0 (A522)

Now, since R= g‘“’ﬁilw, by multiplying the both sides of the equation by g,, we will get:

) ) o R v 2 é v
Rgu, =4R,, =— Ry = % and thus R, — /17

= A5.2
=0 (A.5.23)
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This gives us for the equation:

1 — 1 1 A
Bp? (G,“, — 2;¢2>gw =0 = switchingto\ — §B¢2 ( — ZR + 5¢2) Guv =0 (A.5.24)

And recalling that R = 12H? we get:

¢ o< H? (A.5.25)
meaning, that there is no restriction on H and that the (A.5.17) Ansatz works for any H.

A.6 Comparing Frames

Now we can already compare the results for the minimum in both frames. To be able to do that, we
should take some physical objects and compare them in both frames. In general, such an object would
look rather different in Jordan and Einstein frames, but our case is a bit different. In general, when one
transforms to the Einstein frame, a conformal transformation is employed. In our case, though, we have a
conformal action, so a conformal transformation leaves it invariant. What we do to go to the action, that
will look like that in the Einstein frame, is that we fix the gauge. This will, obviously, keep the physical
objects invariant and that’s what we are going to check now.

As a physical object (i.e. the one that is invariant under the conformal transformation) we choose the
following ratio:

Ew‘ =

(A.6.1)

since R — Q2R and w? — O 2w?
And to check, whether this ratio stays the same in both frames, we should calculate w? and R in each
frame separately and then compare their ratio in both frames.

1) Let’s start with the Einstein Frame:

In this frame we calculate R value from the Einstein equation derived in this frame. The value for (w?)E¥

5 2772
is simply obtained from the gauge-fixing condition: Q2 = —% = Ww?= —L;VI”
For REVF we get:
P, 1 P, V(¢0)g v
Rff - ig/wREF + Tgu =0 (A.6.2)
and expressing Rff through RFF:
D, V(¢O)g LV
EF o
— =g, RFF + e =0 (A.6.3)
giving us:
4V (¢o)
EF
= A64
Therefore for the ratio we get:
REF A 1 A —2 A

@)FF ~ 4B +anM2 Q2 T 4B +aNMZ QPQ2MZ T 2(B2 + o))

2) In the Jordan frame:
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We obtain the value of R simply by calculating it from the FLRW metric and then plugging the expres-
sion for H into it, which gives us R = 12H?. Then we express w? through ¢? and R using the EoM for ¢
(see the main part of the thesis, Chapter 4). And we also find the expression for ¢ by solving the EoM (we
did this in the previous section).

The EoM for w gives us the constraint that ¥ = R, and the EoM for ¥ gives us the value for ¥ = —W,
from where we can actually derive the needed ratio.

p_ B+
R _ A.6.6
70 ( )
where
_ 245 H? _
w? = —2aR — B¢* with ¢* = PH” nd R = 1202 (A.6.7)
So that:
R R 12H? A

I _ = — = — A.6.8
@W)7F T 20R+ B 2daH? 4+ BEE T 2(B% +a)) (465)

Meaning, that we just proved the equivalence and the consistency of the results in both frames, just as
we wanted.
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Appendix B

One-loop Quantum Corrections

B.1 One-loop Quantum Corrections

In order to calculate the one-loop corrections in this model, we used the Jordan frame action, since it
simplified performing this calculation significantly.

S = /d4x\/jg< _ %(w)? + BS2R + 2¢4) (B.1.1)

In order to be able to use the familiar regularization and then renormalization schemes, we switch to the
Riemann Normal Coordinates (RNC), since the spacetime is locally flat in these coordinates, allowing us to
use the standard method of Dimensional regularization.

In these coordinates (after quite some calculations) we arrive at the following perturbative solution for
the Green’s function:

1 iMP (2) 1 Aas(t) pags 1

(63

TR M) K2+ M) K2+ M(2) M k2 + M(x') 2+ M(x') + O<ks> (B.1.2)

Gr(k)
And then using the method of the heat-kernel we can write:

Gr(y) = —i/ooo dsK (a;2; 5) (B.1.3)

and after quite some calculations again, we finally arrive at the result for the one-loop quantum corrections

D

iTrl dPz 1\ 5 9\ ? D
Voo == [ oy ((9-5) R+ 098) o= 3)
1/ 1 _ 0 1 - -, D —2)? o y
- 3(180R“|(67)|6R By _ T5g Bas R p D27 5 ) <Fa5F B 4 Te(F, F* )>> (B.1.4)

D—4

((o-g)mer) “r(2-3))
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