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#### Abstract

For several decades, researchers have compared the learning effects between form-focused and meaning-focused language education. Whereas one of the main arguments of the supporters of meaning-focused education is that explicit knowledge of grammar rules will impede on the communicative flow, few studies have actually looked at the effect of type of instruction on oral fluency. The present study is part of a bigger longitudinal study that looks at the effect of delaying grammar instruction for Dutch EFL learners in a regular classroom setting. More specifically, the present study investigates the differences in oral fluency between two groups of students in their first year of secondary school ( $\mathrm{N}=319$ ), one of which had received traditional English education (including grammar instruction) for a full year, whereas for the other group the grammar instruction was omitted from the lessons. The following research question was posed: what is the effect of one year of implicit English education on the English fluency of Dutch pupils in their first year of secondary school compared to Dutch pupils who have experienced traditional, English language education in which grammar instruction is included? In line with the arguments raised by supporters of meaning-focused education, it was expected that the group that had not received grammar instruction would outperform the group that had. The students were subjected to a narrative elicitation task. The stories were transcribed in CLAN and fluency measures were calculated by use of Praat and CLAN. Three different fluency variables (1. average number of words; 2. average length of silent pause; 3. breakdown and repair fluency) were gathered for each participant and $t$-tests were conducted to the compare the two groups on each variable. For the first variable it was found that the group that had received no grammar instruction significantly outperformed the group that had. For the second variable, no significant differences were found. However, for breakdown and repair fluency it was found that the group that had received grammar instruction significantly outperformed the group that had not. It was concluded that the omission of grammar instruction has both a positive and a negative effect on oral fluency.
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## 1. Introduction

In the Netherlands, English is an obligatory subject for every secondary school pupil. Unlike many other European countries, there is not a national curriculum that all schools have to follow. The primary objectives and final attainment level goals concerning English language proficiency are nationally established. However, schools are allowed to decide how exactly they teach their students English and how they prepare them for the national exams at the end the secondary school period. Many Dutch schools choose a very consistent way of teaching English: 2 or 3 lessons a week, following a book, teaching many grammar rules and assigning the students long lists of vocabulary to learn by heart.

This traditional way of teaching a language and its rules explicitly is not the only possible type of instruction. Although there is enough evidence to support the claim that language instruction has a positive effect on language learning, there is no consensus about which way of teaching has the greatest effect (De Graaff \& Housen, 2009). There are several theories on the most effective ways of teaching a language (Doughty \& Varela, 1998; Ellis, 2003; Gass, 1997; Gass \& Mackey, 2000; Krashen, 1982; Krashen \& Terell, 1983; Long, 1991; Nunan, 1989; Prabhu, 1987). Some scholars have claimed that the language learning process should resemble the acquisition of a first language, and that therefore the learners should not get explicit language instructions but rather should be provided with a communicative setting in which they can pick up on the L2 (Ellis, 2003; Krashen, 1982; Krashen \& Terell, 1983; Lyster, 2007; Schwartz, 1993; Nunan, 1989; Prabhu, 1987). Other researchers claim that learning a language does not necessarily mean learning explicit grammar rules and vocabulary, but that language learners can also pick up on these language features by implicit instruction (Long, 1991; Gass, 1997; Gass \& Mackey, 2000; Doughty \& Varela, 1998). Various ways for realising this implicit way of teaching exist.

Currently, there are three main varieties on explicit and implicit learning that are supported by scholars: Focus on Forms (FonFS), Focus on Form (FonF) and Focus on Meaning (FoM) (Loewen, 2011). FonFS is a more traditional way of teaching a language: there is much focus on grammar rules, and the teacher teaches the students explicitly about the forms of the language. FonM is the exact opposite: it entails no focus on grammar rules or linguistic forms at all. Instead, the lessons are only focused on communicating meaning, and the only language being used is the language needed to communicate successfully. FonF is the middle road: whereas there is some focus on form, this focus is not as explicit as it is in FonFS language teaching. Instead, the main focus remains on meaningful communication of
content, not of form rules. Explicit teacher explanations of grammar rules in a noncommunicative setting for instance, or drilling exercises, do not occur in this type of teaching. This variety has by far been interpreted in the most various ways, which is probably because the concept remains very broad. Ellis (2001) distinguished between teacher-initiated FonF, in which the teacher expects students will have trouble with certain linguistic forms and therefore starts teaching these forms implicitly, and reactive FonF, in which the teacher only implicitly teaches about a form if it has wrongly occurred in the students' communicative output. Not all FonF-supporters agree on which type should occur (Loewen, 2011). Another topic on which the scholars are divided concerns the question whether FonF should be intensive, that is "one or two linguistic forms are targeted continually during an activity", or extensive, that is " no single linguistic item is targeted, rather limited attention may be given to a variety of structures" (Loewen, 2011, p. 579).

Most of these language-teaching theories are supported by a thorough body of evidence gathered from research. Norris and Ortega (2000), for instance, provided an overview of research into FonF and FonFS and found that both of these varieties have a positive influence on language learning. However, not each theory is supported thoroughly with empirical research. Whereas research on FonF and FonFS generally seems to result in supportive evidence for these theories, the outcomes of research into FonM are rather inconclusive (De Graaff \& Housen, 2009). Moreover, there are some downfalls to most studies that have found evidence for FonM, FonF or FonFS. Most studies use a set-up that does not resemble a language teaching classroom at all. Instead, they use a laboratory to conduct a short-term study focused on one feature. The types of instruction are often carried out during one or two sessions only. Besides that, the tests after the instruction are often flawed, being more in line with one of the two types of instruction. Therefore, outcomes of these studies, and the implications for real-life language education, remain quite questionable. The aim of the present study is to empirically investigate the effect of including or excluding grammar instruction in a real-life language learning setting for a longer period of time. The research question is as follows: what is the effect of one year of implicit English education on the English fluency of Dutch pupils in their first year of secondary school compared to Dutch pupils who have experienced traditional, explicit English language education?

## 2. Overview of academic discussion

### 2.1 Focus on form, forms or meaning

A much debated question in research is which type of instruction yields the best results in language learning. Is it the implicit FonM, the implicit FonF or the explicit FonFS?
Supportive empirical evidence exists for both implicit and explicit types of instruction, and no firm conclusion has been drawn thus far. A few of the main studies and their outcomes in the field are listed below.

### 2.1.1 Focus on form(s)

As has been mentioned above, some scholars claim that it is best to focus on language rules and forms. In a review article about the effectiveness of type of instruction, Norris and Ortega (2001) found that the average effect sizes of both FonF and FonFs instructional types were large compared to FonM instructional types. This means that the studies which they used for their review provided outcomes in favour of FonF and FonFS instruction. There was no significant difference between the effect sizes of FonF and FonFS, indicating that at the moment of their review, none of the two types of instruction appeared to be superior to the other (Norris \& Ortega, 2001). However, the researchers did have some points of criticism towards most studies that found a large effect size for the more explicit forms of education: the tests after the instruction mostly tested explicit, declarative knowledge, which was not in any way communicative (Norris \& Ortega, 2001). Therefore, the outcome might be a distorted picture of the actual effect. Besides that, the "implicit" types of instructions were usually much more restricted in comparison with the more explicit forms (Norris \& Ortega, 2001). Researchers often focused on creating a well-balanced and diverse type of FonF or FonFS instruction, whereas the way the implicit instruction was designed was one-sided and sometimes did not even involve the target construction (Norris \& Ortega, 2001). Like Norris and Ortega (2001), Spada and Tomita (2010) conducted a meta-analysis of studies investigating the difference in learning gains between explicit and implicit instruction. They found that, in general, the effect sizes of the explicit types of instructions were larger than those of the implicit types of instruction (Spada \& Tomita, 2010). Spada and Lightbown (2008) presented an overview of theories and empirical studies that have supported the claim that explicit language teaching has a positive effect on language proficiency.

These large overview studies already suggest that a lot of studies have pointed out an advantage of explicit instruction over implicit instruction. A few individual studies will be mentioned here. Laufer and Girsai found evidence that a group of students that received the
form of education that was most form-focused outperformed two groups of students who received more meaning-focused education on a translation task (2008). Likewise, Ellis, Loewen, and Erlam (2009) found that students who received explicit corrective feedback outperformed the group of students that received implicit corrective feedback on the targeted grammar feature (regular past tense -ed). A study by Alanen (1995) showed that explicit instruction of a grammar rule before giving students enhanced input (meaningful L2-input in which the target item occurs more often than in general L2-input) increased students' ability to recall and apply the rule as opposed to input enhancement without the instruction beforehand. Scott (1989) looked at the different effect sizes of implicit and explicit instruction on two French grammar structures (subjunctive and relative pronoun) and found that the group of students receiving explicit instruction outperformed the group of students receiving implicit instruction.

### 2.1.2 Focus on Meaning

Other researchers state that implicit language teaching is more effective than explicit teaching. One of the 'founding fathers' of this position is Stephen Krashen. In 1982 Krashen introduced his theory in his book Principles and practice in second language acquisition. In this book he explains that students do not need explicit grammar teaching but rather need comprehensible input, that is, meaningful input that is one step further than the current level the students are at (Krashen, 1982). That way, the students acquire implicit knowledge about the language and learn how to use it in naturalistic settings (Krashen, 1982). The explicit rules taught in traditional education can only be used in optimal situations in which students are allowed time to think about their output and its form, and these situations are not very likely to happen in reality, according to Krashen (1982). An example of such a situation would be an untimed grammar test, in which students are allowed enough time to access their explicit knowledge of grammar rules (Krashen, 1982). Likewise, Schwartz argues that the 'data' learned from explicit language instruction does not lead to actual linguistic competence, which is needed to communicate in a second or foreign language (1993).

A number of studies compared the difference in learning benefits between classroom settings and natural settings, and these natural settings mostly entailed that the 'natural setting students' stayed in the country of the language they were learning for some time (Freed, Segalowitz \& Dewey, 2004; Llanes \& Serano, 2014). The outcomes of these studies generally indicate that the latter setting has a more positive effect on language learning than the former (Freed, Segalowitz \& Dewey, 2004; Llanes \& Serano, 2014). However, most of these results
could also have been caused by a larger amount of input and more opportunities for practice (Llanes \& Serano, 2014). Many other studies also found the language benefits of studying abroad for some time (e.g. DeKeyser, 2007; Dywer \& Peters, 2004; Llanos \& Muñoz, 2009). However, the current study is limited to classroom teaching only. Nonetheless, this argument is often used to emphasize the benefits of more implicit, communicatively meaningful instruction, which resembles the naturalistic setting.

A study by Reinders and Ellis (2009) went into the difference in learning results on the grammatical feature 'negative adverbs' between a group that received enriched input only (meaningful input in which the target feature occurs many times) and a group that first received an explicit instruction to notice the target feature and then was subjected to enriched input. They found that the group that received the noticing instruction did not have any benefits over the group that only received enriched input (Reinders \& Ellis, 2009). However, they did not find any evidence that the implicit group outperformed the explicit group either (Reinders \& Ellis, 2009). Ayoun (2004) found similar results in a study into the effect of different types of instruction on the acquisition of past tense grammar structures: the type of instruction did not have much influence on the students' success in acquisition.

A study by Macaro and Masterman (2006) looked at the different language outcomes between a group of students who received an "intensive burst of explicit instruction" before starting their study of French at a UK university and a group that did not (p. 297). The results indicated that the group who did receive this burst outperformed the control group on grammar tests, but not on translation or free composition tasks (Macaro \& Masterman, 2006). This is in line with Krashen's theory that students do not experience any benefits of their explicit knowledge in communicative situations which was, in this case, writing.

What the researchers who support FonM education have in common is their belief that knowledge learned during explicit language instruction cannot be used in real communicative situations (Krashen, 1982; Schwartz, 1993). The main argument behind this claim is that accessing the explicit knowledge takes too much time, which disrupts the communicative flow (Krashen, 1982; Schwartz, 1993). It can be argued that if these students intend to apply their explicit knowledge in a communicative setting, their fluency would be disrupted, because of the excessive amount of time it takes to access their knowledge. Surprisingly, currently there are no studies that specifically focused on the effect of implicit versus explicit instruction on a language learner's oral fluency. This paper focuses on the effect of explicit and implicit teaching on fluency.

### 2.1.3 Effect of implicit versus explicit education on oral proficiency

Most of the studies that compare implicit and explicit education look at specific grammar items. It seems surprising that there are not many studies that explicitly go into the difference between how implicit and explicit instruction influence oral proficiency. This appears to be an extremely interesting gap in research, especially since the FonM supporters claim that explicit knowledge cannot be used in communicative setting, of which the ability to communicate orally is probably the first and foremost representative. The reason for this focus on grammar instead of oral proficiency is probably because it can easily be measured whether or not the acquisition of a grammar item did or did not take place, whereas overall oral proficiency is a lot broader and not measured in a standard way. Some studies did look at whether or not subjects orally produced the targeted grammar items correctly. For example, a study by Hernandez (2008) went into the difference in effect of explicit and implicit language teaching on L2 students' use of discourse markers in an oral test. The experimental group received explicit instruction on discourse markers besides input flood, opportunity for practice and corrective feedback, whereas the control group received the same types of instruction except for the explicit instruction. The experimental group outperformed the control group, indicating that, considering oral discourse markers, the inclusion of explicit instruction has a benefit over limiting teaching to implicit instruction only.

### 2.1.4 Attitudes towards implicit and explicit education

All of these studies into the most effective ways of teaching are very important for our understanding of what types of instruction would be ideal to use in real-life settings. However, many of the research findings into second language acquisition have little or no effect on the language teaching practice at all (Larsen-Freeman, 2015). Therefore, it is important to keep in mind the attitudes of the gatekeepers of education. If their attitudes towards a change that is suggested by research are not positive, the change is not likely to happen. Burgess and Etherington (2002) did research into English language university teachers' attitudes towards explicit and implicit grammar education. They found that the teachers preferred explicit teaching of grammar over implicit teaching (Burgess \& Etherington, 2002). Besides that, the teachers involved in the study also indicated that they noticed that their students also preferred getting explicit rather than implicit education (Burgess \& Etherington, 2002). In other words, although there is academic support for both explicit and implicit education, the attitudes of teachers and students appear to favour explicit education.

### 2.2 The interface debate

Another concept on which scholars do not seem to agree, which is tightly linked to implicit and explicit education, concerns the interface debate. The interface debate concerns the mobility of explicit and implicit knowledge. Again, there are two opposing views and many scholars that base their opinion somewhere in the middle. On the one hand some scholars advocate that implicit and explicit knowledge are fluent constructs that do not necessarily remain implicit or explicit forever. On the other hand opposing scholars propagate that explicit knowledge could never become implicit knowledge and vice versa.

Usually, the supporters of FonM instruction adhere to the non-interface position. These scholars argue that usable language knowledge can only be acquired in communicative situations. The lack of mobility between the two types of knowledge implies that explicit knowledge, most often learned in classroom settings, cannot be accessed during such communicative situations, in which only implicit knowledge acquired during meaningful communication can be used (Krashen, 1981; Schwartz, 1993; Truscott, 1996; Paradis, 2009).

Not all researchers that do suggest there is interaction between implicit and explicit knowledge agree on how this interaction takes place. Some scholars claim that though the interaction between the two types of knowledge is restricted, and most explicit knowledge is not accessible in communicative situations, L2 learners can make some explicit knowledge implicit by practicing it a lot (N. Ellis, 2005; 2006; 2007; R. Ellis, 1994; 2005; 2006). This is called the weak interface position. According to the weak interface position "explicit knowledge may help where implicit knowledge fails" and "everything is learnable" (Han \& Finneran, 2004, p. 4). Other scholars are of the opinion that, normally, implicit knowledge can become explicit knowledge via practice and automatisation (DeKeyser, 2007). This is called the strong interface position. One of the assumptions this position relies on is the noticing hypothesis, which argues that people cannot learn anything without explicitly paying attention to it (Han \& Finneran, 2004, based on Schmidt, 1990; 1995; 2001).

Recently, Han and Finneran (2014) took a closer look at the interface debate and the empirical evidence that seems to exist for all points of view. They argued that since evidence exists for all of the positions, all of these might co-exist (Han \& Finneran, 2014). The results of their case study indicated existence of all of the three interface positions in one person's interlanguage at one specific moment in the learning process (Han \& Finneran, 2014). Han and Finneran (2014) argue that the lack of consensus between scholars can be ascribed to this presence of all of the interface positions in every language learner. If this statement is correct,
it may be argued that the same goes for type of instruction: in that case some features can be learned explicitly whereas others would have to be acquired from input.

### 2.3 Fluency in foreign language research

### 2.3.1 The concept 'fluency'

Various ways of defining the concept "fluency" exist. In popular speech, fluency generally refers to overall language proficiency. It is not uncommon to hear people comment on their own language proficiency that they speak a language "fluently', by which they indicate that they are able to communicate without much difficulty and on an overall high level. The term can even be used on a curriculum vitae to indicate a level of foreign language proficiency. In such instances, ‘fluently' indicates a proficiency level that is almost as high as near-nativeness and clearly much higher than merely basic language proficiency. This interpretation of the concept is called global fluency, and is different from componential fluency (Koponen \& Riggenbach, 2000). Componential fluency is a narrowed down definition, in which fluency is not equal to proficiency but is part of it (Koponen \& Riggenbach, 2000). Koponen and Riggenbach state about most descriptions of componential fluency that it is associated "with flows, currents, or motion" of speech (2000, p. 8).

Componential fluency is one of the language proficiency components represented in the Common European Framework of Reference (CEFR). The CEFR is used in The Netherlands to determine the national primary objectives and the final attainment level goals for English. The CEFR subdivides language proficiency into six varying levels, ranging from $\mathrm{A} 1 / \mathrm{A} 2$ (basic user) via $\mathrm{B} 1 / \mathrm{B} 2$ (independent user) to $\mathrm{C} 1 / \mathrm{C} 2$ (proficient user), A 1 being the lowest and C2 being the highest level. Roughly, the aspects of language that are taken into account to establish these levels are reading, listening, speaking, and writing. Within spoken language use, the CEFR distinguishes between different aspects of speech, such as range, accuracy, fluency, interaction and coherence. From the presence of this diversity of aspects to be taken into account it can already be concluded that fluency is a separate aspect of speech that is not the same as general language proficiency. Besides that, the fluency indicators used in the descriptions of the levels all concern flow of speech and ease of production, and there is even mention of disfluencies such as pauses, false starts, and repairs. Hence, it can be stated that since the Dutch school system uses the CEFR as an indicator for the nationally established levels, componential fluency is also an aspect for which objectives are set nationally.

In research, the two-fold distinction between global and componential fluency often becomes clear in the way researchers use the concept in their studies. On the one hand, some researchers interpret or use the concept of fluency as global fluency. There are studies in which fluency is regarded as a broad concept related to "a person's general language proficiency, particularly as characterized by perceptions of ease, eloquence, and 'smoothness' of speech or writing (Housen \& Kuiken, 2009). Kormos and Dénes (2004), for example, compared the different measurable aspects related to fluency to subjective fluency ratings by native and non-native language teacher judges. They did not give these judges any indication of how fluency should be rated, and it turned out that the judges took various aspects of language proficiency into account that, in many other studies, are strictly separated from fluency, such as accuracy and lexical diversity. This study is similar to an earlier study by Lennon (1990), which followed the same set-up and suggested that the factors underlying general fluency might be subdivided into "'core' and 'peripheral' fluency variables" (Lennon, 1990). Core, in this definition, relates to the componential fluency, whereas peripheral entails the broader sense of language proficiency. Freed did a similar study and also found that judgments by the native speaker and non-native speaker judges were related to "a multitude of linguistic, psychological, and sociolinguistic factors, each of which contributes to the full construct of fluency" (Freed, 2000, p. 261). Researchers such as Chambers (1997), Guillot (1999), Freed (2000) and Koponen \& Riggenbach (2000) discuss the different possible ways of defining the concept "fluency" and also take these broad definitions into account. Hilton (2008) suggests that lexical competence plays a very important part in how fluent L2-speakers sound.

These broad interpretations of the concept are not in line with other definitions that are strictly refined to measurable subdimensions, hence to componential fluency. De Jong (2016) explains that disfluencies occur when a speaker cannot keep up with the articulation of what he or she is trying to say while conceptualizing what to say or formulating how to say it ( p . 203). As a consequence, the speaker becomes disfluent, possibly by slowing down, being silent for a while, using a filled pause, or repeating something (De Jong, 2016). Another form of disfluency is reformulating or correcting something, which happens when a speaker notices an error in his or her speech and decides to correct it (De Jong, 2016). Componential fluency could roughly be subdivided into speed fluency, which relates to how quickly someone produces speech units, breakdown fluency, which relates to the number and duration of pauses, and repair fluency, which relates to the number of reparations a speaker makes in his or her speech (Lambert \& Kormos, 2014; Tavakoli \& Skehan, 2005). Some studies
investigated the link between one or several of these measurable subdimensions and global fluency (Kormos \& Dénes, 2004; Lennon, 1990; Freed, 2000). Many other studies simply calculate fluency as a measurement of speed fluency, breakdown fluency, repair fluency or a combination of these components (e.g. De Jong et al., 2012; Gan, 2012; Housen et al., 2011; Lambert \& Kormos, 2014; Larsen-Freeman, 2006). Componential fluency can be calculated from speech data once it has been defined which components should be taken into account. For an overview of possible calculations to arrive at a measure of componential fluency, see De Jong (2016), table 1.

### 2.3.2 Disfluencies in speech

Whereas global fluency is more or less equal to L2 proficiency, componential fluency only plays a small part in L2 proficiency. In fact, it has been argued that disfluencies are not necessarily indicators of lower proficiency as such (De Jong, 2016). Although "fluency is at least partly dependent on L2 proficiency", it is also part of fluent L1 speech (De Jong, 2016, p. 206, based on De Jong et al., 2013; De Jong et al., 2015; Riazantseva, 2001). In fact, some studies have found that disfluencies can actually carry meaning (Clark \& Fox Tree, 2002; Clark, 2000; Collard et al., 2008; De Jong, 2016). De Jong mentions that several studies have found that after disfluencies in native speech, the content of speech is often more complex (De Jong, 2016). Consequently, a disfluency might make the listener aware of an upcoming passage that requires the listener to pay closer attention. Disfluencies, in other words, do not necessarily affect the performance of the speaker, but can be part of a certain speaking style and add meaning to a message.

However, in studies that looked into which aspects predict ratings of L2 proficiency best, fluency, among other proficiency aspects, turned out to be one of the most important indicators (De Jong, 2016, based on Iwashita et al., 2008). In other words, though fluency is part of natural L1 speech, it is also a good indicator of foreign language proficiency. Moreover, fluency has been found to improve along with proficiency in L2 learning (De Jong, 2016). So whereas some part of fluency may depend on personal speaking style, at least some part of fluency measures or judgements are related to actual L2 proficiency. De Jong (2016) states that (inverse) articulation rate is most strongly related to L2-proficiency and least to personal speaking style. In order to not measure the personal fluency (hence the general fluency of a speaker, in L2 as well as L1), it may be best to use a metric that is hardly related to personal speaking style in the present study.

### 2.3.3 Effects on fluency

Many researchers have included or specifically focused on the effect of different variables on fluency of foreign or second language learners in their study (Foster \&Skehan, 1996; Kormos \& Dénes, 2004; Yuan \& Ellis, 2003). Examples are Yuan and Ellis (2003) who studied the effect of pre-task and online planning on language learners' fluency. They found that pre-task planning has a positive effect on the fluency of language learners when performing a monologic oral production task (Yuan \& Ellis, 2003). An article by Foster and Skehan (1996) also reported that planning has a positive effect on fluency, and reported that this effect is stronger in a narrative task and a decision making task than in a task which concerns giving personal information. Gilabert (2007) also found that pre-task planning has a positive effect on fluency. Besides that, task complexity concerning context also influences fluency: if a task demands from a subject that he or she talks about the past rather than about the present, this influences the subject's fluency negatively (Gilabert, 2007). A study by De Jong et al. (2012) found that task complexity influences different aspects of fluency in different ways, and that task complexity influences the fluency of native speakers and non-native speakers in different ways. Michel, Kuiken, and Vedder (2007) compared complex and less complex tasks and found that the complexity of tasks affects fluency negatively. The study also looked at the difference in fluency in monologic and dialogic tasks and found that subjects were more fluent in dialogic tasks than in monologic tasks (Michel, Kuiken \& Vedder, 2007). Llanes and Muñoz (2009) reported that study programs in the country of the FL have a beneficial effect on language learners' fluency.

## 3. Hypotheses

The current study investigates the effect of implicit learning on the oral fluency of Dutch secondary school students of all levels. As has been mentioned before, the research question investigated in this paper is as follows: what is the effect of one year of implicit English education on the English fluency of Dutch pupils in their first year of secondary school compared to Dutch pupils who have experienced traditional, explicit English language education?

The present study is restricted to the calculative concept of componential fluency. Following the theories that support FonM, it is expected that the students that have received implicit language education, will be more fluent than their peers who have received traditional explicit education. According to Krashen's theory, the explicit knowledge of grammar rules creates a filter. This filter is not useful in many situations, because accessing the explicit
knowledge takes up a lot of time, so that in actual communication the "flow of speech" would be interrupted. This could implicate that students would have more disfluencies such as (filled or silent) pauses, repetitions, and repairs in their speech. Following De Jong's (2016) explanation of disfluencies, the students might slow down and become disfluent the moment they are trying to formulate how to say what they intend to say. The disfluency would then occur because the information is not accessed rapidly enough, hence impeding the flow of speech. If a student's speech rate is faster than the speed at which the outcome can be formed in the mind, disfluencies occur (De Jong, 2016). Another way this filter would affect fluency is when a speaker notices an error based on his/her explicit knowledge and starts correcting it, which would relate to the repair fluency. Therefore, the hypothesis of this study is that the group of students that received implicit education will be more fluent in the oral task than the group of students that received explicit education.

Hypothesis 1. The intervention will have a positive effect on the average number of words uttered per minute of speaking time.

Hypothesis 2. The intervention will have a negative effect on the mean length of silent pause.

Hypothesis 3. The intervention will have a negative effect on the average number of pauses, filled pauses, repetitions and revisions per minute of speaking time.

These hypotheses are in line with the main assumption that knowledge of grammar rules negatively influences the speaking fluency of second language learners. Therefore, each hypothesis is stated in a way that reflects the expectation that the intervention group will outperform the control group on fluency.

## 4. Method

### 4.1 Participants

The current study uses data gathered in a larger, longitudinal study by Piggott (in preparation). Piggott investigates the effects of a two-year grammar instruction delay on Dutch EFL learners' proficiency.

All participants ( $\mathrm{N}=319$ ) studied at the same Dutch secondary school in the Netherlands. The participants in this study were in the end of their first year during the gathering of the data. All students were between the age of 11 and 13. The intervention group
did not receive any grammar instruction and the control group did receive grammar instruction throughout their first year of education. The textbook used during the classes was More, a method designed by Cambridge (Puchta, Stranks, Gerngross, Holzmann, \& Jones, 2008). For the intervention group, the pages and text blocks that contained explicit grammar explanations were deleted from the textbook. There were two teachers who only taught the intervention group classes, two teachers who only taught the control group classes and one teacher who taught classes to both groups. The two groups did not receive their education during the same year; there was a one-year delay for the intervention group. This should not affect the results in any way since there is no reason to believe that this made the population any different. The data for the control group was gathered at the end of the academic year 2014-2015 and the data for the intervention group was gathered at the end of the academic year 2015-2016.

The study's population consisted of a selection of students from ten intervention group classes and ten control group classes. Both groups consisted of a diversity of classes representing a large part of the regular Dutch school system. Five different levels of education can be distinguished and are represented in both the intervention and the control group. The levels are vocational education (vmbo- $t l, \mathrm{~N}=32$ ), vocational education/higher general secondary education (vmbo-tl/havo, $\mathrm{N}=64$ ), higher general secondary education (havo, $\mathrm{N}=74$ ), higher general secondary education/pre-university education (havo/vwo, $\mathrm{N}=64$ ) and preuniversity education ( $v w o, \mathrm{~N}=86$ ). These levels differ in how students are prepared for their tertiary education and/or their profession. Some educational levels prepare students for vocational professions, whereas other levels are oriented towards university or university of applied sciences. One pre-university level student in the control group had to be excluded from the study for sound-technical reasons.

### 4.2 Materials \& procedure

An oral proficiency test existing of two parts was conducted at the end of the first year of the students' English education. The test was conducted as part of the students' regular curriculum; the grades would count towards their final mark for the English course for that school year. The tests were recorded and the students were informed about this beforehand. The students were not aware that their test output would be used for research. However, parents were informed for ethical reasons, and were given the opportunity to withdraw their child's data from the research database.

The students were tested in pairs in a quiet room in the school during regular school time. For each pair of students, one teacher would be present, who would lead the test and explain the tasks. It was made sure that the teacher would not be the students' regular teacher, since the teacher-student bond might influence the student's performance. In the first part of the test, the students were asked to answer some simple questions about their daily life and preferences. This was done in order to make them feel at ease and to get "warmed up" for the second part of the test. The first part was not taken into account for the grade and was not used for research. The second part consisted of a narrative elicitation task. One of the participants received a storyboard containing several pictures and was told he/she should tell a coherent story based on the pictures. The storyboards were shortened versions of the stories Frog, where are you? (Mayer, 1969) and A boy, a dog, a frog and a friend (Mercer \& Mayer, 1993). The students were allowed some time to look at the pictures before they got started with telling the story. After the first student was done, the second student received the storyboard with the remaining story and was told to do the same thing. During the graded tasks, the teacher sometimes made encouraging remarks such as "go on", or "good". Sometimes the teacher would even help the student out. This only occurred rarely, if the student really could not go on with the task without help.

For each participant, the story was transcribed using the CLAN programme of CHILDES (MacWhinney, 2000). Three MA-students including the author of the current study divided up the participants' stories to be transcribed. Filled pauses, revisions and repetitions were marked in the script using symbols that CLAN recognises. Both when words and sentences or fragments were repeated or revised, this was coded as one repetition or revision. This was done in order to get an actual reflection of the number of times a student would produce disfluencies as opposed to a reflection of how many actual words the student repeated or revised. Once the stories were transcribed, the transcriptions were converted into praat.texgrid files, which can be read by the programme Praat (Boersma \& Weenink, 2007). Subsequently, both the sound files and the transcripts were cut so that only the participant's speech and the pauses he/she made were left. This was done by use of a Praat script created for this purpose. The Praat script first cuts off the beginning and ending in which the teacher and participants are having conversations that are not of importance to the results. Then the script cuts the moments during the participant's story in which the teacher speaks, as well as other sounds/noises that are irrelevant for the data. These moments had been coded under the 'teacher-tier' (TEA), so that the script could recognise which parts should be deleted from the sound file. During the next step, the sound was filtered by use of Praat's 'remove noise'
function. After the noise had been removed, De Jong and Wempe's (2013) Praat Script Syllable Nuclei was used to detect the total duration in seconds, the phonation time in seconds and the number of pauses for each student. The silence threshold was set at -25 decibel. The minimum dip between peaks was set at 4 decibel. The lower minimum pause duration threshold was set at 300 milliseconds, following guidelines proposed by De Jong and Bosker (2013).

Besides these steps in Praat, the total number of words, filled pauses, repetitions and revisions in each transcript was calculated by use of the MOR-function, Flucalc-function, and freq-function of CLAN. The data were put together in one data list containing for each participant the following variables: number of words uttered, the number of pauses, the complete duration of the sound file and the speaking time within this sound file, and the number of repetitions, revisions and filled pauses.

To be able to control for education, an extra value was added to each participant's values. The different school levels were each given a value, the lowest level being the lowest value, and the highest level being the highest value. The first two school levels were combined into one level for statistical reasons, due to the low number of students enrolled in vocational education. The new list was then as follows: $1=$ vocational education/higher general secondary education (vmbo-tl/havo, $N=90$ ), $2=$ higher general secondary education (havo, $N=74$ ), $3=$ higher general secondary education/pre-university education (havo/vwo, $\mathrm{N}=64$ ) and $4=$ pre-university education ( $\nu w o, \mathrm{~N}=86$ ).

Then, the independent variable of intervention/control group was added to each participant's list of values. Each participant that was in the control group got the value 0 , whereas each participant that was in the intervention group had the value 1 . This was used later on to check for the differences between the intervention and control group.

Lastly, the three dependent fluency variables were calculated and added to the list. The first variable, the mean number of words per minute of speaking time, was calculated by dividing the number of words by the speaking time and then multiplying it by 60 (nwords/phonation_sec x 60). The second variable, the mean length of a silent pause, was calculated by dividing the silent time by the number of pauses ([duration_secphonation_sec]/npause). The last variable that was calculated was the breakdown and repair fluency. This was calculated by first finding the average number of silent pauses, filled pauses, repetitions and revisions per minute of speaking time. This was done by adding up the number of silent pauses, filled pauses, repetitions and revisions and dividing this by four. Subsequently, the number was divided by speaking time, and then multiplied by 60
([[npause+filledpauses+repetitions+revisions]/4]/speaking time x 60 ). Besides that, for the third variable, a reliability analysis was carried out to check for internal consistency between the four different breakdown and repair items used. Though the Cronbach's alpha was not extremely high at $\alpha=0.63$, it is considered acceptable. However, if the variable number of silent pauses is deleted from the scale, the Cronbach's alpha increases to $\alpha=0.76$. Although there might be statistical reason to omit this variable from the scale, this step was not taken. In her study into the best fluency measures, De Jong (2016) proposes a subset of fluency measures that encompasses all measures of fluency that are currently used in the field. She explains that by both including the number of silent pauses and the mean length of a pause, none of the measures measure the same construct, yet all of the possible fluency aspects are taken into account (De Jong, 2016). Therefore, the number of silent pauses was kept as item within the breakdown and repair fluency variable.

Subsequently, a factor analysis was done in order to test whether it was likely that one underlying dimension was represented with the subset of variables chosen. All four items loaded on a single factor with an eigenvalue of above one. In total, the factor explained $65.28 \%$ of the variance in the four items. Considering the extensive study into fluency measures by De Jong (2016), this underlying factor can be referred to as breakdown and repair fluency.

### 4.3 Analytical strategy

For the relation between intervention group and all dependent variables, independent variable $t$-tests were carried out in order to compare the two groups. A regression analysis was carried out to check for education effects. Independent sample t-tests were carried out for each level of education in order to check for effect of education on the effect of the intervention on the fluency variables.

## 5. Results

The aim of this study was to compare the intervention group and the control group on fluency measures. In the results section, differences between the intervention group and the control group are examined based on 1) the number of spoken words, 2) the length of a silent pause and 3) breakdown and repair fluency. The results are interpreted in light of the theoretical background of this paper. A Table with the mean scores and standard deviations is presented below.

Table 1. Descriptive statistics of all variables (N=319).

|  | M | SD |  |
| :--- | :---: | :---: | :---: |
| Dependent Variables <br> Number of words per minute <br> Length of silent pauses | 199.65 | .85 | 233.93 |
| Breakdown and repair fluency | 22.04 | .22 |  |
| Independent variable |  |  | 8.52 |
|  | Intervention Group ${ }^{1}$ | .50 | .50 |
| Control Variable |  |  |  |
|  | Education | 3.46 | 1.29 |

${ }^{1}$ Reference category = group that received grammar instruction.

## Mean number of words per speaking time minute

An independent variable $t$-test was conducted to calculate if there was a significant difference in mean number of words between the two groups of students. The mean number of words differed significantly between the two groups. On average, the intervention group uttered 224.62 words per minute, and the control group 174.52. As the hypothesis was unilateral, the p -value of the two-tailed t -test was divided by two. The difference in means therefore turned out to be significant, with $\mathrm{t}(161)=-1.93, \mathrm{p}=0.028$ (one-tailed). The effect size (Cohen's $d=$ 0.22 ) can be considered relatively small (Lakens, 2013). Therefore, the hypothesis can be accepted and it can be concluded that the intervention had a positive effect on the mean number of words per speaking time minute.

## Mean length of silent pause

An independent variable $t$-test was conducted in order to calculate any significant differences between the intervention group and the control group. The intervention group scored slightly lower on this variable, but the results were not significant. The second hypothesis should therefore be rejected. The effect size (Cohen's $d=0.02$ ) can be considered very small (Lakens, 2013). The mean number of pauses was very high for both groups, at respectively 0.85 pauses per minute for the intervention group and 0.85 pauses per minute of speaking time for the control group. The lower threshold of 300 milliseconds appears to account for this high mean. De Jong and Bosker (2013) investigated what lower threshold should be used in second language research, and found that if the threshold is set higher than 250 to 300 milliseconds, the number of silent pauses and their length will confound. Therefore, the lower threshold was kept at 300 milliseconds.

## Breakdown and repair fluency

The breakdown and repair fluency measures were subjected to an independent variable $t$-test. The results showed that the control group outperformed the intervention group significantly: on average, the control group had a significantly lower breakdown and repair fluency score $(\mathrm{M}=20.91, \mathrm{SD}=4.20)$ than the intervention group $(\mathrm{M}=23.16, \mathrm{SD}=11.18)$, with $\mathrm{t}(203)=2.37$, $\mathrm{p}=.02$ (two-tailed). The effect size (Cohen's $d=0.27$ ) is relatively small again (Lakens, 2013). It can therefore be concluded that the intervention did not have a decreasing effect on the breakdown and repair fluency of the students, as was expected. This entails that, on average, it was the intervention group instead of the control group that produced more disfluencies in speech. Consequently, hypothesis 3 must be rejected.

Table 2. Independent sample T-tests tests for mean differences in control group and intervention group ( $\mathrm{N}=319$ ).

|  |  | T-Test |  |  |
| :--- | :---: | :---: | :---: | :---: |
|  | Mean Difference ${ }^{\mathrm{a}}$ <br> (SE Difference) | DF | T | $d$ |
| Number of words | $50.10(26.00)$ | 161 | $-1.93^{*}$ | 0.22 |
| Mean length of pause | $-.004(.025)$ | 317 | .18 | 0.02 |
| Breakdown fluency | $-2.24(.94)$ | 203 | $2.37^{*}$ | 0.27 |
| ${ }^{*} \mathrm{p}<.05$ <br> ${ }^{2}$ Reference category $=$ group that received grammar instruction. |  |  |  |  |

The educational level was not constant within the two groups. Fluency is related to overall language proficiency (De Jong, 2016, based on Iwashita et al., 2008; Oh, 2006). Since it may be expected that the higher-level students have a higher proficiency of English, regression analyses were carried out to control for educational level. No significant effect was found, which indicates that the educational level did not influence the students' fluency. The effect size of education and intervention on number of words $(\mathrm{R} 2=.01)$ is relatively small, the effect size on mean length of silent pause $(R 2=0.003)$ is very small and the effect size on breakdown fluency $(\mathrm{R}=0.2)$ is relatively small as well. Furthermore, after including education in the regression analyses, there was still a positive relation between the intervention group and breakdown and repair fluency, with $B=2.10, \mathrm{p}=0.016$ (one-tailed). Likewise, the average
number of words per minute of speaking time is also still significant, with $B=50, \mathrm{p}=.031$ (onetailed).

Table 3. Regression analyses controlling for effects of education on fluency variables.

|  | Model 1 Linear Regression DV: Number of Words | Model 2 <br> Linear <br> Regression <br> DV: Mean <br> length of pause | Model 3 <br> Linear Regression DV: <br> Breakdown fluency |
| :---: | :---: | :---: | :---: |
|  | $B$ (SE) | $B$ (SE) | $B$ (SE) |
| Intervention ${ }^{\text {a }}$ | 50.00 (26.67)* | -. 01 (.03) | 2.10 (.97)* |
| Education | -. 19 (10.35) | -. 01 (.01) | -. 28 (.38) |
| N | 319 | 319 | 319 |
| F-test (df) | 1.84 (2;316) | . 44 (2;316) | 3.07 (2;316)* |
| $\mathrm{R}^{2}$ | . 01 | . 003 | . 02 |

## 6. Discussion and conclusion

Krashen and other supporters of FonM education have stated that there are, if any, very few benefits to educating L2 grammar to foreign language learners (Ellis, 2003; Krashen, 1982; Krashen \& Terell, 1983; Lyster, 2007; Nunan, 1989; Schwartz, 1993; Prabhu, 1987). The grammar rules learned would not be applicable in any real communicative situation. Moreover, if foreign language learners try to access their explicit grammar knowledge, this would have a negative effect on the communicative flow. The results of this study differed per variable and the overall outcome provides both support for and against this theory. It appears that the omission of grammar instruction influences the average number of spoken words per minute positively, since the intervention group, on average, uttered 50 words more per minute of speaking time. However, the students that did receive grammar instruction significantly outperformed the students that did not receive grammar instruction on breakdown and repair fluency. However, these results, especially those concerning the third variable, should not be seen as hard evidence. The reason for this is that it could be concluded from a pre-test concerning both general language proficiency in the mother language and some aspects of

English that the group that received grammar instruction had a language proficiency advantage over the group that did not receive grammar instruction (Piggott, in preparation).

The main aim of this study was to find out whether or not the omission of grammar instruction would benefit students' L2 oral fluency. For the first fluency variable, the average number of words, the intervention group significantly outperformed the control group (H1). On average, the control group produced 175 words per minute of speaking time whereas the intervention group produced an average number of 225 words per minute of speaking time. This difference is strikingly big. This result adds to the previously discussed theory that knowledge of grammar influences the communicative flow negatively. Following this theory, the most immediate interpretation would be to state that the control group would utter fewer words per minute because they would be busier with thinking about grammar rules, therefore speaking slower, whereas the intervention group could easily speak without a constant urge to access explicit knowledge. Another explanation might be that because the intervention group students had more time to practice their oral production during classes, they were more trained to speak quickly without much hesitation. Yet another possible interpretation of the results is that the intervention group students are more confident in their oral production, simply because they are unaware of any errors they could make. According to the teachers involved in Piggott's larger study, the intervention group students were less preoccupied with worrying about grades and making mistakes, which might have been a consequence of the omission of grammar lessons and the omission of grammar sections in the tests these students had to make. This could lead to the students worrying less during the oral exam as well, resulting into a more confident, less anxious flow of words. On the other hand, it is also quite clear that the average number of words differed a lot, not only between the groups, but also within the groups. A possible interpretation of this outcome could be that fluency as measured by the average number of words might be less compliant to grammar instruction than it was expected on the basis of previous research. In both groups, there were students who uttered many words per minute of speaking time, and students who uttered very few words per minute, which can be concluded from the high standard deviations in both groups. It is also quite possible that other factors existed that influenced this fluency measure. Examples of other possible explanations of the large variance within groups are general language aptitude, vocabulary knowledge, and L1 fluency of the students. Lastly, it must be noticed that average number of words per minute is a less representative measure of fluency than average number of syllables per minute. The syllable count outcome of the Praat Script Syllable Nuclei (De Jong \& Wempe, 2013) was tested but proved to be unreliable (average deviation of $19 \%$ from
a syllable count from the transcript on a $5 \%$ data check), which is why the current study had to use average number of words instead of syllables. It would be interesting to see if the results would change if syllables were used instead of words, though there is no reason to believe this would lead to different results other than the higher representational value of the metric (De Jong, 2016). Average number of words per speaking minute is a variable that can be categorised under speech rate, which, according to Kormos and Denes’ (2004) study into the way fluency measures are related to perceived fluency, is the best predictor of perceived fluency by native and non-native speaker judges. It would be interesting for future research to do similar studies but instead of focussing on of number of words, these could focus on average number of syllables. Besides that, it would be interesting to see if a study with a larger group of participants would have the same results. A longitudinal study into a similar group of participants would be interesting in order to find out if this positive effect of omission of grammar teaching only exists in the beginning stage of language learning or if it stretches to different learner levels as well.

For the second fluency variable, the mean length of silent pause, no significant difference between the intervention and control group was found (H2). The fact that there was no significant difference between the two groups is interesting on itself. As has been stated before, the FonM-supporting researchers would expect the intervention to cause students to have shorter pauses on average. The reason for expecting this, as has been mentioned before, is that the students do not have to dig deep into their explicit knowledge of English grammar while speaking because they do not have this explicit knowledge. Therefore, the students would be quicker to pick up where they have left after a short pause, whereas students who are still pondering on how the grammar rule goes will stay quiet for a longer period of time. The lack of supportive evidence for this hypothesis in this study supports the point of view of the FonF and FonFS supporters. Whereas the FonM criticise teaching grammar for having a negative effect on fluency, this effect was definitely not found for this particular aspect of fluency in this study. A possible interpretation of this could be that maybe the control group students did not spend much time contemplating on the correct grammar rule after all. It may also be the case that the students did have to think of grammar rules but remembered them quite quickly, leading to no significant differences in the mean length of silent pause. The mean length of silent pause variable only reflects the average length of a pause, and not the number of pauses in total. Therefore, a combination between this variable and the third variable seems of importance to see if the control group students were more disfluent in other terms. Therefore, a more inclusive contemplation on this will follow in the interpretation of
the third variable. Of course, this study is limited as it only sheds light on the effect of omission of grammar instruction on L2 students' oral fluency. It would be interesting to compare the two groups on grammatical accuracy as well, since the finding of the current study could also be interpreted as the students not being able or trying to access their explicit grammatical knowledge. If the control group students indeed did not take the time to access their explicit knowledge of English grammar, the group's fluency would not be interrupted but the students' grammatical accuracy would not be higher either. It would be interesting to combine grammatical accuracy and fluency in future research.

On breakdown and repair fluency, the control group students significantly outperformed the intervention group students (H3). This means that not only is the hypothesis disproved, the opposite was found to be true. Considering the second variable, for which it was found that on average, the control group did not produce longer pauses than the intervention group, this finding is interesting. Apparently the control group had even fewer disfluencies in their speech than the intervention group, which makes it unlikely that they produced more pauses. Therefore, a likely explanation is that the control group produced slower speech, in which the students produced fewer words but also fewer disfluencies. Possibly, the control group students were less likely to repeat or repair their utterances, because they were more familiar with grammar rules and therefore could confidently tell the story without thinking too much and revising their output too much. Another possibility is that the control group simply needed less correcting and repeating because they would make fewer mistakes that needed correcting, since they explicitly knew the grammar rules. Yet another possible explanation can be derived from the finding that the control group averagely produced fewer words per speaking minute than the intervention group. Both variables were controlled by minute of speaking time, and a simple explanation could be that, since the control group uttered fewer words, the control group students therefore also uttered fewer disfluent words (filled pauses, repetitions and revisions). Moreover, the difference between the two groups was a lot higher concerning the variable average number of words than the breakdown and repair fluency, which makes it even more likely that the disfluency effect that has been found had to do with a higher number of words. Although these, and many other explanations can be sought for this finding, another important explanation that should be mentioned is the 0 -level of both groups. Although there was no similar English narrative elicitation task before the year of intervention/control education took place, there were other tests that can arguably provide some information about the groups' average language aptitude and knowledge. At the start of the study, the control group had higher scores on L1
proficiency, on vocabulary, and on listening skills in English (Piggott, in preparation). Previous research has indicated that L1 fluency is an important indicator of L2 fluency (De Jong, 2016, based on Iwashita et al., 2008; Oh, 2006). Therefore, it may be best to not regard the results found for breakdown and repair fluency as solid evidence for the notion that excluding grammar instruction from L2 education has a negative effect on breakdown and repair fluency.

### 6.1 Limitations

This study does not provide clear evidence that omission of grammar instruction leads to a more fluent oral production of students' L2. Instead, evidence was found both for and against the FonM point of view that grammar instruction omission leads to more fluent L2 communication. The reliability of the results should be considered in the light of the research details and previous research.

First, the teachers present in the school during the gathering of data and the researchers transcribing the stories noticed that some children seemed to know many more words in comparison to other students. It appeared as if these students were told in advance about the content of the story and therefore were able to look up some words and come to the test a bit more prepared than other students. Since the number of participants was so high, the communication between students could not be prevented. Consequently, the students who had their tests on later days or at later moments in the day, might have had an advantage over students who were tested in the beginning of the day or testing period. Besides this possibility of oral transfer of information, the fact that the students were tested in pairs leads to the same adverse point in the research: students could have picked up on information given by other students. These limitations may have influenced the degree of variation between the individual students. However, since this goes for both groups, it does not affect the general results in any way.

Second, some teachers were more eager to help out students than others. Since the distribution of teachers present at the tests differed between the two groups, one of the two groups might have had an advantage over the others. No tests were done to check this.

Third, the participants in this study were all living in the same province in the Netherlands (Overijssel) and all attended the same school. This makes the results of this study narrow and causes reason to question the generalizability of the conclusions to other (English) language learners in the Netherlands and language learners in general.

Fourth, because of the omission of grammar instruction, intervention group teachers had extra time for other activities during the lessons. An explorative bachelor thesis in which Piggott's data were used found that teachers in the control group averagely spent $15 \%$ of their classroom time on speaking proficiency, whereas the teachers in the intervention group averagely spent $20 \%$ on speaking time (Abrahamse, 2016, bachelor thesis; Piggott, in preparation). The effect this might have caused would be in favour of the intervention group's fluency, but regarding the fact that no statistically significant evidence was found that suggested that the intervention group outperformed the control group, this turns out to not be crucial to the study's results.

In conclusion, this study first provided an overview of previous research from which it could be concluded that overall, FonF an FonFS approaches were found to be more successful in teaching foreign languages than FonM approaches, for which there appears to be a lesser body of academic evidence. In order to further go into the FonM supporters' argument that students' communicative flow would be disrupted if they were taught grammar rules, this study compared the fluency results of a group of students that did receive grammar instruction in regular classroom setting for a year and a group of students that did not receive grammar instruction in regular classroom setting for a year. The outcomes varied in whether or not they provided support for an advantage of FonM-based education over FonF or FonFS-based education on fluency. For one fluency variable, average number of words per speaking time minute, it was found that the omission of grammar instruction led to a higher number of words per speaking time minute. For another fluency variable, breakdown and repair fluency, it was found that students who had received grammar instruction outperformed students who had not. It remains the subject of future research to find out why the omission of grammar instruction seems to have a positive effect on one variable of fluency, and a negative effect on the other. Besides that, future research could focus on combining fluency variables with accuracy measurements in order to find out how the two aspects of language proficiency interact.
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