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Abstract

Every geometric theory has a classifying topos, but when trying to extend this to full first-order theories
one may run into trouble. Such a first-order classifying topos for a first-order theory T, is a topos F
such that for every topos &, the models of T in £ correspond to open geometric morphisms & — F. The
trouble is that not every first-order theory may have such a first-order classifying topos, as was pointed
out by Carsten Butz and Peter Johnstone in [BJ98]. They characterized which theories do admit such a
first-order classifying topos, and show how to construct such a first-order classifying topos.

The work of Butz and Johnstone is the main subject of this thesis. The construction of a classifying
topos for both geometric theories and first-order theories is worked out in detail. We will also study the
characterization of which theories admit a first-order classifying topos. In doing so, we obtain certain
completeness results that are interesting in their own right. These are completeness results for deduction-
systems for various kinds of infinitary logic, with respect to models in topoi. Building on top of those
results, we also obtain a completeness result for classical infinitary logic, with respect to Boolean topoi.

One of the first goals of this thesis was to form a link between Topos Theory and Model Theory, via
the first-order classifying topos. In order to bridge the gap between the intuitionistic logic of topoi and
the classical logic of Model Theory, we introduce the concept of a Boolean classifying topos. We provide
a characterization of which first-order theories admit such a Boolean classifying topos, much like the one
for first-order classifying topoi. Then we give a simple example of how to link Boolean classifying topoi
to Model Theory, by characterizing complete theories in terms of their Boolean classifying topos.
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Chapter 1

Introduction

In topology there is the notion of a classifying space. For example, the classifying space for cohomology
is a space K (A, n) such that for any abelian group A and paracompact space X there is an isomorphism

H"(X,A) 2 [X,K(A,n),

where [X, K(X,n)] denotes the set of homotopy classes of continuous maps X — K(A4,n). In other
words, n-dimensional cohomology classes correspond to continuous maps X — K (A, n), up to homotopy
equivalence (this example and some others appear in [MLM92, Section VIIL.1]).

In Topos Theory this idea was vastly generalized to the notion of a classifying topos. Besides viewing
a topos as a generalized topological space, we can view it as a mathematical universe. That means
that internally, a topos contains all kinds of mathematical structures. For example, one can consider
the internal groups of a topos. It turns out, that there is a topos F, such that for a suitable notion of
morphism of topoi, every internal group of any topos £ corresponds to such a morphism & — F, up to
isomorphism. This F is then the classifying topos for groups.

Mathematical structures in general are studied in Model Theory, where we use first-order logic to
describe certain structures of interest. This is done by choosing a language and then collecting the
necessary axioms in a theory. The structures of interest are then the models of such a theory. Many
naturally arising theories (e.g. algebraic theories, like the theory of groups) are so-called geometric the-
ories. That roughly means that their axioms only use conjunction, disjunction, existential quantification
and at most one implication symbol. It is well-known that every such geometric theory has a classifying
topos. However, problems arise when considering the full first-order setting.

Carsten Butz and Peter Johnstone published a result [BJ98] in 1998 where they defined a suitable
notion of first-order classifying topos, and characterized those theories that have such a first-order clas-
sifying topos. This thesis is based on that result. To be able to form a link between Model Theory and
Topos Theory via classifying topoi, we have the problem that the logic of a topos is generally infinitary
and intuitionistic. In order to bridge this gap we develop the notion of a Boolean classifying topos, and
we provide a characterization theorem of when such a Boolean classifying topos exists, as well as different
constructions of how to obtain such a Boolean classifying topos. At the end we give a simple example
of how a model-theoretic property can be characterized in terms of the Boolean classifying topos, and
that some model-theoretic properties are not suitable for such a characterization. In particular we will
look at the property of being complete and at quantifier elimination, where the former is our example
and the latter is the non-example.

The reader is assumed to be familiar with Category Theory and the basics of Topos Theory, Model
Theory and Lattice Theory. For completeness and to establish certain conventions, some of the basic
notions from those fields will be treated in this thesis, but generally not very extensively. Throughout
this entire thesis we assume, and freely use, the Axiom of Choice.

The structure of this thesis is roughly as follows. In chapters 2 and 3 we will treat some basic
knowledge concerning Topos Theory, infinitary logic and the internal logic in a category. These are
mostly well-known results and constructions, and can be found in for example [MLM92], [Oo0s16] or
[Joh77] (also [Joh02a] and [Joh02b] were used as reference for parts of the material in these chapters).

Then in chapter 4 we will see the precise definition of a classifying topos and of a first-order classifying
topos. After that, we show how to perform the usual construction of a classifying topos for a geometric



theory in chapters 5 and 6. The machinery we develop in those chapters will prove to be very useful
in constructing a first-order classifying topos, which we start with in chapter 7. Then in chapter 9 this
culminates to the main theorem of [BJ98], namely Theorem 9.0.7, which characterizes those first-order
theories that have a first-order classifying topos. In the proof of this theorem it is shown how to construct
such a first-order classifying topos. The first half of this material appears in [MLM92], but our treatment
has been slightly changed to be more in line with the rest of the material, which is mainly based on
[BJ9S].

The contents of chapter 8 are used in the construction of the first-order classifying topos, but they
are already interesting in their own right because they are completeness results for various deduction-
systems. The completeness results for the systems of geometric logic and intuitionistic logic appear in
both [Joh02b] and [BJ98].

Then in chapter 10 we introduce a new kind of classifying topos, that of the Boolean classifying topos,
and we characterize which theories have such a Boolean classifying topos. We also provide different ways
to construct such a Boolean classifying topos: either starting from the theory itself or by starting from
a first-order classifying topos, if it exists. We also generalize a theorem of Andreas Blass and Andrej
Scedrov ([BS83, Theorem 1]) that gives necessary and sufficient conditions on coherent theories for their
classifying topos to be Boolean. The proof of this generalization heavily realies on the technical tools we
developed earlier in that chapter for Boolean classifying topoi.

Then in chapter 11 we establish a simple connection between Model Theory and Topos Theory. To
be more precise, we give a characterization of when a certain kind of theory is complete, in terms of the
Boolean classifying topos. Also an example is given of why we cannot hope that every model-theoretic
property, in this case quantifier elimination, can be characterized in such a way.

In section 8.1 we obtain completeness results for the classical deduction-system for infinitary logic,
with respect to Boolean topoi. Although there are a few completeness results for infinitary classical
logic, I have not been able to find the results as they appear in section 8.1 anywhere else in literature.
Additionally, the results in chapters 10 and 11 do also not seem to appear anywhere else in literature.



Chapter 2

Some Topos Theory

This chapter is meant as a summary of some of the basics of Topos Theory, that we will need later
on. The reader is assumed to be familiar with the material in this chapter, so we will not go in depth
anywhere. For more elaborate texts on this subject, one can look at any of [MLM92], [O0s16] or [Joh77].
There are also the books [Joh02a] and [Joh02b], but these are probably more useful as reference books
than actual introductory texts.

2.1 Sheaves

Throughout this entire text, when we speak of a “topos” (plural: “topoi”) we will mean a Grothendieck
topos over Set. In this section we will make precise what that means. For starters, Set denotes the
category of sets, as usual. The following definition is the first step towards defining a Grothendieck
topos.

Definition 2.1.1. Let C be any category, then by Set®” we denote the category of presheaves. The
objects of this category are contravariant functors from C to Set. We call these objects presheaves. A
morphism of presheaves is then just a natural transformation.

From now on we fix an arbitrary small category C. The category C can actually be embedded in
Set®”. Given an object C in C, one can define a presheaf C(—,C) that assigns to each object D
in C the set C(D,C) of arrows from D to C. To an arrow f : D — D’ it assigns the operation
C(f,C):C(D',C)— C(D,C), which sends g : D' — C to gf : D — C. This construction is used a lot,
and has the following name.

Definition 2.1.2. The operation C — C(—,C) can be made into a functor C — Setcop7 by sending an
arrow f : C' — C’ to the operation C(—, f) (which is postcomposition with f). This functor is called
the Yoneda embedding. We denote this functor by y, so yC = C(—, C). Any presheaf of the form yC for
some C' is called a representable presheaf.

The following is well-known, and proofs of it can be found in practically every book on Category Theory
(for example [Oos16, Proposition 2.2]).

Lemma 2.1.3 (Yoneda lemma). For every presheaf X and object C in C there is a bijection
Set®” (yC, X) = X(C),

and this is natural in X and C.

The following corollary justifies the name Yoneda embedding.

Corollary 2.1.4. The Yoneda embedding is full and faithful.

A Grothendieck topos is a special kind of subcategory of the presheaf category on C, namely the category
of “sheaves”. Which presheaves are considered to be sheaves is determined by a topology on the presheaf
category. There are a few equivalent constructions that give such a topology. We follow here the
definitions as they appear in [Oos16, Section 10].



Definition 2.1.5. We recall that a sieve on an object C' of C is a set of arrows in C with codomain C,
that is closed under precomposition. A Grothendieck topology specifies a set of covering sieves on C, for
each C in C, such that for each object C:

1. the maximal sieve max(C') is covering;

2. for any covering sieve R on C, and any f: C' — C, f*(R)={g:C" — C’": fg € R} is a covering
sieve on C’;

3. let R be any sieve on C and let S be covering for C such that for every f: C' — C in S, f*(R) is
covering for C’, then R is covering for C.

In any category, the subobjects of an object X form a poset. We denote this poset by Sub(X). If the
category has pullbacks, then given any arrow f : X — Y we obtain an operation f* : Sub(Y) — Sub(X)
by pulling a subobject of Y back along f. This f* is order-preserving, so we can actually view it as
a functor when we consider Sub(Y) and Sub(X) as categories, and we call it a pullback functor. This
poset structure allows for the following definition.

Definition 2.1.6. A universal closure operation specifies an operation (-) : Sub(X) — Sub(X) for every
presheaf X, such that for any two subobjects A, B of X:

1. A< A

2. A= A;
3. if A< B, then A < B;
4. for any f:Y — X, we have f*(A) = f*(A).

We will denote the subobject classifier by €, and the truth arrow by true. We recall that in Setcop7 the
presheaf € assigns to an object C' in C the set of sieves on C and true picks the maximal sieve on C
at component C. We will sometimes use the notation (¢ and trueg to make explicit that we mean the
subobject classifier in a certain category £.

Definition 2.1.7. A Lawvere-Tierney topology is an arrow J : Q — €2, such that for any C in C and
any two sieves R and S on C"

1. RC Jo(R);

2. Jc(Rﬂ S) = Jc(R) N Jc(S);

3. Jo(Jo(R)) = Jo(R).
Definition 2.1.8. Let &£ be a full subcategory of Set®” and let i : & < Set®” denote the inclusion
functor. Then if ¢ has a left adjoint a that preserves finite limits, we call a a sheafification functor.

We have seen four different notions now: a Grothendieck topology, a universal closure operation, a
Lawvere-Tierney topology and a sheafification functor. It turns out that these are all essentially the
same data. That is, we have the following theorem.

Theorem 2.1.9. Fach of the following structures uniquely determines the other three.
(i) A Grothendieck topology.
(i) A universal closure operation.
(ii) A Lawvere-Tierney topology.
(iv) A sheafification functor.
Proof. The equivalence of the first three appears as [Oos16, Theorem 10.5]. For the equivalence with
the sheafification functor one can look at [Oosl6, page 107], where it is described how to find the

sheafification functor from a Grothendieck topology and how to construct a universal closure operation
given a sheafification functor. O



Due to the equivalence of the different structures, we may sometimes just refer to a topology J without
explicitly referring to what kind of topology we mean.

Each of the structures in Theorem 2.1.9 gives a way of defining which presheaves are considered to
be sheaves. Since they are all equivalent, we will for now just consider the definition for a Grothendieck
topology.

Definition 2.1.10. Let X be a presheaf, C' be an object in C and S a sieve on C'. A compatible family
for S is then a family {z; : f € S} such that 2y € X(dom(f)), and such that for each f:C’" — C in S
and g : C" — C" in C one has x5 = X(g)(zy).

An amalgamation for such a compatible family is an element x € X (C') such that z; = X (f)(z) for all
f€S. Wecall X a sheaf if every compatible family for a covering sieve has exactly one amalgamation.

Note that the the definition of a compatible family and an amalgamation works for any sieve. The
Grothendieck topology comes into play when defining the sheaves, because there we only consider the
covering sieves. So to define sheaves we need two pieces of data: the category C and a Grothendieck
topology. This then finally allows us to define what a Grothendieck topos is.

Definition 2.1.11. A pair, (C, J) where C is a small category and J is a Grothendieck topology, is called
a site. A sheaf in Set®" for J is then also called a sheaf on the site (C,.J). We denote by Sh(C,.J)
the full subcategory of sheaves on the site (C,J). A Grothendieck topos is then a category of the form
Sh(C, J), for some site (C,J).

From now on we will drop the “Grothendieck” from “Grothendieck topos” and just talk about a “topos”.
We will use the notation £ and F for arbitrary topoi.

By definition a site uniquely determines a topos, but this does not work the other way around. Even
though a topos £ must be of the form Sh(C,J) by definition, the site (C,J) is by no means unique.
There are many sites that give equivalent topoi. In fact, when considering an arbitrary topos &, there
are so many different sites that yield £, that we may assume certain properties of such a site. That is,
we have the following proposition, which is a consquence of Giraud’s theorem and appears for example
in [MLM92, Appendix, Corollary 4.2] (in fact, that statement is much stronger, but the statement here
is all we need).

Proposition 2.1.12. Let € be an arbitrary topos. Then there is a small category C which has finite
limits, with a topology J such that yC' is a sheaf for every object C in C. The site (C,J) is then such
that £ ~ Sh(C, J).

We will not go into further detail on how to define sheaves in terms of a universal closure operation or a
Lawvere-Tierney topology. It will however be useful to recall how sheaves and the sheafification functor
are related. Consider a site (C,J), then we have an inclusion i : Sh(C,.J) < Set®" . This inclusion has
a left adjoint a : Set®” — Sh(C, J) that preserves finite limits and is thus a sheafification functor. This
is then exactly the sheafification functor corresponding to J in Theorem 2.1.9. Again, for the details of
this construction we refer to [Oos16, page 107].

Suppose we have two inclusions F < £ <4 Set®” such that they both have a sheafification functor
as a left adjoint (say: b 4 j and a 44). We can compose the inclusions to an inclusion ij : F < Set®”
with corresponding sheafification functor ba. In other words, we obtain a topology such that F as a
topos corresponds to that topology. It therefore makes sense to talk about the topology on an arbitrary
topos, instead of just on presheaf category. In fact, the definitions of a Lawvere-Tierney topology and
a universal closure operation also make sense in an arbitrary topos instead of just in some presheaf
category.

Definition 2.1.13. If a topos F is equivalent to a topos F’, such that there is an inclusion F/' — &€
with a sheafification functor, we say that F is a subtopos of £.

The sheafification functor also has a special interaction with subobjects, in particular with what are
called closed subobjects.

Definition 2.1.14. Let a universal closure operation (-) be given. We call a subobject A of X closed if
A=A



The following proposition states that, to find the subsheaves (i.e. subobjects in the category of sheaves)
of the sheafification of some object X, we only need to consider its closed subobjects.

Proposition 2.1.15. The sheafification functor a induces an isomorphism between the closed subobjects
of some object X and the subsheaves of a(X), and this isomorphism is natural in X .

Proof. This is exactly [MLM92, Corollary V.3.8]. O

For the sheafification of representable presheaves Proposition 2.1.15 yields a very explicit description of
their subobjects.

Definition 2.1.16. Let (C,J) be a site, then a sieve S on some object C of C is called a closed sieve if
for all f: D — C we have that:
£(S) is covering = f € S.

The terminology can be explained as follows. When we consider a sieve S as a subobject of yC, then
S is a closed subobject of yC' for a topology J precisely when S is a closed sieve. More details about
closed sieves can be found in [MLM92, Section IIL.7]. In particular, we have the following corollary to
Proposition 2.1.15.

Corollary 2.1.17. The subsheaves of a(yC), the sheafification of a representable presheaf, are precisely
the closed sieves on C.

There is one specific kind of topology that will be useful to us. In terms of a Grothendieck topology we
define the following.

Definition 2.1.18. The ——-topology, or double negation topology, is defined as follows. A sieve S on
C is covering if and only if for any f : D — C there is g : E — D such that fg € S. We denote this
topology by J__.

The universal closure operator that corresponds under Theorem 2.1.9 to the double negation topology
will explain its name, so we will have a look at that. It is well-known that in a topos, the subobject
poset of any object is actually a complete Heyting algebra. A proof of this will appear later in section
3.2, where we introduce Heyting categories (Definition 3.2.3), and prove that subobject posets in such
categories are Heyting algebras (Proposition 3.2.4). Since any topos is in particular a Heyting category,
Proposition 3.2.4 applies to topoi as well.

Proposition 2.1.19. The operation —=(-) : Sub(X) — Sub(X) in a topos is a universal closure opera-
tion and it is the universal closure operation corresponding under Theorem 2.1.9 to the double negation
topology.

Proof. The fact that this is a universal closure operator, is essentially [MLM92, Theorem VI.1.3], but
we will include a proof here anyway. Fix an object X, and let A and B be subobjects of X. We check
all four requirements. The numbering below refers to that of Definition 2.1.6.

1. We have A < ——A if and only if AA -4 <0, since ~A = A — 0. So because AN -A = 0, we
always have A < ——A.

2. This is direct since =—A = —=———A.
3. If A< B, then =B < =A and thus ——A < ——B.

4. Let f: Y — X be any arrow. We recall that the pullback functor f* is a homomorphism of Heyting
algebras (a proof of this fact also appears in Proposition 3.2.4), so f*(—=—A) = == f*(A).

The fact that this universal closure operator coincides with the double negation Grothendieck topology
from Definition 2.1.18 can be found as [MLM92, Corollary VI.1.5]. O

In particular, we can always look at the double negation sheaves in any topos. So given any topos &, we
denote by Sh__ (&) the topos of double negation sheaves in £.

The reason why this double negation construction is so interesting to us, is because it guarantees the
resulting topos to be Boolean. That is, we have the following definition and proposition.



Definition 2.1.20. A topos &£ is called Boolean if all of its subobject posets are actually Boolean
algebras.

Proposition 2.1.21. Any topos of double negation sheaves is Boolean.

Proof. See for example [MLM92, II1.8(21)]. O

A lot more can be said about the double negation topology, see for example [Joh02a, Section A4.5]. We
will not discuss these properties here, because we will not need any of them. However, the following
proposition concerning Boolean topoi will be useful to us.

Proposition 2.1.22. A topos £ is Boolean if and only if every subtopos of € is Boolean.

Proof. This is a part of [Joh02a, Proposition A4.5.22]. O

2.2 Geometric morphisms

As with any mathematical structure, we will need a notion of morphism of topoi. It turns out that
the following definition gives a good notion of such a morphism. For a more detailed treatment and
motivation [MLM92, Chapter VII] is recommended.

Definition 2.2.1. A functor is called left exact if it preserves all finite limits.

Definition 2.2.2. A geometric morphism f: € — F is a pair of adjoints f* - f. such that f, : & — F
and f*: F — &£, where f* is left exact. We call f, the direct image part and f* the inverse image part.

Since the composition of geometric morphisms is again a geometric morphism, we have a category of
topoi and geometric morphisms.

Definition 2.2.3. The category Topos has as objects topoi and as arrows geometric morphisms. With
Topos(&, F) we will mean the category with as objects geometric morphisms & — F and the arrows
f — g are natural transformations f* — g*.

Note that in the above definition we could as well have defined an arrow f — g as a natural transformation
g« — f«, since there is a bijective correspondence between these two. However, for us the definition as
it is above will be more useful.

Definition 2.2.4. A geometric morphism f : & — F is called an embedding if f, is full and faithful. It
is called a surjection if f* is faithful.

So the definition of a sheafification functor (Definition 2.1.8) can also be stated as “a geometric embedding
into Set®”"”. Actually, we can just require “a geometric embedding into some topos”, because the
composition of geometric embeddings is again a geometric embedding.

The following proposition is a well-known general fact about adjoints (see for example [ML71, The-
orem IV.3.1]), but it provides a useful characterization of geometric morphisms that are an embedding
or surjection.

Proposition 2.2.5. Let F : C 2 D : G be adjoints (F 4 G), then the following are true.
(i) The right adjoint G is full and faithful if and only if the counit ¢ : FG — Id is an isomorphism.
(i) The left adjoint F is faithful if and only if the unit n : Id — GF is a monomorphism at every
object (i.e. nc : C — GF(C) is a monomorphism for all objects C in C).
Corollary 2.2.6. Let f: & — F be a geometric morphism, then the following are true.

(i) Let e : f*f. — Id be the counit. Then f is an embedding if and only if € is an isomorphism.



(ii) Let n : Id — fof* be the unit. Then f is a surjection if and only if nx : X — fuf*(X) is a
monomorphism for all objects X in F.

Later on we will see that the inverse image parts of geometric morphisms preserve geometric logic. In
general they do not preserve first-order logic. We will be interested in the geometric morphisms that do
preserve first-order logic. What it means to preserve geometric logic and first-order logic will be made
precise later on. For now let us take a look at the class of open geometric morphisms, which are precisely
those geometric morphisms that do preserve first-order logic, as we will see in Proposition 4.0.9. Open
geometric morphisms are considered in detail in [Joh80].

We first note that given any left exact functor F': F — £ (e.g. the inverse image part of a geometric
morphism) we have a map

TX : F(Qé) — Qg(X)

for every object X of F, given by the classifying map of the relation F(€x) — F(Q¥ x X) = F(QF) x
F(X).

Definition 2.2.7. We call a geometric morphism f : &€ — F an open geometric morphism if 7x :

(%) — Q]:(X) is a monomorphism for each object X in F. We call f sub-open if 7 is a monomor-
phism.

The argument from [Joh80, Lemma 1.3] shows us that the composition of open geometric morphisms is
again open: let g : G — F and f : F — & be two composable open geometric morphisms. Then

* Tf « 79 w o
0" 1(F) T g (@F ) T ag 110

!
W

commutes, where the superscript in the 7 denotes to which geometric morphism it belongs. Since g*
preserves monomorphisms, we have that T)f(g is a monomorphism if both T)f( and 7% are. We denote by
Open(&, F) the full subcategory of Topos(E, F) with as objects open geometric morphisms.

Some other very useful results about open geometric morphisms can be found in [Joh80]. We mention
the following results concerning Boolean topoi, which will be useful later on.

Proposition 2.2.8. The inclusion i : Sh__(£) — & is sub-open. Furthermore, if F is any Boolean
topos, then a geometric morphism f : F — &£ is sub-open if and only if it factors through i.

Proof. Both claims can be found in [Joh80], with the first claim being Corollary 1.8 and the second
claim being Proposition 3.6(i). O

Proposition 2.2.9. The following conditions on a topos € are equivalent:
(i) € is Boolean.
(i) Every geometric morphism F — £ is open.

(i4i) Every geometric surjection F — £ is sub-open.
Proof. These are exactly cases (i), (ii) and (iv) in [Joh80, Corollary 3.5]. O

Corollary 2.2.10. Let f: F — &£ be a sub-open geometric morphism with F Boolean. Then f factors
through the inclusion i : Sh__ () — &, say as f = ih for some h : F — Sh__(E), where h is an open
geometric morphism.

Proof. Since f is sub-open, it factors as
F Ll Sh (&) ¢

by Proposition 2.2.8. Since Sh__(&) is Boolean, we conclude by Proposition 2.2.9 that h is an open
geometric morphism. O



2.3 Diaconescu’s theorem

The main goal of this section will be to establish an equivalence between a certain class of functors
C — & for a small category C and geometric morphisms € — Sh(C,J). This equivalence is known as
Diaconescu’s theorem. A major part of [MLM92, Chapter VII] is devoted to proving this theorem. We
will shortly discuss the necessary results here.

Definition 2.3.1. Let C be a small category and A : C — & be a functor, then we define the tensor
product functor — Q¢ A : Set®” — & as follows. Let P : C°P — E, then P ®¢ A is defined as the
coequalizer
Hucr e AC) == 11 cec A(C) — Poc A.
peP(C) 4 peP(C)
Here 6 takes the summand A(C”) indexed by (u,p) to A(C”") indexed by (C’, P(u)(p)) via Id 4y, and
o takes the same summand to A(C) via A(u) : A(C") — A(C) indexed by (C,p).

Even though we will not use this explicit description anywhere, it may be good to see an example of
what this actually is (these examples can also be found in [MLM92, page 356-357]).

Example 2.3.2. Suppose that £ = Set and that C is a group G. That is, C has one object and every
arrow is an isomorphism. Then a functor A : C — Set is just a set with a left group action, and a
presheaf P : C°P — Set is just a set with a right group action. The coequalizer in Definition 2.3.1
becomes

PxGxA#iPxA%P@GA,

where 0(p, g,a) = (pg,a) and o(p,g,a) = (p,ga). So the elements of P ®¢ A are equivalence classes of
pairs (p,a), where the equivalence relation is generated by (pg,a) ~ (p, ga). In other words: if we write
p ® a for the equivalence class of (p,a), we have that P ®¢ A is the set of elements p ® a under the
equality pg ® a = p ® ga.

This looks a lot like the tensor product of vector spaces, but without additive structure. Even more
general, in the above we only make use of the monoid structure on G. So if we view G as the monoid
corresponding to the multiplicative structure on a ring R, then this is just the tensor product of a right
R-module and left R-module without conditions on the additive structure.

Example 2.3.3. We can generalize Example 2.3.2 slightly to arbitrary small C (so we are still in the
case where £ = Set). The coequalizer then becomes

[e.cr P(C) x C(C',C) x A(C") #; 1o P(C) x A(C) — P®¢ A.

Now we have the following explicit descriptions for 6 and o: let (p,u,a) € P(C) x C(C',C) x A(C"),
then 0(p,u,a) = (P(u)(p),a) and o(p,u,a) = (p, A(u)(a)). For convenience, let us assume that P(C')
and P(C") are disjoint for any C' and C’ in C, and the same for A. Then the elements of P ®¢ A are
equivalence classes of pairs (p,a) where p € P(C) and a € A(C) for some C. The equivalence relation is

generated by
(P(u)(p),a) ~ (p, A(u)(a)), foru:C"— C.

Theorem 2.3.4. Let C be a small category and A : C — & be a functor. Then there are adjoints Ly 4 Ra
with Ly : Set®” = & : R4 defined by

LA(P) = P®C A7
RA(E)(C) = E(A(C), E).

Proof. A proof can be found in [MLM92, Theorem VII.2.1], where its generalized version (as we stated
it here) can be found in section 7 of that chapter. O



If the reader is familiar with Kan extensions, it may we worth noting that L4 in Theorem 2.3.4 is the
left Kan extension of A along the Yoneda embedding, as is noted in [MLM92, page 380].

The following example shows us a familiar case of the adjunction described in Theorem 2.3.4. This
example can also be found in [MLM92, page 356].

Example 2.3.5. Let us take C to be the category with one object and only an identity arrow, and
€ = Set. A functor A : C — Set is then simply a set and so is a presheaf P : C°? — Set. We thus
obtain the following tensor product functor:

PxA:ZﬁPxA%P@CA.

Since there is only an identity arrow in C, the maps 6 and o become trivial. That is, 8(p,a) = o(p,a) =
(p,a). So the equivalence relation they generate on P x A is the trivial one, and P ®¢ A is just P x A.

Applying this to Theorem 2.3.4, we see that L4(P) = P x A. Since in this case Set®” = Set, we
may just view R4 as a functor Set — Set. So we obtain Rs(FE) = Set(A4,E) = E4. So in this case,
Theorem 2.3.4 just states that — x A - (—)4.

With the construction in Theorem 2.3.4 we are already very close to turning a functor A : C — £ into a
op

geometric morphism & — Set® . All that we need for this is the left adjoint, that is L 4 in Theorem 2.3.4,

to be left exact. For this we make the following definition.

Definition 2.3.6. We call a functor A : C — &, with C a small category, flat if — ®¢ A is left exact. We
denote by Flat(C, &) the category of all flat functors C — £ and natural transformations between them.

With these definitions we can now state Diaconescu’s theorem.
Theorem 2.3.7 (Diaconescu). Let C be a small category, then the geometric morphisms £ — Set®”
correspond to flat functors C — £. That is,

Topos(E, Set®”) é Flat(C,¢&)

is an equivalence of categories. The explicit description of o is given by
oc(A)*=—®c A, o(A)(E)=E(A(-),E).
The explicit description of p is given by p(f) = f*y, where y is the Yoneda embedding. Moreover, this
equivalence is natural in E.
Proof. A proof can be found as [MLM92, Theorem VII.7.2]. O

If we define a Grothendieck topology J on C, we can even restrict this correspondence to the geometric
morphisms into Sh(C, J).

Definition 2.3.8. A flat functor A : C — & is said to be continuous for a Grothendieck topology J,
if A sends covering sieves to epimorphic families in £. We will denote by FlatCon((C, J),&) the full
subcategory of Flat(C, £) whose objects are continuous functors on the site (C, J).

We note that by [MLM92, Lemma VII.7.3] an equivalent definition of a continuous functor is to require
that A sends covering sieves to colimits in &.

Corollary 2.3.9 (Diaconescu, continuous version). The equivalence in Theorem 2.3.7 restricts to an

equivalence
Topos(E,Sh(C, J)) ~ FlatCon((C, J), &)

which is again natural in E.

Proof. This is exactly [MLM92, Corollary VII.7.4]. O

It can be quite hard to determine whether or not a functor is flat. For this the following lemma will be
useful.
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Lemma 2.3.10. Let C be a small category with finite limits. Then A :C — & is flat if and only if A is
left exact.

Proof. This appears as [MLM92, Corollary VIIL.9.3]. O

It will be useful to characterize those flat continuous functors that will yield an open geometric morphism.
For we this we have [BJ98, Lemma 1.1], which we will now present.

Let (C,J) be some site, and let A : C — & be a flat and continuous functor. Let f : &€ — Sh(C, J) be
the corresponding geometric morphism (using Corollary 2.3.9). Furthermore, we denote by

i:Sh(C,J) = Set’” : a

the inclusion and the sheafification functor.

We recall that the subobject classifier Qgn(c,7) can be seen as the sheaf that associates to an object
X of C the set of closed sieves on X. That is, Qgp(c,s)(X) is essentially the set of subobjects of ay(X).
Now considering f,(€¢), we have

ife(Qe)(X) = Set®” (yX, if.(Qe)) 2 Sh(C, J)(ay(X), f.(Qe)) = E(fay(X), Qe) 2= Sube (f*ay(X)),

and since A = f*ay under the correspondence of Corollary 2.3.9 we can think of f.(Q¢) as the sheaf
that associates with X the set of subobjects of A(X) in £.

Focusing now on the map 71 : f*(Qsn(c,s)) — e from Definition 2.2.7, we let 7 : Qgn(c,s) — f«(Qe)
denote its transpose. Then under the above identifications, 7x : Qgn(c,s)(X) — f«(Qe)(X) sends a
subobject Y of ay(X) to the subobject f*(Y) of A(X). Furthermore, for any arrow ao: X — Z in C we
have actions

ay(a)* : Sub(ay(Z)) — Sub(ay(X)),
A(a)* : Sub(A(Z)) — Sub(A(X)),

by pulling back the subobjects. Since f* preserves pullbacks, these fit into a commuting diagram:

Sub(ay(Z)) —%— Sub(A(Z))

avta)” | Jatr

Sub(ay(X)) —— Sub(A(X))

We also recall that in any topos, the right adjoint of any pullback functor exists. We denote the right
adjoint of the pullback functor A(c)* by V4(o) and similar for ay(a)*.
We can now state the lemma characterizing when f is open.

Lemma 2.3.11. The geometric morphism f is open if and only if the following two properties hold:
(i) for each object X in C and each family {S; :i € I} of subobjects of ay(X) we have
A\ 7x (i) = 7x (/\ Si),
icl iel
(i) for each arrow o : X — Z in C and each subobject S of ay(X) we have

vA(a)(i—X(S)) =Tz (vay(a) (S))

Proof. By [Joh80, Theorem 3.2(iv)] we have that f is open if and only if 7 has an internal left adjoint,
so we will show that (i) and (ii) are equivalent to 7 having an internal left adjoint. The rest of this proof
is from [BJ98, Lemma 1.1].

Fix some object X in C. Condition (i) just states that 7x : Sub(ay(X)) — Sub(A(X)) preserves
all limits. Since Sub(ay(X)) and Sub(A(X)) are both complete lattices, we see that condition (i) is
equivalent to saying that 7x has a left adjoint Ax : Sub(A(X)) — Sub(ay(X)).

11



Condition (ii) says that for every arrow o : X — Z in C we have a commutative diagram

Sub(ay(X)) —= Sub(A(X))

vay((x)J/ lVA(a)

Sub(ay(Z)) —— Sub(A(2))

Note that all the arrows here are right adjoints, so moving over to corresponding commuting diagram of
left adjoints we find

Sub(A(Z)) —2Z Sub(ay(Z2))

A | Javter”

Sub(A(X)) - Sub(ay(X))
So condition (ii) is equivalent to saying that A is a natural transformation, and thus a morphism of
sheaves.
We conclude that conditions (i) and (ii) together are equivalent to 7 having an internal left adjoint,
which concludes the proof. [
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Chapter 3
Infinitary logic

In this chapter we will look at different kinds of infinitary logic and their connection to Category Theory.
Most of the definitions and constructions are pretty standard, but we treat them here anyway to be
complete and to agree upon notation and conventions. The logic we consider will in general be multi-
sorted. Let us start with the definition of a language.

Definition 3.0.12. A language £ consists of the following information.

e A set of sorts, usually denoted by S,S1,S2,.... A finite (possibly empty) list of sorts is called a
type. We usually use X or Y to denote an arbitrary type.

o A set of function symbols, usually denoted f : X — S. So each function symbol has a type as
domain and a single sort as codomain. Note that we allow the empty type as domain, this will give
us constants. However, we will never treat constants separately.

o A set of relation symbols, usually denoted by R. To each relation symbol a certain type is associated.

A language always has equality. That is, for every sort S there is a relation symbol = of type SS.
Furthermore, every sort has its own countably infinite list of variables.

We will be considering formulas in context. That is, we will keep track of which variables can appear in
a formula (but they do not have to). For this, we make the following definition.

Definition 3.0.13. A context is a finite string x of distinct variables, possibly of different sorts and
possibly empty. Thus every context has a type. For two contexts x and y, we denote the concatenation
by x,y.

So, unless stated otherwise, z denotes a (possibly empty) list of variables and not just a single variable. It
would of course be possible to make an explicit distinction between lists of variables and single variables
by using a notation like T for lists, and just = for variables. However, we have very few cases where
we want to consider a single variable. So in those cases we will just explicitly state that we are only
considering a single variable, and keep a cleaner notation in the more general cases.

Definition 3.0.14. Let .Z be a language, then the terms of .Z are defined by induction. To each term
we associate a context and a sort. The only requirement for the context is that it contains the free
variables appearing in the term (but possibly more). The sort can be thought of as the ‘output’ of the
term. The exact definition is as follows.

e Any variable is a term in any context (containing that variable). The sort of this term is the sort
of the variable.

e Let t1,...,t, all be terms in the same context x, of sorts Si,...,S, respectively and let f :
Sy ...S, — S be a function symbol, then f(t1,...,t,) is a term of sort S in context x.

As mentioned earlier, we will be considering infinitary logic. Usually one sees the notation .Z; » for infinite
regular cardinals k, A with A < k. This is then taken to mean “allow disjunctions and conjunctions of
size < k, and quantifier strings of size < \”. We will not be interested in the full power of infinitary
logic. In particular, we will only be looking at formulas with finite quantifier strings. In other words, we
will be looking at .Z, ,,, and we will denote this by .Z,.. This is made precise in the following definition.
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Definition 3.0.15. Let x be a regular infinite cardinal, and let .Z be a language. Then the class of
Z-formulas is the smallest class such that the following hold.

o All atomic formulas are .Z,-formulas. Atomic formulas are those of the following form:

— t1 = to, where ¢ and ¢, are terms of the same sort;
— R(ty,...,t,), where R is a relation symbol of type S;...S, and each ¢; is a term of sort S;;
— T and L.

o If & is a set of .7, -formulas and |®| < k, then A ® and \/ ® are .Z,-formulas if they contain at
most finitely many free variables.

o If ¢ and ¢ are .Z,;-formulas, then ¢ — 1 is an .Z,;-formula.
o If p is an %, -formula and x is a (single) free variable in ¢, then Jzp and Vzp are .4, -formulas.

We use the notation ¢(x) to mean that x is a suitable context for ¢. That is, all free variables of ¢
appear in x. A formula in context is a pair consisting of a formula ¢ and a suitable context . We denote
this by z.¢.

By k and A we will always mean some infinite regular cardinal.

Given two formulas in context x.¢ and y.i), where = and y have the same type, we can consider
' = lx/y]. That is, when we substitute a; for y; in v, we obtain v’ which is a formula in context
x. We will use the notation t(x) for ¢’. Note that this does not violate our earlier convention for this
notation, since x is a suitable context for ¢’. One should read it as “we force x to be a suitable context
for 1), even though technically 1 had context y”.

If we wish to drop any restrictions on the size of our formulas, we obtain .Z,,. The class of Z,.-
formulas is defined analogous to Definition 3.0.15, but we drop the conditions on the size everywhere.
As a convention, whenever we allow constructions of size < k, we will allow the notation x = co. This
means that we drop all restrictions on size.

In Definition 3.0.15 we talked about defining a class of formulas. In the case of £, this is indeed
a proper class, because then we can make disjunctions (or conjunctions) of arbitrary length. However,
note that when k is just a cardinal, we actually obtain a set of .Z,-formulas. A rigorous proof of this
would require us to make precise how exactly we wish to represent our formulas, which can be a bit
tedious and does not offer any useful insights for the rest of this text. One can think of it as follows:
each formula is essentially a sequence of symbols in .Z plus a finite number of logical symbols, thus there
is just a set of symbols. These sequences can never be longer than k. So the %-formulas are contained
in the collection of sequences of symbols of length < x, which is a set.

3.1 Geometric logic

Definition 3.1.1. A k-geometric formula is a formula that is built up using only atomic formulas, finite
conjunction, disjunction of size < x and existential quantification. In particular, a k-geometric formula
is always an Z,-formula. If kK = co we simply call such a formula a geometric formula, and if kK = w we
call such a formula a coherent formula.

As we see here, we used our convention of allowing x = co. We even extended the convention in the
sense that if we omit x from the notation, we mean k = co.

Definition 3.1.2. A sequent is an assertion of the form ¢ -, 1, where ¢ and v are formulas in context
x.

One should read a sequent ¢ I, ¥ as “from ¢ it follows that v, for all 7. Sometimes we may repeat
part of the context in a sequent, to clarify which variables can be expected to appear in that (part of a)
formula. For example ¢ F , ¢(z) means that 1, even though considered as a formula in context z,y,
will have all its free variables contained in x.
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Definition 3.1.3. We call a sequent o a k-geometric sequent or k-geometric axiom (or coherent sequent
and coherent aziom, in case £ = w) if the formulas appearing on both sides of the sequent are k-geometric
(resp. coherent).

A k-geometric theory is then a set of k-geometric axioms. In the case kK = w we obtain the notion of
a coherent theory.

Any k-geometric formula or its negation can also be seen as a geometric axiom. For let ¢(z) be a
k-geometric formula, then T F, ¢ is its corresponding k-geometric axiom. The k-geometric axiom
corresponding to its negation is ¢ -, L.

Definition 3.1.4. If we allow any .Z-formula on both sides of a sequent we obtain the notion of
a k-infinitary first-order axiom. Again, a set of such k-infinitary first-order axioms is then called a
K-infinitary first-order theory.

In the case for geometric logic we need the notion of a sequent, because we have no way to express “from
o(z) it follows that ¥(z), for all 2”7 within the logic itself. First-order logic on the other hand, can do
this:
Va(p(x) = (),
or even using
p(x) = P(z).

The last form makes use of the idea that we can leave out the outermost universal quantifiers. So ¢(x)
will mean the same thing as Vzy(z), and it will turn out that one holds if and only if the other does,
both semantically and proof-theoretically.

It will often be more convenient to think about a s-infinitary first-order theory as just a set of formulas,
instead of sequents. So we adopt the following convention: when we are talking about first-order logic,
we may stop talking about sequents and we will just consider formulas.

Just to be clear how the technical translation should be done: a sequent ¢ I, 1 corresponds to the
first-order formula ¢ — %, and a first-order formula ¢(x) corresponds to the sequent T F, ¢. From
the definitions in sections 3.2 and 3.5 it is easily seen that this translation indeed changes nothing, both
semantically and proof-theoretically.

3.2 Interpreting logic in a category

So far we have distinguished three types of logic of increasing strength: coherent logic, k-geometric
logic and full k-infinitary first-order logic. Each of these logics can be interpreted in a category, if that
category satisfies certain conditions. Naturally, we impose more conditions on such a category if we want
to interpret stronger forms of logic. Let us first recall what a regular category is.

Definition 3.2.1. We call a category C regular if it satisfies the following conditions.
1. C has all finite limits.

2. The coequalizer of the kernel pair of any morphism f : X — Y exists. Recall that the kernel pair
of f is a pair of arrows pg,p1 : Z — X such that

Po X
f

=
— N

S

— Y
is a pullback.

3. Regular epimorphisms are stable under pullback.

Let us recall a few properties of regular categories. First of all, the subobject poset Sub(X) of any object
X is a meet-semilattice: the meet of two subobjects is given by pulling one back along the other.
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Every arrow has a reqular epi-mono factorization. That is, for any arrow f : X — Y there is a
factorization
X SIm(f) Y

of f where e is a regular epimorphism, m a monomorphism and Im(f) is an object called the image of
f. Moreover, this factorization is unique up to isomorphism.

Given f: X — Y one can also define 35 : Sub(X) — Sub(Y) by sending a subobject represented by
m: E — X to Im(fm). This operation is also order preserving, and as a functor 3; is left adjoint to the
pullback functor f*.

A regular category already allows the interpretation of so called regular logic, which only allows
formulas constructed using finite conjunction and existential quantification. So this is even weaker than
coherent logic. However, all we need for k-geometric logic is something to interpret disjunction. For this,
as we will see, we need joins of subobjects.

Definition 3.2.2. A k-geometric category is a regular category in which the subobject posets have all
joins of size < k, and these joins are stable under pullback. A k-geometric functor is a left exact functor
that preserves regular epimorphisms and joins of size < k. The k-geometric categories and k-geometric
functors then form a category Geom,.

As before, the case kK = w gives us the corresponding notions of a coherent category and a coherent
functor.

In the case of kK = w we will not introduce separate notation for the category of coherent categories and
coherent functors. This is just Geom,,. In our treatment of interpreting logic in a category we will not
separately consider coherent logic, as this is just a special case of our treatment of k-geometric logic.

In a k-geometric category the subobject posets also have joins, which means that each subobject
poset is actually a lattice. In particular, it is a bounded lattice since the greatest subobject of an object
X is just X itself and the empty join exists and thus gives a least element.

Finally, to be able to interpret full s-infinitary first-order logic, we would also need to be able to
interpret the universal quantifier, infinitary meets and implication. For this we make the following
definition.

Definition 3.2.3. A k-Heyting category is a k-geometric category where every pullback functor f* :
Sub(Y) — Sub(X) has a right adjoint V¢ : Sub(X) — Sub(Y"), and the subobject lattices have meets of
size < k. A k-Heyting functor is a k-geometric functor that also preserves the right adjoints V; and the
meets of size < k. The k-Heyting categories and x-Heyting functors then form a category Heyt,..

In some literature, a coherent category is called a pre-logos and an w-Heyting category is called a logos.
However, we will stick to the naming in our definitions as it matches the logic we can interpret in it.
The reason for the name x-Heyting category will also be justified by the following proposition.

Proposition 3.2.4. For any object X in a k-Heyting category, the subobject lattice Sub(X) is actually a
Heyting algebra. Furthermore, joins and meets of size < Kk are stable under pullback and the implication
operation is also stable under pullback. In particular we have that f* : Sub(Y) — Sub(X) is a Heyting
algebra homomorphism for any f: X — Y.

Proof. We already have that Sub(X) is a bounded lattice, so all we need is a implication operation.
Let A and B be subobjects of X, and let a be a monomorphism into X representing A. We claim that
the implication operation A — B is given by V,(A A B) where A A B is considered as a subobject of A.
Then for any subobject C' of X we have that C < V,(A A B) if and only if AANC = a*(C) < AAB if
and only if ANC < B.

To see that meets of size < k are stable under pullback, we note that the pullback along some
f+ X — Y of such a meet is just sending it through f* : Sub(Y) — Sub(X). This operation is left
adjoint to V; and thus preserves limits, in particular it preserves meets of size < k. Before proving that
the implication operation is also stable under pullback, we note that any regular category satisfies the
Frobenius law. That is, for f: X — Y, X’ € Sub(X) and Y’ € Sub(Y') we have

(X)YAY = 3p(X' A F2(Y).
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Let now A and B be subobjects of Y, we will show that for any subobject C of X we have C' < f*(A — B)
if and only if C'A f*(A) < f*(B), because from that we can conclude that f*(A — B) = f*(A) — f*(B).
By the construction earlier in this proof, we have that A — B = V,(A A B), where a is a monomorphism
representing A. The proof is now by repeated application of the adjoints 3¢ 4 f* and a* 4V, and using
the equalities we just discussed:

CAf(A) < fH(B) =
CAf(A) < (A Nf(B)=["(ANDB) =
a*(3p(C)) = ANTHC) =3, (f*(A)ANC)<AAB —
34(C) <V (ANB)=A— B =
C<f(A—B)

O

We note that any topos is in particular an co-Heyting category.

As hinted in the definitions above, a k-geometric category allows for the interpretation of k-geometric
logic. We will now explain how this is done. Our treatment and notation is based largely on [MLM92,
Section X.2]. After that we will explain how to extend this interpretation to full k-infinitary first-order
logic in k-Heyting categories.

For the rest of this section, fix a language .Z, a cardinal x and a k-geometric category C. To interpret
logical formulas in C we first need an #-structure in C.

Definition 3.2.5. An .Z-structure M in C consists of the following data.

e For each sort S of .Z an object SM in C. Given a type X = S1,...,S,, we let XM be the product
SM x ... x SM_ In particular, we allow the interpretation of the empty type, which is the empty
product and thus the terminal object 1.

e For each function symbol f : X — S, an arrow fM : XM — §M in C (where X is a type and S is
a sort). Constants are considered function symbols with the empty type as domain. In particular,
the interpretation of a constant c of sort S is thus an arrow ¢™ : 1 — SM. However, there is no
added value in treating constants separately, so we will not mention them explicitly.

e For each relation symbol R of type X, a subobject R of XM in C.

This may sound very similar to the way we define an .Z-structure in Model Theory. In fact, it is the
same, if we take C to be Set. This is also the intuition the reader should keep in mind throughout this
section. One can think of the interpretation of a term ¢ of sort S as a function from the type of context
of t to SM. The interpretation of a formula in context x can be seen as those elements that satisfy the
formula. Let us make this precise. The interpretation of a term is given by induction on its construction.

Definition 3.2.6. The interpretation t™ of a term ¢ will be an arrow X¥ — SM in C, where X =
S1...5, is the type of its context x and S is the sort of the term.

e If t = z; (just a single variable in the string ), then t* is the projection XM — SM.

o If t = f(t1,...,t;), then tM is the composition fM (. ... ¢M). Here (tM,...,t}) is the unique
arrow XM — TM x ... x TM, determined by the arrows tM : X — TM (where T; is the sort of
the term ¢;).

To interpret formulas we make use of the additional properties of a k-geometric category (up until now,
the definitions would work in any category with finite limits). As mentioned before, the interpretation
of a formula can thought of as the subset of those elements that satisfy the formula. For this, it is of
course necessary to specify where we should be looking for those ‘elements’ in the first place. This is
why we will require the formula to have a context. In other words, we interpret formulas in context.

Definition 3.2.7. Given a k-geometric formula in context .o where X is the type of z. Its interpretation
{x : p(z)}M is a subobject of XM defined inductively on the construction of (.
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e If  is an atomic formula of the form ¢ = s, for terms ¢ and s, then {z : t(x) = s(x)} is the
equalizer of t™ and sM (which are both arrows X™ — SM for some sort S).

e If ¢ is an atomic formula of the form R(t1,...,¢,), where each term ¢; is of sort T;, then {x :
R(t1(z),. .., to(x))}M is the pullback of RM — TM x...xTM along (t}4,... tM). Here (tM, ... tM)

n
is the unique arrow into T x ... x TM | determined by the arrows tM : XM — TM,

e If  the atomic formula T, then {z : T}™ is just the maximal subobject of XM (i.e. XM itself).
e If © the atomic formula L, then {2 : L} is just the minimal subobject of X

e If ¢ is of the form 1 A x, then {z : 9 (z) A x(2)}M = {2 : (2)}M A {z : x(2)}M, where the A on
the right side is the meet in the subobject lattice of X ™.

o If ¢ is of the form \/,.; @i, then {z : \/,c; @i(x)}M = V,er{z : pi(x)}M, where the \/ on the right
side is the join in the subobject lattice of X .

e If ¢ is of the form Jyvy(x,y), and Y is the type of y. Then there is a projection 7 : XM xYM — XM,
which gives an operation 3, : Sub(X™ x YM) — Sub(XM). We define {z : Jyy(x,y)}M =
Ir({z,y (@, 9)}").

We want to emphasize that in general there is no such thing as an ‘element’ or ‘subset’, even though
we can intuitively think in that way. The reader should keep in mind that the suggestive notation and
explanation used here is to help with the intuition, but that at no point we presume the situation to be
exactly as in Set.

Recall from Definition 3.1.3 that a k-geometric theory was a set of x-geometric axioms. We can now
define what it means for an #-structure to be a model of such a theory.

Definition 3.2.8. We say that a k-geometric axiom ¢ b, ¢ is valid in an Z-structure M if {z :
o(x) MM < {x:(x)}M™. We call M a model of a k-geometric theory T, if every sequent in T is valid in

As promised, we can also interpret full s-infinitary first-order logic if we require C to be a k-Heyting
category. The definition of an .Z-structure remains the same, and we extend Definition 3.2.7 to also
interpret the connectives for implication, infinite conjunction and the universal quantifier. Here we make
use of Proposition 3.2.4, namely that every subobject lattice in a k-Heyting category is a Heyting algebra.

Definition 3.2.9. Given an .%,-formula in context xz.p where X is the type of z. We extend Defini-
tion 3.2.7 for its interpretation {z : p(x)}™ by the following clauses.

e If ¢ is of the form ¢ — x, then {z : ¥(z) — x(2)}M = {2 : Y(2)}M — {z: x(z)}M, where the —
on the right side is the Heyting implication in the subobject lattice of X,

e If ¢ is of the form A,.; @i, then {z : A\, <pi(x)}M = Nier{z : pi(@)}M, where the A on the right
side is the meet in the subobject lattice of XM .

e If ¢ is of the form Vyi(x,y), and Y is the type of y. Then there is a projection 7 : XM xYM — XM,
which gives an operation V, : Sub(X™ x YM) — Sub(XM). We define {x : Vyi(x,y)}M =
Ve({z,y - (@, y) ).

It is clear how Definition 3.2.8 extends to any s-infinitary first-order axiom. This then also defines when
an .Z-structure is a model of a s-infinitary first-order theory.

3.3 The category of models
Now that we can speak of internal structures in a category C, we would also like to describe what an

internal homomorphism of such structures would be. For this we make the definition below, following
[BJ9g].
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Definition 3.3.1. Let M and N be .Z-structures in C. Suppose we have a family hg : S™ — SN of
arrows in C for each sort S in .Z. For a type X = S51...5, we set hx = hg, X ... X hg,. We call
this family a homomorphism from M to N if for any atomic formula ¢(x) the following diagram can be
completed to a commutative square:

{z: (@)} {z ()}

! !

XM hx XN
Note that Definition 3.3.1 is equivalent to saying that {x : o(z)}M < h% ({z : (x)}).
By induction we see that the condition {z : p(z)}M < h%({z : ¢(x)}Y) actually holds for any
geometric formula ¢(x), if h is a homomorphism. However, this may break down for k-infinitary first-
order formulas. So, again following [BJ98], we introduce the following notion.

Definition 3.3.2. A homomorphism h is called a k-elementary morphism if

{z: @ < hx({z: o))
holds for all .%,-formulas ().

We will see x-elementary morphisms pop up at some later point, when we see that they are related to
natural transformations of open geometric morphisms.

Homomorphisms can be composed to a new homomorphism by composing their arrows for each sort.
The same can be done for k-elementary embeddings. In this way we obtain the notion of a category of
Z-structures in C.

Definition 3.3.3. We define the category of structures in C to be .£-Str(C), with as objects the .-
structures in C and as arrows the homomorphisms of .Z-structures. We denote by .Z-Str(C), the
subcategory of £—Str(C) with as arrows k-elementary morphisms.

The category of models in C of a theory T is the full subcategory T-Mod(C) of £-Str(C) whose
objects are models of T. Cutting down to k-elementary morphisms we obtain the full subcategory
T-Mod(C), of £-Str(C),.

Note that in this definition we have violated our convention a little bit: .Z~Str(C) and .£-Str(C)~ are
two different categories! The same thing goes for T-Mod(C) and T-Mod(C). So in this notation, no
subscript will always mean “with all homomorphisms” and a subscript £ will always mean “only with
k-elementary morphisms”.

From the definition of Z-structures internal in a category C (Definition 3.2.5) it follows directly that
left exact functors send Z-structures to .Z-structures. That is, given an Z-structure M in C and a left
exact functor F : C — D, then F sends M to an .Z-structure F(M) in D. Since all k-geometric functors
and k-Heyting functors are in particular left exact, we can now formulate the following two propositions.

Proposition 3.3.4. All k-geometric functors preserve k-geometric logic, in the following sense. Let C
and D be k-geometric categories, and let F : C — D be a k-geometric functor. If o(x) is a k-geometric
formula in some language £ and M is an £ -structure in C, then

F({e: p(@)}™) = {z : p(2)} 700,

Proof. The argument is by induction on the construction of ¢(x). For atomic formulas (except for L)
and the connective A the statement is true because F' is left exact. For disjunctions of size < & (so this
includes the empty disjunction 1) the statement is true since F' preserves joins of size < k.

All that remains is the existential quantifier. For this we recall that for an arrow f: X — Y and a
subobject of X represented by m : A — X, the subobject 37(A) is given by Im(fm). Since F preserves
regular epimorphisms, we have that F(A) — F(Im(fm)) — F(Y) is an regular epi-mono factorization
of F(fm), so Im(F(fm)) = F(Im(fm)).

Suppose that ¢(z) is of the form Jyi(x,y). Denote by wf((M) : XFM) o y M)y X F(M) and
o XM x YM — XM the projections. Note that since F is left exact, we have that F(r¥) = ﬂf((M).
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If we slightly abuse notation and also denote {x,y : ¥(x,y)}* for the monomorphism representing the

subobject {z,y : ¥ (z,y)}M, we indeed find

{z: (x)} M) = 3 _ron({z,y Y(x,y) D) (definition for the interpretation of 3)
= Jpny (F({z,y : ¥(z, y) M) (induction hypothesis)
= Im(F(x\OF({z,y : ¥(z,y)}™M)) (definition of EIF(W%))
= Im(F(ny {z,y : ¥(z,9)}'))
= F(Im(mx¥ {x,y : ¢(z,y) M) (by the discussion above)
= F(G,u {2,y ¥(z, y) M) (definition of J;ar)
= F({z: p(x)}M). (definition for the interpretation of 3)

O

Proposition 3.3.5. All k-Heyting functors preserve full k-infinitary first-order logic, in the following
sense. Let C and D be k-Heyting categories, and let F': C — D be a k-Heyting functor. If o(x) is an
Z-formula and M is an L -structure in C, then

F({z: o(@)}") = {2 : p(2)} 7O,

Proof. Since every x-Heyting functor is in particular xk-geometric we can continue the proof by induction
from Proposition 3.3.4. Universal quantification and meets of size < k are preserved by definition. The
implication operation A — B could be constructed as V,(AAB), where a is a monomorphism representing
A (see Proposition 3.2.4). Since both operations in this construction are preserved, the entire construction
is preserved. O

Corollary 3.3.6. Let T be a k-geometric theory and let M be a model of T in some k-geometric category
C. If F:C — D is a k-geometric morphism (with D also being k-geometric), then F(M) is also a model
of T.

Proof. We have for every k-geometric axiom ¢ b, v in T that {z : ¢(z)}M < {z : ¢(z)}M. So by
Proposition 3.3.4 we conclude that

{z: 0@} = F({z: p@)}") < F({z - p(@)}) = {z : 9(2)} O,
from which it follows that F'(M) is indeed a model for T O
By similar reasoning we also have the following corollary.

Corollary 3.3.7. Let T be a k-infinitary first-order theory and let M be a model of T in some k-Heyting
category C. If F : C — D is a k-Heyting morphism (with D also being k-Heyting), then F(M) is also a
model of T'.

3.4 Internal language of a category

One useful application of the internal logic of a category is that we can reason about the objects and
arrows in a category similar to the way we usually reason in Set. For this we need a language associated
to the category.

Definition 3.4.1. For a small k-geometric category C we define the internal language £ (C) as follows.
For each object X of C we have a sort X ¢ ¢y in Z(C). Likewise, for every arrow f: X — Y in C we add
a function symbol fo () : X ¢ () — Yo ) to Z(C). There are no additional relation symbols.
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Note that we require C to be k-geometric in the definition. Actually, we can define the internal language
for any small category and we can already reason in it when our category is regular. However, we will
only be interested in the cases where our category is at least k-geometric, so for the rest of this section
C is assumed to be k-geometric.

There is a canonical way of interpreting £ (C) in C, by interpreting each sort X ) as X and each
function symbol fo ) : Xo) = Yy as f: X — Y. For better readability, and because it should
be clear from the context which symbol is meant, we will no longer write the subscript in the sorts and
function symbols (e.g. the sort X o) will just be denoted by X).

The following examples show how we can use the internal language of a category to reason about its
objects and arrows. For a more detailed exposition we refer to [But98, Section 5].

Example 3.4.2. An object X of C is a terminal object in C if and only if the sequents
T kg Jz(z = ),

T l_whwz 1 — g

are valid, where z, x1, x5 are variables of sort X.

Example 3.4.3. A diagram
P Xx

f 'i lf

Y —— 7
is a pullback diagram if and only if the following sequents are valid

Tk flg' () = g(f'(2)),
f(@)=g(y) Fey (' (0) =2 A () =),
g@) =g @)Nf'(p)=f @) Fpp =1,

where each variable is of the appropriate sort.

Let now D be some k-geometric category D and M be some Z(C)-structure in D. For every object X in
C we then have an object X in D, and for every arrow f in C we have an arrow f™ in D. We can hope
that M defines a functor C — D. This is generally not true, because identity arrows and composition
need not be preserved in general.

This can be fixed by defining a theory T in .£Z(C), and requiring M to be a model of T'. The following
example illustrates this, and does even more: it produces a theory whose models are left exact functors
C—D.

Example 3.4.4. We define a theory T in .Z(C) of left exact functors on C as follows. First we add an
axiom

Thy Idx(z) =2

for every object X in C. This ensures that the identity arrows will be sent to identity arrows. Next we
want to respect the composition operation, so we add an axiom

T ke f9(x)) = h(x),

where h denotes the composition fg, for each two composable arrows f and g.

Up until this point, models of T in D will be the same thing as functors D — C. Now we only need to
make sure that these functors are left exact. We do this by requiring that terminal objects and pullbacks
are preserved. We thus add the sequents mentioned in Example 3.4.2 and Example 3.4.3 as an axiom,
for every terminal object and pullback square in C.

Essentially we have now established the equivalence

Lex(C,D) ~ T-Mod(D),

natural in D. Here Lex(C,D) denotes the category of left exact functors from C to D, with natural
transformations between them.
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3.5 Deduction-systems

Each of the logics we discussed comes with its own deduction-system. We are interested in the internal
logic of categories, so we consider intuitionistic deduction-systems. As is desirable for deduction-systems,
the deduction-systems that are described in this section will be sound and complete for their correspond-
ing categorical semantics.

Our treatment of the deduction-systems is based on [Joh02b, section D1.3], but we will only be
interested in the systems for k-geometric logic and full k-infinitary first-order logic (again, coherent logic
is just the special case of k-geometric with kK = w).

A deduction-system consists of rules of the form

T

g

where T" is a (possibly empty) set of sequents and o is a sequent. On should read this as “from the
sequents in I" we may derive ¢”. In the case that I' is empty we say that o is an axiom and we omit the
line above it. We use the notation

g1 On

when I' = {o1,...,0,}.

A derivation in such a deduction-system is a tree that is built using the rules in the deduction-system.
The sequents with no line above them (the leaves of the tree) should be axioms. The tree can be infinite
in width (for example, when using infinitary connectives \/ or A), but should have no infinite ascending
chain. So trees have the following form:

01 g2 04 05
03 06 a7
s

We call the root of the tree, og in the example above, the conclusion of the derivation.

The logical axioms, which are listed below, will always be axioms of any deduction-system. Addi-
tionally, the sequents in a theory T are considered to be axioms as well. A derivation relative to T is
a derivation whose axioms are either logical axioms or are in T. If a sequent o is the conclusion of a
derivation relative to T', then we say that o is T-provable or o is derivable from T. We call two formulas
o and ¥ T-provably equivalent (in the context z) if ¢ F, ¥ and ¥ b, ¢ are both T-provable.

As promised we will now introduce the deduction-systems for k-geometric logic and full s-infinitary
first-order logic.

Definition 3.5.1. The deduction-system for k-geometric logic has the following rules. Here, ¢, ¥ and
x can be any x-geometric formula. Furthermore, ¥ denotes any set of x-geometric formulas of size < k.
Of course, the context of the sequent the formulas appear in has to be suitable.

(identity) The axiom:
ke e
(substitution) Let ¢ be any term with its free variables contained in the string of variables y, then we
have
A
plt/a] by Ylt/x]
(cut) The rule:
phat  Yhax

phex

(equalityl) The axiom:
Tk, xz=1x.
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(equality2)

(A-introduction)

(A-elimination)

(\/-introduction)

(\/-elimination)

(F-introduction)

(F-elimination)

(distributivity)

(Frobenius)

The axiom:
(x=y) ANpFs ply/],

where z is any context containing x, y and the free variables from (.

The rule:

ozt plex
oY Ax

The axioms:
ok T, oA, oAy Y.

For every ¢ € U we have the axioms:

Lbeo, vk \/ T
In particular, we have the axioms:
Lbew, oFaoVYy, YoV
Let T'={¢ F, ¢ : ¢ € U}, then we have the rule:

_r
V‘Ijl_x%’

In particular, we have:

o L
eVl x

In the following rule, y is a single variable (which is not free in %):
obzy v
e be v

In the following rule, y is a single variable (which is not free in ):
Jyete v
obzy v

Note that this is exactly the converse of the (3-introduction) rule.

This axiom can be derived in the deduction-system for full x-infinitary first-order logic
(see Proposition 3.5.4), but it is not in general derivable in k-geometric logic. So we
have to list it explicitly here. Denote by ¢ A ¥ the set {p A1) : ¢ € U}, then we have

the axiom:
YA \/ U, \/ pAW.
In particular, we have:
AWV x)Fe (pAY) V(e AX).

Just as with the (distributivity) axiom, which links A and V, we need to explicitly link
A and 3. Again, this axiom can be derived in full k-infinitary first-order logic (see
Proposition 3.5.4). So we have the following axiom:

© ATy Fu Jy(p A ).

Here y is a single variable that is not contained in the context = (and hence not free
in ¢).
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Note that the converses of (distributivity) and (Frobenius) also hold, but these are derivable as is shown
in the following proposition.

Proposition 3.5.2. The converse axioms of (distributivity) and (Frobenius) are derivable in the deduction-
system for k-geometric logic. That is, the following two statements are true for this deduction-system.

(i) Let U be a set of k-geometrical formulas with |¥| < k, we denote by o AU the set {p A : ) € U},
We can derive:

Venrnv.on\/v.
(i) Let y be a single variable, not contained in x and not free in @, then we can derive:

Jy(e A1) o o ATy

Proof. We will prove this proposition by simply providing the derivations, which then directly serve as
examples of how to use the deduction-system.

The derivation of (i) is as follows, where the
like the one on the left for every ¢ € ¥”:

“ b2

should be taken to mean “insert here a derivation

A A pAY s .
IXTISRPYNVET (A-introduction)
P z P
VoAU F, oAV T

(\/-elimination)

For (ii) we have:

Jy o Jyy
ONY '_z,y (2 P hc,y dyy
O N Fyy Iyt

Jy(p A1) o Iy

(F-elimination)

(cut)

(F-introduction)

ONY }_m,y ®
Fy(p AY) o o

(F-introduction)

Jy(p AY) = ATy

(A-introduction)

O

Except for the structural rules and axioms, (identity) to (equality2), the rules consist of introduction
and elimination rules for each of the connectives that are allowed in k-geometric logic. It should be no
surprise that the deduction-system for full x-infinitary first-order logic is just an extension of this. We
make this precise in the following definition.

Definition 3.5.3. The deduction-system for full x-infinitary first-order logic is an extension of the
deduction-system for x-geometric logic (see Definition 3.5.1), where we now allow all Z,;-formulas to
appear in the rules and axioms. In particular, that means that ¥ can now be any set of .Z,-formulas of
size < k. Furthermore, we add the following rules and axioms.

(A-introduction) Let I' = {¢ F, 1 : ¢ € ¥}, then we have the rule:

_r
phg /\\Ij

(A-elimination) For each ¢ € U we have the axioms:
e T, N\ FL 2.

(—-introduction) The rule:
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AP
Yl —x

(—-elimination) The rule:

Yl —x
OANY L X

Note that this is exactly the converse of the (—-introduction) rule.

(V-introduction) In the following rule, y is a single variable (which is not free in ¢):

OFey ¥
0 g Yy

(V-elimination) In the following rule, y is a single variable (which is not free in ¢):

o Yyob
olzy

Note that this is exactly the converse of the (V-introduction) rule.

We interpret the formula —¢ to be an abbreviation for ¢ — L. So there is no need for separate rules for
negation.

In Definition 3.5.1 we claimed that the axioms (distributivity) and (Frobenius) can be derived from
the other rules of full x-infinitary first-order logic. This claim is proved in the proposition below.

Proposition 3.5.4. The azioms of (distributivity) and (Frobenius) can be derived from the other rules
in the deduction-system for full k-infinitary first-order logic.

Proof. We will once more simply provide the derivations. In the derivations we may sometimes swap
the order of conjunctions, for readability. Technically we have not proved yet that this can be done, but
this is rather easy to see and is not probably not worth our attention.

The derivation of (distributivity) is as follows, where the “...” should be taken to mean “insert here
a derivation like the one on the left for every v € ¥”:

eAYE, VAT
Y= VAT
VU o= Venv
eAVUF, VoAU

(—-introduction)

(V-elimination)

(—-elimination)

For (Frobenius) we have:

y(p AY) Fo Fy(o Ath)
PAY ey Tyl AY)
Y hey = Fy(p AY)
Jy o o = Jy(p A1)
© Ay o Jy(e A )

(F-elimination)

(—-introduction)

(F-introduction)

(—-elimination)

O

As mentioned before, the deduction-systems we discussed are intuitionistic. However, occasionally we
may want to talk about classical logic. This system can be easily obtained by adding one more axiom.
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Definition 3.5.5. The deduction-system for classical logic is obtained by adding to the deduction-system
from Definition 3.5.3 the following axiom (——-elimination):

(p—=L)—= LF,
Or, if we use the abbreviation we discussed above:

BRANEE

When we talk about a sequent being provable or derivable, we will always mean relative to the intuition-
istic deduction-system (whether we mean the geometric or first-order variant should be clear from the
context). If we are interested in the deduction-system for classical logic, this will always be explicitly
stated. For example we would say something is “classically provable” or “derivable in the deduction-
system for classical logic”.

For both the deduction-systems for k-geometric logic and for full x-infinitary first-order logic we have
soundness and completeness theorems, with respect to the interpretation of logic as discussed in section
3.2.

Theorem 3.5.6 (Soundness). Let T be a k-geometric (k-infinitary first-order) theory. Suppose o is a
K-geometric (k-infinitary first-order) sequent that is T-provable in the deduction-system for k-geometric
(k-infinitary first-order) logic, then for any model M of T in any k-geometric (k-Heyting) category we
have that o is valid in M.

Proof. The proof is fairly straightforward by induction on the construction of a derivation in the relevant
deduction-system. For more information we refer to [Joh02b, D1.3, prop 1.3.2]. O

Theorem 3.5.6 also explains why we cannot in general use classical logic, because for arbitrary A in a
subobject lattice in a x-Heyting category, ——A < A does not in general hold. However, this inequality
holds if and only if such a lattice is a Boolean algebra. So the deduction-system for classical logic is
sound for k-Heyting categories where each subobject lattice is a Boolean algebra.

Theorem 3.5.7 (Completeness). Let T be a k-geometric (k-infinitary first-order) theory. If for any
model M of T in any k-geometric (k-Heyting) category we have that o is wvalid in M, then o is T-
provable in the deduction-system for k-geometric (k-infinitary first-order) logic.

The proof of the completeness theorem uses tools that we develop later on, so we refer to chapter 8
for the proof and similar (stronger) results. There we will also obtain a completeness result for the
deduction-system for infinitary classical logic.
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Chapter 4
Classifying topoi

We now have two different notions: that of geometric functors (i.e. oo-geometric functors) and geometric
morphisms. These should not be confused with each other. A geometric functor is a functor between
geometric categories, while a geometric morphism is a morphism of topoi. However, the similarity in the
names is no coincidence as will be made clear in the following proposition.

Proposition 4.0.8. Let f : £ — F be a geometric morphism, then its inverse image part f* : F — & is
a geometric functor.

Proof. The inverse image part of a geometric morphism is by definition left exact, and since it is a
left adjoint it preserves all colimits, so in particular coequalizers (i.e. regular epimorphisms) and all
joins. O

In particular we have that the inverse image part of a geometric morphism preserves geometric logic. As
we mentioned before in section 2.2, the open geometric morphisms should be those geometric morphisms
that preserve first-order logic. This is the case thanks to the following proposition.

Proposition 4.0.9. Let f : £ — F be a geometric morphism, then f is open if and only if f* preserves
the universal quantifier. We mean this in the following sense: let h : X — 'Y be an arrow in F and let
A be a subobject of X, then f*(Vi(A)) = V=) (f*(A)). In particular, f is open if and only if f* is a
Heyting functor.

Proof. The first statement of the proposition are exactly cases (i) and (v) in [Joh80, Theorem 3.2]. If
f* is a Heyting functor, it preserves universal quantification and is thus open. If f is open, then f*
preserves universal quantification so we are just left to show that f* preserves infinitary meets in any
subobject lattice. The following proof for this fact is based on the proof of [MLM92, Theorem IX.6.3].

Let {A; : i € I} be a family of subobjects of some object X in F. Then []; A4; is a subobject of [ ], X.
Let a: ], X — X be the arrow determined by the identity arrows on X, then we claim that

Vo(JT 40 = /\ 4.
el el

Before proving this claim, we show how our desired result follows from it. Since f* is a left adjoint, it
preserves colimits and by assumption it preserves universal quantification. We thus find

£\ A) = (T 40) = V5@ T (A0)) = A £r(40).

iel i€l i€l i€l
To prove the claim we will show that for any subobject B of X we have:

B <Vo(JJ4) <= o*(B) < [[ 4 <= B < A; (for all i € I).
el i€l
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The first “if and only if” is simply the adjunction o* -V,. Before we prove the second one, we first note
that o*(B) = ]_[iel B since pulling back in a topos preserves coproducts:

[lie; B = i, 07 (X) = 0" (L, X) = 2*(B) —— B

I

HiEI X o X

=

where b denotes a monomorphism representing the subobject B. So the statement from the right to the
left follows directly, because then [[,.; A; is a cocone for {B}icr as well. To prove the statement from
the left to the right, we note that for every j € I we have the following commuting diagram (without
the dashed arrow):

Aj — [Hier Ai

/7(

/ U«jI I
/
/

1
gt X ’ Hie[

\
\

B > [icr B

X |f

The upper square is a pullback, as we will see below, so we obtain the dashed arrow and conclude that
indeed B < A;. To see that the upper square is indeed a pullback, we denote by x; the j-th inclusion of
X into J[,c; X. Again using that coproducts are stable under pullbacks, we have

(T4 =[] x;A4) = 4,

el icl

Here the last equality follows because coproducts are disjoint, so

* 0 i#j
X;(Ai) = T
540 {Aj i=j

O

In particular we have established that a model M in F of a geometric theory T is sent to a model f*(M)
in & for every geometric morphism f : &€ — F. With this in mind we can define what we mean by a
classifying topos.

Definition 4.0.10. Let T be a geometric theory, then a classifying topos of T, denoted by Set[T], is a
topos such that there is an equivalence of categories

Topos(&, Set[T]) ~ T-Mod(£)
that is natural in &.

From the definition it follows that Set[T] is unique up to equivalence. Furthermore, as we will see in
Theorem 6.2.1, the classifying topos of a geometric theory always exists. So from now on we will talk
about ‘the’ classifying topos.

Under this correspondence, the identity on Set[T] should correspond to a model of T in Set[T].
Denote this model by Gr, then by naturality we have for any f : € — Set[T] the following commuting
diagram

Id € Topos(Set[T],Set[T]) —— T-Mod(Set[T]) > Gr

—e1| e

f € Topos(&,Set[T]) —=— T-Mod(&) > f*(Gr)

So we see that the model in & corresponding to f is given by f*(Gr).
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Definition 4.0.11. The model Gt in Set[T] is called the generic model.

Following the idea of the classifying topos for a geometric theory 7" we can also define something similar
for arbitrary infinitary first-order theories. However, in this case we can no longer look at the geometric
morphisms, because they may not preserve models of such a theory. If we want to preserve such models
we have to preserve first-order logic, which includes universal quantification. By Proposition 4.0.9 the
open geometric morphisms are precisely the geometric morphisms that do this (and they are the only
candidate).

Definition 4.0.12. Let T be an infinitary first-order theory, then the first-order classifying topos
Set’ [T] of T, if it exists, is the topos such that there is an equivalence of categories

Open(&,Set™[T]) ~ T-Mod (&)

that is natural in £. As before, for such a first-order classifying topos there has to be a generic model
Gr in Set™[T)] such that the model corresponding to some open f : £ — Set[T] is given by f*(Gr).

We use different terminology for the classifying topos (the geometric case) and the first-order classifying
topos, because they can be different objects. A geometric theory can of course also be considered to
be a first-order theory, but while its classifying topos then always exists, it does not necessarily have a
first-order classifying topos. An example of such a theory can be found in section 4.1, where we point
out what kind of problems can arise that prevent the existence of a first-order classifying topos. Later,
in chapter 9, we characterize which infinitary first-order theories have a first-order classifying topos.

We should also point out that in Definition 4.0.12 we had to cut down to the category T-Mod (&)
instead of T-Mod(€). That is, we had to cut down to elementary morphisms instead of homomorphisms.
This is because the inverse image parts of open geometric morphisms preserve full infinitary first-order
logic.

Proposition 4.0.13. The natural transformations between open geometric morphisms into a first-order
classifying topos correspond to oco-elementary embeddings. That is, suppose that for a certain theory T
we have

Open(F, &) ~ T-Mod(F),
natural in F. Then T-Mod(F) = T-Mod(F)eo-

Proof. Let the situation be as in the statement of the proposition. Let furthermore M and N be
models of 7" in F and let h : M — N be a homormorphism of models. Denote by G the model in &
corresponding to the identity morphism on &, then there are open geometric morphisms m,n : F — &
such that M = m*(Gr) and N = n*(Gr). The goal will now be to show that given an arbitrary
Z-formula in the language of T" we have

{21 0@)}™ 9 < Wy ({o = p(a)} (7).

We let 7 : m* — n* be the natural transformation corresponding to h. That is, 7yer = hx. By
naturality of 7 we have that the outer square in the diagram below commutes.

T{@:p(2)}OT

Wy ({a = (@)} (O7) —— {a: p()} (@)

| !

Xm* (Gr) Xn* (Gr)
TXGT :hX

So by the universal property of the pullback, the dashed arrow exists and we do indeed have the inequality
that we needed. O
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4.1 The problem with a first-order classifying topos

In this section we will provide an example of a first-order theory T that cannot have a first-order
classifying topos in the sense of Definition 4.0.12. This argument comes directly from the introduction
in [BJ98], but it is an important example so we will treat it here as well.

For this example, let us fix a language .Z that consists of just two propositional variables P and @
(i.e. O-ary relation symbols) and nothing else. Our theory T will be the empty theory. We will show
that there can be no first-order classifying topos Set™ [T]. So let us suppose there is such a topos, and
we will aim for a contradiction.

In [Jon80] it is established that there is a proper class of %, -formulas, none of which are provably
equivalent. That means that for every cardinal x there is a complete Heyting algebra H of size at least
k generated by two elements. By “generated by two elements” we mean that there are A, B € H, such
that any element of H, can be written as ¢(A, B) for some propositional Z,,-formula .

Considering H,; as a locale, we obtain the localic topos Sh(H,). The subobject lattice Sub(1) in
Sh(H,) is just (isomorphic to) H,. That means that Sh(H,) contains H, as a model for T, with A as
the interpretation for P and B as the interpretation for Q.

Let f : Sh(H,) — Seth[T] be the open geometric morphism corresponding to the model H,, in
Sh(H,). We claim that f* is surjective on the subobjects of 1 in Sh(H,). To see this, let any such
subobject be given. This subobject is then of the form ¢(A, B) for some propositional £ -formula .
Since open geometric morphisms preserve full infinitary first-order logic (Proposition 4.0.9), we find

P o(P,@Q)}9T) ={0: (P, @)} = (A, B).

This means that for any cardinaly x there is a surjection from the subobjects of 1 in Set™ [T] to the
subobjects of 1 in Sh(H,). So Sub(1) in Set™[T] would be a proper class, which cannot happen. So we
conclude that Set™[T] cannot exist.

4.2 Morita-equivalence

It is well-known that a Boolean ring is ‘the same thing’ as a Boolean algebra, even though they are defined
in different languages. Nevertheless, we would like to consider the theory of Boolean rings and the theory
of Boolean algebras as the same. Every Boolean ring determines, up to isomorphism, a Boolean algebra
and vice versa. The same holds for homomorphisms of Boolean rings and Boolean algebras. In other
words, we have an equivalence (even an isomorphism) of the category of Boolean rings and the category
of Boolean algebras. This turns out to be a good definition of when two theories are considered to be
the same.

Definition 4.2.1. We call two geometric theories T and T" Morita-equivalent if for every topos £ we
have an equivalence

T-Mod(€) ~ T'-Mod(&)
that is natural in £ with respect to geometric morphisms.

From the definition of the classifying topos of a theory it is clear that a classifying topos for T is also a
classifying topos for T, if T and T" are Morita-equivalent. In other words, we have that T and T" are
Morita-equivlant if and only if they have the same classifying topos (up to equivalence).

To extend this definition to infinitary first-order theories, we can no longer require the equivalence to
be natural in £ for all geometric morphisms, because they may not preserve models. We therefore make
the following definition.

Definition 4.2.2. We call two infinitary first-order theories T and T’ Morita-equivalent if for every

topos £ we have an equivalence
T-Mod (€)oo =~ T'-Mod (&)

that is natural in £ with respect to open geometric morphisms.

Note that as always when we restrict ourselves to open geometric morphisms, we have to cut down to
elementary morphisms between the models. Like before, we can link Morita-equivalence to equivalence of
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the first-order classifying topoi of infinitary first-order theories T' and T’. However, in this case we need
to take a little care because T and T’ may not have first-order classifying topoi. If they have first-order
classifying topoi and these are equivalent, then clearly T and T’ are Morita-equivalent. In the other
direction we have that if one of the theories, say T', has a first-order classifying topos, and the theories
are Morita-equivalent, then 7" has a first-order classifying topos and we have Set™ [T] ~ Set’ [T'].
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Chapter 5

The syntactic category for a
geometric theory

For this entire chapter, we fix a k-geometric theory T in some language .Z. In this chapter we will
show how to construct the syntactic category from T, this category is then later used to construct the
classifying topos for T

5.1 Construction of the syntactic category

In this section we will describe how to construct the syntactic category Syn&(T). The objects of Syn& (T')
are equivalence classes [x.¢] of k-geometric formulas in context, where two formulas ¢(z) and ¥ (y) are
equivalent if 2 and y have the same type and ¢ = ¢[z/y]. Given two objects [z.¢] and [y.1)] we can
thus assume = and y to have no variables in common. This is convenient for defining the arrows: an
arrow [x.¢| — [y.1¢] is a T-provable equivalence class of k-geometric formulas [z, y.0] that are T-provably
functional from ¢ to . That is, the following k-geometric axioms are derivable from T

L. 0(z,y) Fay @(x) Ab(y),
3. 0(x,y) NO(x,y ) Fapy y =19

Here it should be noted that the second and third axiom are automatically fulfilled when y is the empty
context.

When proving that two formulas represent the same arrow, one has to show that they are T-provably
equivalent. The following proposition tells us that we only need to show one direction of this equivalence
and is thus a useful tool.

Proposition 5.1.1. Let 6(xz,y) and o(z,y) be two formulas that are T-provably functional from [x.¢]
to [y]. If 6(x,y) Fay o(x,y), then the converse o(x,y) Fuy 0(x,y) must also hold and hence we have
that [z,y.0] = [z,y.0] as arrows in Syn&(T).

Proof. We reason in the deduction-system for T'. Suppose that z and y are such that o(z,y). Then
since 0 is T-provably functional, we find 3’ such that §(x,y’). Then because 6(x,y) 5, o(z,y) we have
o(z,y"). Since both o(z,y) and o(x,y’) hold we see that y = ¢’ because o is T-provably functional. We
can now conclude that indeed 6(z, y) must hold. O

Given two arrows [z.¢)] il [y-4] Likad [2.x], their composition is given by [z, z.3y(0(x, y) Ao (y, 2))].

Since all representatives of the arrows are T-provably equivalent by definition, the definition of their
composition does not depend on the choice of representatives. Of course, we need to verify that this
really gives a composition operation and that there is an identity arrow. This is done in the following
proposition.
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Proposition 5.1.2. The operation defined above is indeed a composition operation, with identity arrow
[z, y.0(x) A x = y] for every object [x.¢].

Proof. Given arrows [z.¢] [y.6) [y.1] lv.z.0] [2.x], it is straightforward to check that Jy(0(z,y) A

o(y, z)) is T-provably functional. Let now [z,w.T] : [z.x] — [w.y], then it is also easy to check that
F2(Fy(0(z,y) No(y, z)) AT(z,w)) is equivalent to Jy(0(x,y) A 3z(o(y,2) AT(z,w))). This shows that the
defined operation is associative and is therefore a composition operation.

Next we check that the composition of

z,y.p(x)\x= ,2.0
(] LR,y ) 220 [

is just [z,z.0]. The composition is by definition represented by Jy(p(x) A x = y A 0(y, z)), which is
equivalent to p(x)A8(x, z). Because §(z,y) is T-provably functional from ¢ to ¢ we see that p(x)A8(zx, z)
is again equivalent to 6(x, z). The result for composition with the identity arrow on the right side then
follows analogously. O

Now that we have established that Syn(7') is indeed a category, we will prove a quick useful fact about
it.

Proposition 5.1.3. Let [z.¢] and [y.¢)] be objects in Syn%(T), with x and y of the same type. If p(x)
and Y(x) are T-provably equivalent, then 0(x,y) := p(x) Az = yAp(y) represents an arrow [x.¢| — [y.¢]
and this arrow is an isomorphism.

Proof. We will first show that [z, y.0] defines an arrow [z.¢] — [y.1)]. So we need to check that (x,y) is
T-provably functional. From the definition of 6(x,y) the first and third axiom are clearly derivable from
T. To derive the second axiom from T we let = be arbitrary and suppose that ¢(z) holds. Then since
we have ¢ F, 1 by assumption, we find ¢(z). Taking y = = we conclude that Jyf(z,y), as required.

We define o(y, ) to be ¥(y) Ay = zAp(z), then analogous to the discussion above we see that [y, z.0]
defines an arrow [y.¢0] — [z.¢(2)] = [z.]. We claim that [x,y.0] and [y, z.0] are inverse to each other.
Their composition is represented by

F(O(z,y) Aoy, 2)),
which is just
Fy(p(x) Ao =y Ap(y) ANp(y) Ay = 2 A p(2)).

This clearly implies ¢(x) A * = z, which represents the identity arrow on [x.¢] (as we saw in Proposi-
tion 5.1.2). By Proposition 5.1.1 we thus find that [y, z.0][z, y.0] is the identity arrow on [z.¢]. Likewise
we see that [z,y.0][y, z.0] is the identity on [y.¢], and we conclude that [z,y.6] is indeed an isomor-
phism. O

Note that Syn$(7T) is a small category as long as k < oco. However, there is no real reason to pay
too much attention to the size here. We can just as well look at the (large) category Syn®(T') for any
geometric theory T' (even if T is k-geometric). This is also why we do not have the problems described
in section 4.1, when looking at the classifying topos for geometric theories, because there are no such
issues with size. The reason for this is the following theorem and the corollary right after it.

Theorem 5.1.4. Every geometric formula ¢(x) is provably equivalent to \/,.; pi(x) where each o;(x)
is a reqular formula. In particular, there is a k such that every geometric formula is provably equivalent
to a k-geometric formula.

Recall that a regular formula is a formula constructed using only finite conjunction and existential
quantification.

Proof. As is described in [Joh02b, D1.3, Lemma 1.3.8(ii)], one can use the (distributivity) rule, its
provable converse and the the fact that Ja\/ ¥ is provably equivalent to \/we\y Jx1 to move all the
disjunctions to the outer most level. What is left is a formula of the form \/,.; ¢i(x), where each ;(x)
is a regular formula, that is equivalent to the formula we started with.

The last claim follows from the fact that there is only a set S of different regular formulas. We can
assume the ¢;(z) in \/,.; @i(z) to be different, so taking £ > |S| we find that every geometric formula is
provably equivalent to a disjunction of size < k of regular formulas. O
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Corollary 5.1.5. For large enough k the inclusion Syn&(T) — Syn®(T) is an equivalence of categories.

Proof. By Proposition 5.1.3 we have that T-provable equivalent formulas give isomorphic objects in the
syntactic category. So if we take k as described in Theorem 5.1.4, then every object in Syn®(T'), which
is represented by a geometric formula, is isomorphic to some object from Syn%(7T'), which is represented
by a k-geometric formula. Likewise we find that the inclusion is full and faithful, because arrows are also
represented by (k-)geometric formulas. O

5.2 The syntactic category is geometric

The goal of this section will be to show that Syn%(T) is k-geometric. Some of the explicit constructions
here will turn out to be useful later on.

In this section, when we say “formula” this means “k-geometric formula”. One reason for this is
that the contents of this section will later also be applied to the more general case where we will mean
“k-infinitary first-order formula” instead of “formula”.

Lemma 5.2.1. The syntactic category Syné(T') has all finite products.

Proof. The terminal object is given by [(.T], where () denotes the empty context here. Let [z.p] be any
other object, then [z, }.¢(z)] is an arrow into [(.T]. Any other arrow [z, 0.6(z)] going from [z.¢] to [(.T]
satisfies 6(z) k. ¢(x) and so by Proposition 5.1.1 they are the same arrow.

Next we will show what binary products are in Syn& (7). Let [z.¢] and [y.1] be two objects, we claim
that their product is given by [z, y.¢(x) A ¥(y)] with projections

[z, y, 2" p(x) ANp(y) Ao = 2]« [2,y.0(2) A ()] = [z.¢],
[z, y,9" o(x) NP(y) Ay =o' : [2,y.0(x) Ab(y)] = [y.4].

Let now [w.x] be another object with arrows
[w, z.01] : [w.x] = [z.¢],
[w,y.00] : [w.x] = [y-¢].

Then [w,x,y.01(w, x) A o2(w,y)] defines an arrow [w.x] — [z, y.¢(x) A ¥ (y)] such that its composition
with the projections is [w, x.01] or [w, y.o3] respectively. To see that this arrow is unique, we let [w, z, y.7]
be another arrow [w.x] = [z,y.¢(x) A(y)] such that its composition with the projections is [w,x.01] or
[w, y.09] respectively. The composition of [w,x,y.7] with the first projection is given by Jzy(r(w, z,y) A
o(x) ANp(y) Az = ). Thus we have Jzy(r(w,z,y) A p(z) AY(y) ANe = 2') by o1(w,2’). Now,
under the assumption that 7(w,2’,y") we find that certainly Jzy(r(w, z,y) A o(x) Ap(y) Az = 2’) and
hence o1 (w, z’). Likewise, we find 7(w, 2, y) by 2y 02(w,y"). So we conclude that 7(w,z’,y’) Fuzr 4y
o1(w,z") Noa(w,y’) and by Proposition 5.1.1 we thus have that [w,z,y.7] = [w, z, y.o1(w, ) A oa(w, y)].

O

Lemma 5.2.2. The syntactic category Syné(T) has equalizers.

Proof. Let [z,y.0],[z,y.0] : [z.¢] — [y.3)] be two parallel arrows in Syn% (7). Then
WOz, y) No(zy) Nz=x

represents an arrow e from [z.3y(0(z,y) A o(z,y))] to [x.¢] (here z is to be taken of the same type as ).
To see that [z,y.0]e = [z,y.0]e we consider the composition [z, y.0]e, which is represented by

(3" (0(z,y") No(z,y) Az =z AO(x,y)).
From this it follows that
W (0(z,9) Na(z,9) NO(2,y),
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from which we can deduce that 6(z,y) Ao (z,y) since we have both 0(z,y) and 6(z,y’) and 8 is T-provably
functional. Then we can deduce further that

' (0(z9) No(z,y) Aoz ),

and hence
(3 (0(z, 9 ) No(z,9)) Az =2 ANo(z,y)),

which represents exactly the composition [x,y.cle. So by Proposition 5.1.1 we conclude that indeed
[z,y.0le = [x,y.0]e.

Let now [w,z.7] : [w.x] — [z.¢] be any arrow such that [z,y.0)w,z.7] = [z,y.0][w,z.7]. It is
straightforward to check that [w, z.7(w, z)] defines an arrow with codomain [z.3y(0(z,y) A o(z,y))], such
that its composition with e is exactly [w, z.7]. Furthermore, any arrow f : [w.x] — [2.3y(0(z,y) Ao (z,y))]
such that ef = [w,x.7] must be represented by some formula that is derivable from 7(w, z) relative T,
so we must have that f = [w, z.7]. O

Corollary 5.2.3. The syntactic category Syné(T') has all finite limits.

Example 5.2.4. We can now use the explicit descriptions of the product (Lemma 5.2.1) and the equalizer

(Lemma 5.2.2) to explicitly describe what the pullback of any diagram [z.¢] [r2.0] [2.x] lv..0] [y.]
looks like. First we compute the product of [z.¢] and [y.¢)], which is given by [z,y.¢o(x) A ¥(y)] with
projections m, = [z, y,z’.p(x) AY(y) ANx =a'] and 7, = [z, v,y .p(x) AY(y) Ay = y']. The composition
[z, 2.0, is then [x,y, z.32 (@(x) AY(y) Az =2’ AO(2', 2)] which is just [z,y, 2. (y) A O(z, z)]. We will
call this arrow f,. Likewise, we find that [y, z.o]|m, is fy = [z, y, z.0(z) Ao (y, 2)].

To find the pullback we now only need to determine the equalizer of f, and f,. The object of the
equalizer is given by [2/,y.3z(¢¥(y") A O(2', 2) A (') Ao (y', 2))], but by Proposition 5.1.3 this object is
isomorphic to

[,y . 3z(0(2",2) Aoy, 2))].

The corresponding arrow to the product [z, y.¢(x) A(y)] is then [2/,y, z,y.32(0(z',2) Ao (¥, 2)) N =
' Ay = y'], which we will denote by e.

So the pullback of [y, z.0] along [z, 2.0] is the given by the composition 7,e, which is explicitly given
by

[,/ 2" 3ey(32(0(a", 2) Aoy, 2)) Ne = 2" Ny =y Ap(x) Ap(y) Ao = a")] =
[,y x.32(0(2",2) No(y',2)) Ao = 2.

Likewise, the pullback of [z, 2.0] along [y, z.0] is mye = [2/, ¢, y.32(0(z', 2) Ao (¥, 2)) ANy =1/].
Proposition 5.2.5. The syntactic category Syné(T') is a reqular category.

Proof. By Corollary 5.2.3 we only need to prove now that in Syn&(7T') the coequalizer of the kernel pair
of any arrow exists, and that regular epimorphisms are stable under pullback. Here we will only give a
quick proof of the fact that the coequalizer of the kernel pair of any arrow exists, because its explicit
construction will be useful later on. The rest of the proof can be found in [Joh02b, D1.4, Lemma 1.4.10].

Let po,p1 : [2.x] — [z.¢] be the kernel pair of some arrow [z,z.0] : [x.¢] — [y.¢0]. We define an
arrow ¢ : [z.p] — [y.Fz0(x,y)], which is represented by # (it is an easy check that 6 is also T-provably
functional when its codomain becomes [y.320(x,y)]). We claim that ¢ is the coequalizer of pg and p;.
The composition cpg is represented by the same formula as the composition [z, z.0]pg, which is [z, z.0]p1,
and this in turn is represented by the same formula as cp;. We thus have that ¢pg = ¢p;. From here on
it will be useful to have an explicit description for py and p;. Using Example 5.2.4 we may assume that

po = [z, 2’2" 3y(0(z,y) ANO(z',y)) Ao = 2"],
p1 = [z, 2’2" 3y(0(z,y) A O(2' y)) Aa' = "],

Let now [z, w.o] : [2.¢] = [w.y] be any other arrow such that [z, w.o]py = [, w.c]p;. Then we claim that
[y, w3z (0(z,y) Ao(y,w))] : [y.Fz0(x,y)] — [w.7] is the unique arrow such that its composition with ¢ is
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exactly [x,w.o]. The hardest thing to check is the third axiom of 3x(6(z,y) A o(y, w)) being T-provably
functional. Checking the other things (the other two axioms for T-provable functionality, uniqueness
and that its composition with ¢ is [z, w.c]) are straightforward but tedious to check, so for brevity’s sake
we will not do so here. We have to show that

Jz(0(z, y) A o(z,w)) A" (02", y) Ao(@',w')) Fyww w=1u'
is T-provable. For this we reason in the deduction-system for T. We let x and 2’ be such that
0(z,y) Ao(x,w) A0z, y) Ao(x',w'),
then we can derive the following two formulas:
" Fy(O0(z,y) ANO(2',y)) Ae = 2" ANo(2",w)),
32" (3y(0(z,y) A O(z',y)) A2’ = 2" Ao(z”,w')).

These formulas represent the compositions [z, w.clpy and [z,w.o]p; respectively, but those were by
assumption the same arrow which means they are T-provably equivalent. So from the second formula
we derive that

2" Ay (O(z,y) AO(2',y)) Az =" Ao(x”,w')).

Because this formula is T-provably functional we conclude that indeed w = w'. O

The regular epi-mono factorization of f : X — Y is constructed by pulling back f along itself to find its
kernel pair. Then the coequalizer e of this kernel pair is the regular epimorphism in the factorization.
Since e is the coequalizer of the kernel pair of f, there is a unique arrow from the coequalizer to Y. This
is the monomorphism m in the factorization (see also [Oos16, Proposition 4.2]).

In the proof of Proposition 5.2.5 we have thus found an explicit description of the epi-mono factor-
ization of an arrow [z,y.0] : [x.] = [y.¢]:

[z,y.0] ly,y' . 320 (z,y) Ay=vy’]
0] == [y.Fab(x, y)] — S [y )

For the monomorphism we used here that [,y .3z(0(x,y) A 0(z,y"))] = |y, vy .Fz0(x,y) Ay = ¢']. This
explicit description will be useful in the following lemma.

Lemma 5.2.6. Let [2'.4)] and [z.¢] be objects in Syn%(T), with x and =’ of the same type. If ¥(z) F,
o(x) is derivable from T, then there is a monomorphism [x'.xp] — [x.@] represented by 0(z',z) :=
(@) N’ = x. Conversely, if [y,x.0] : [y.x] = [z.¢] represents a subobject of [x.¢] then there is a
formula (x) such that ¥ (z) b, o(x) is T-provable and the corresponding monomorphism represents the
same subobject as [y, x.0].

Proof. We will first prove the first part of the lemma. The formula 6(a’, z) defined there is T-provably
functional, here we used the fact that ¢ (z) b, ¢(z) to derive the first and second axiom.

To see that [2/, x.0] is a monomorphism we let «(y,«’) and S(y, «’) represent two parallel arrows into
[’ 4], such that [2/,z.0]ly,z".a] = [/, z.0][y,2’.6]. We will show that a(y,z’) Fy . B(y,z’), because
then we can apply Proposition 5.1.1 to conclude that [y, z’.a] = [y, z’.8]. Because a(y, z’) is T-provably
functional we have a(y,z’) -y ¥(2’). So we have a(y,z) by, J2'(¢(2') Az = ') from which we
find a(y,z) -y 32’ (a(y,2’) AO(2',x)). The last formula on the right side represents the composition
[/, 2.0][y, z".a] and so we have a(y,z) by, 32’ (B(y, 2') AO(x', x)), from which our desired result follows.

For the converse we consider the image of [y, z.0], which by the discussion above is

[z',z.3yo(y,z" ) Ax=1']

(2" Fyo(y,z)] [z.¢].

Since the regular epi-mono factorization is unique up to isomorphism and [y, z.0] was already a monomor-
phism, we have that it represents the same subobject as its image. Furthermore, because [z, z.3yo (y, ')A
x = '] is functional we have

Jyo(y,z') Nx =2’ bpp Fyo(y,2') A o(z),
from which it follows that indeed Jyo(y, z) b, (). O
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Corollary 5.2.7. If x(z) b, ¥(z) and ¥(z) b (x) are T-provable, then [z.x] < [x.4] as subobjects of
[z.].

Corollary 5.2.8. Let p(x) and ¥(x) be two formulas in the same context, then ¢(x) and ¥(x) are
T-provably equivalent if and only if [x.] and [x.9)] are isomorphic in Syn&(T).

Proof. The ‘only if’ part is Proposition 5.1.3. For the ‘if” part we use that [z.¢] < [z.¢] and [z.9] < [2.¢]
as subobjects (of, for example, [x.¢]). O

By the previous lemma we may assume that any subobject of an object [z.¢] is given by the arrow
[z, 2" .¢' () Az = 2] with domain some [2.¢'] in the same context as [x.¢]. This is useful for simplifying
statements about subobjects, like the next lemma.

Lemma 5.2.9. Let {[z.0;]}icr be a family of size < k of subobjects of some object [x.¢] in Syné(T),
then their join (in Sub([x.¢])) is given by

o',z =2 A\ @@ s [\ i) = [,

i€l iel

Proof. By Lemma 5.2.6 we have that o;(x) k-, @o(z) for all i € I. So \/,.; vi(z) Fo ¢(x) and by using
Lemma 5.2.6 again we see that the proposed subobject is indeed a subobject.

Since we have @;(x) Fz \/;c; wi(z) for all @ € I, we have by Corollary 5.2.7 that indeed [z.¢;] <
[2.V;ep wi(z)] for all i € I.

Finally, let [/, z.4(2") Az = 2'] : [2/.4)] — [z.¢] represent a subobject that is larger than [z.¢;] for all
i € I (again, we used Lemma 5.2.6 to assume the representative to be of this form). Then @;(x) b, ()
for all i € I, so \/,.; wi(x) ¢ ¥(x) which means that [x.\/;.; ¢i(x)] < [z.¢)] by Corollary 5.2.7.

Note that in the case I is empty we get the bottom element of Sub([z.¢]), namely the one represented
by [z x. 1] : [2'.1] = [z.¢]. O

Proposition 5.2.10. The syntactic category Syné(T') is a k-geometric category.

Proof. We already have established that Syn$(T) is regular (Proposition 5.2.5) and that the subobject
posets have joins of size < k (Lemma 5.2.9). So we only need to check that these joins are stable
under pullback. For this we will use their explicit description and the explicit description of pullbacks
in Example 5.2.4. Let

[z,2".x = 2" A \/ i(x)] : [z \/ ©i(z)] = [z.¢]

el iel

represent a join subobjects of [z.¢]. Its pullback along [z, 2.0(z, z)] : [z.9] — [z.¢] is then given by

[z, 2, 23:1:(\/ vi(@)Nx=2" N0, 2)) Nz=2]: [, z'.EI:c(\/ vilm) Nx =2 ANO(Z,2))] — [2.9].

i€l iel

By equivalence of formulas we find that the following is isomorphic (and hence also gives the pullback):

[/, 2 2 \[(@i(@) AO(Z ) Az =2 : o, 2\ (wila’) A O(2',2))] = [2.9)].

i€l i€l
Then calculating the pullback of [2/, z.p;(2') Ax = '] : [¢'.i(z")] = [z.¢] along [z, z.0(z, z)] gives us
[/, 2 232 (pi(x) Ne=2" NO(Z 2)) Az =2"]: [2, 2/ Fx(pi(x) Ao =2 NO(Z,x))] — [2.9],
which is isomorphic to
(2,2 2.0i(x" Y NO(Z ) N2 = 2] [0, 2 pi () NO(Z )] — [2.90].

So we see that the pullback of the join is isomorphic to the join of the pullbacks, which means that
indeed joins are stable under pullback. O
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5.3 The universal syntactic model

There is a canonical .Z-structure Ur in Syn&(T') defined as follows. Let S be some sort and let s be a
variable of sort S, then SUT = [s.T]. In particular, by Lemma 5.2.1, this means that the interpretation
of a type X is [x.T], where x is a list of distinct variables of type X. For a relation symbol R of type X
we note that R(z) b, T is always T-provable, so by Lemma 5.2.6 we have that there is a monomorphism
[z.R(x)] = [2.T]. We take RYT to be the subobject represented by this monomorphism. Finally, for a
function symbol f : X — S from type X to sort S one can easily check that the formula f(z) = s is
T-provably functional from XU7 = [2.T] to SUT = [5.T], so we let fUT be [z,s.f(x) = s].

Proposition 5.3.1. The interpretation {x : ¢(x)}V" of a formula p(z) in Ur is [z.¢]. In particular,
the £ -structure Ur is actually a model of T.

Proof. The first claim is just by a straightforward induction on the construction of the formula. To see
that then Up is actually a model of T, we let ¢ F, ¥ be a sequent in T. Then by Corollary 5.2.7 we
have that [z.¢] < [7.¢] as subobjects of [x.T], and thus {z : p(x)}VT < {x : ¥ (x)}YT as subobjects of
XUr, O

Proposition 5.3.1 now justifies the following definition.

Definition 5.3.2. The model U defined above is called the universal syntactic model.

Corollary 5.3.3. The universal syntactic model Up has the property that the k-geometric axioms valid
in U are precisely those that are derivable from T .

Proof. Clearly every x-geometric axiom that is derivable from T is valid in Uy, since it is a model for T’
and Syn%(T) is sound with respect to the deduction-system for x-geometric logic. The converse follows
from Lemma 5.2.6. O

Let us fix some k-geometric category C. By Corollary 3.3.6 a x-geometric functor F : Syné(T) — C
sends Ur to a model F(Ur) of T in C. Conversely we have that any model M in C corresponds to a
k-geometric functor that sends [z.¢] to {x : ¢}M. Similarly, for every arrow in Syn&(T) there is also
only one possible arrow to be sent to in C, because they are precisely the arrows that are definable from
T. So M gives rise to a functor Fys, such that Fy;(Ur) = M. We thus see that, up to isomorphism,
models of T in C are the same thing as k-geometric functors Syn&(T) — C.

We also note that a homomorphism of models M and N is exactly the same thing as a natural
transformation of their corresponding k-geometric functors. We recall that Geom,, denotes the category
of k-geometric categories, so by Geom, (C, D) we denote the category of k-geometric functors C — D and
natural transformations between them. We have now essentially established the following proposition.

Proposition 5.3.4. For k-geometric C there is an equivalence of categories
Geom, (Syn&(T),C) ~ T-Mod(C)

that is natural in C. This equivalence is given by sending a k-geometric functor F' to the T-model F(Ur).
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Chapter 6

The classifying topos for a geometric
theory

In chapter 4 we have defined what a classifying topos for a geometric theory 7' is. We now have the
necessary tools to construct such a classifying topos Set[T]. The last step in doing so is defining the
right Grothendieck topology on Syn&(T'), and then we can piece everything together.

6.1 The covering topology

Definition 6.1.1. We define J,;, the k-covering (Grothendieck) topology, on a k-geometric category C
to be as follows. A sieve R on an object A is covering if R contains a family {a; : B; — A}ier with
|I| < & such that

\/ Im(e;) = A.

iel
We call such a family a covering family.
Of course, we need to check that .J, does indeed define a Grothendieck topology.

Proposition 6.1.2. In the setting of Definition 6.1.1, J. does indeed define a Grothendieck topology on
C.

Proof. We shortly recall the three axioms of a Grothendieck topology from Definition 2.1.5.
1. For any object A, the maximal sieve max(A) is covering.
2. For any R covering A, and any f: A" = A, f*(R)={g: B— A’ : fg € R} is covering.

3. Let R be any sieve on A and let S be covering for A such that for every f: A’ — Ain S, f*(R) is
covering for A’, then R is covering for A.

The first axiom is seen easily to hold, because Id4 € max(A) and Im(Id4) = A.

For the second axiom we let {c; : B; = A : i € I} be a covering family in R. Define o] : B] — A’ to
be the pullback of «; along f. Note that then fo} = «;8; for some §; : B, — By, so o € f*(R). Since
images are stable under pullback, we have that Im(«) is the pullback of Im(c;). Because C is k-geometric
(and thus joins are stable under pullback) and |I| < & we have that the pullback of \/,.; Im(c;) along f
is ;¢ Im(aj), but \/,; ., Im(a;) was just A by assumption and the pullback of A along f is just A’. So
we have that \/,.; Im(a;) = A’ and hence that {a; : B; — A’ : i € I} is a covering family in f*(R). We
therefore conclude that f*(R) is covering.

For the third axiom we let {a; : B; — A : i € I} be a covering family in S. Then for each ¢ € I we
find a covering family {8 : Cir, = B; : K;} in of (R). In particular this means that a;8;;, € R for all
i €I and k € K;. We claim that {«;8;; : i € I,k € K} is a covering family in R. Clearly the index
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set is still strictly smaller than « since I and each K; are strictly smaller than x. We thus have to prove

that
V V Im(aigs) = A.

i€l ke K;
Since {a; : i € I} was already a covering family, it suffices to prove that Im(a;) < Vg, Im(a;Bix) for
all i € I. Fix i and let k € K; we have that ;. factors as

Cik He) Im(ﬁlk) >L> Bl

Then ;e factors as
Im(B;) —h Im(cveg) 9 5 A

So «a; Bk = ayixe = ghe, which means that g together with he is a factorization of «;f;; into a regular
epimorphism and a monomorphism. We thus have that Im(c; ;) = Im(c;tx), and we have reduced the
problem to showing that Tm(a;) < V¢ g, Im(avie).

Let Py be the pullback of «; along g to obtain a pullback diagram as shown below. Note that the
arrow from Py to B; is a monomorphism, since ¢ is a monomorphism. So Py represents a subobject of
B; and we have that Im(8;;) < Py as shown below.

* P, — B;

Ik

Im(avieg) —5— A

The pullback of \/, Im(c;tx) along ¢ is thus \/, Pr >\, Im(5;x) = B;. So since joins are stable under
pullback we have the following pullback diagram

\, P =—— B;

| o

Vi Im(aeg) —— A

In other words, «; factors through \/; .. Im(c;tx) which means that Im(a;) < Vg, Im(a;e,) which is
what we had to show. O

Definition 6.1.3. If for a Grothendieck topology J on a category C all representable presheaves on C
are sheaves, we say that J is subcanonical. If J is the largest subcanonical Grothendieck topology on C,
we say that J is canonical.

Proposition 6.1.4. The x-covering Grothendieck topology Jy is subcanonical.

Proof. This is essentially proved in [MLM92, Lemma X.5.4], albeit in a somewhat different setting. So
we will provide a (not so detailed) proof here that applies to our setting. Checking the details that are
left out can be somewhat tedious but should be straightforward.

Let a covering sieve S on some object Y be given. We will show that every compatible family in
yZ has an amalgamation. A compatible family for S in yZ consists of arrows fs : Xy — Z for each
s: Xy =Y in S, such that for any g : W — X, we have f;g = fsy. Let such a compatible family be
given. Since S is covering, there is a covering family {s; : i € I'} in S (denote X; for X, and f; for f;,).
For each i € I, we have a subobject Im((s;, f;)) of Y x Z. These subobjects give rise to a subobject
V, Im((s;, f;)). We claim that this last subobject is the graph of some arrow f :Y — Z. This arrow f
will then be the amalgamation we were looking for.

To see that \/,Im((s;, f;)) is the graph of some arrow, we reason in the internal language of our
category C. We have to show that \/, Im((s;, f;)) is
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(i) total, that is -, 32 \/, Fz;(si(x;) =y A fi(z;) = 2), and
(ii) functional, that is \/, 3zi(si(zi) =y A fi(x:) = 2) AV, Fzi(si(xs) =y A fi(x) =2") by oo 2 =2

Let us first prove (i). Let y be arbitrary. Note that since the s; form a covering family, we have that
Fy V,; 3zi(si(x;) = y) (which is the internal variant of saying that \/, Im(s;) =Y"). So we find z; be such
that s;(x;) = y. Now take z to be f;(x;) and we are done.

For (ii) we let y,z and 2’ be such that the antecedent is satisfied. We note that the antecedent is
equivalent to

\/Hxixj(si(xi) =yA filz)) =2z Nsi(x;) =y A fi(z;) =2).
()
We will show that for all 4,7 we can deduce z = 2’ from

Frizj(si(zi) = y A filzi) = 2 Asj(xs) =y A fi(zg) = 2).

So let z; and x; be such, and consider the pullback

P2, x,
ij/ J/Si
X, — Y

<

Then there must be some p of sort P such that p;(p) = x; and p;(p) = x;. We now conclude that
z = fi(xi) = fipi(p) = fipi(p) = fi(x;) = 2/,
where the middle equality follows from the fact that the f; are part of a compatible family. O

In particular this means that we can talk about the Yoneda embedding into Sh(C, J,;). That is, technically
y: C — Set®” does not have codomain Sh(C, J,.). If we let a : Set®” — Sh(C, J,.) be the sheafification
functor then ay is (isomorphic to) y. So we will omit the a and just talk about the Yoneda embedding.

Proposition 6.1.5. For k-geometric C, a functor F : C — & into any topos & is flat and J-continuous
precisely when it is a k-geometric functor. In symbols, we have:

FlatCon((C, J,),&) = Geom,(C,E).

Proof. Since C has all finite limits, a functor F' : C — & is left exact precisely when it is flat by
Lemma 2.3.10. So, to complete the proof we will show that such F' is Ji-continuous if and only if it
preserves regular epimorphisms and joins of size < k.

Suppose that F' is J,-continuous, then we have two characterizations of this. By definition, F' takes
J-covering sieves to epimorphic families, and the other characterization is that it takes such sieves to
colimits. First, let e be a regular epimorphism in C and let S be the sieve generated by e (i.e. it contains
all arrows that factor through e). Clearly S is J-covering, since Im(e) is (isomorphic to) the codomain
of e. So S is sent to an epimorphic family in €. In particular this means that F'(e) is epimorphic, but
every epimorphism in a topos is a regular epimorphism (see for example [MLM92, Theorem IV.7.8]),
so F(e) is a regular epimorphism. Now, let {A; : i € I}, |I| < k, be a family of subobjects of some
object X in C. Then as subobjects of F/(X) we certainly have F/(A;) < F(\/; A;) for all i € I, and hence
V, F(4;) < F(V,; A;). The sieve generated by the monomorphisms representing the A; is J,-covering
for \/, A;. So it is sent to a colimit in &, and \/, F((4;) is a cocone for this same diagram. We conclude
that we also have F'(\/; 4;) </, F(4;) and hence F(\/;, A;) =/, F(A;). We have now shown that F' is
k-geometric if it is J-continuous.

For the other direction we let F' be k-geometric and let .S be a covering sieve for some object X of
C. Then there is a covering family of size < k in S. Since F' preserves joins of size < x we see that S is
indeed sent to an epimorphic family. O

Proposition 6.1.6. The Yoneda embedding y : C — Sh(C, J,;) is k-geometric.
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Proof. In the restricted version of Diaconescu’s theorem (Corollary 2.3.9), we can fill in Sh(C, J,;) in
the role of £ and chase the identity functor on Sh(C, J):

i € Topos(Sh(C, J,),Set’”") —~—— Flat(C,Sh(C, J,)) 3 p(i) = ay

]

Id € Topos(Sh(C, J,),Sh(C, J.)) —— FlatCon(C,Sh(C, J,)) 3 p(i) = ay

where .
i:Sh(C,J,) = Set’” : qa

denotes the inclusion and sheafification functor. So ay (which is just y : C — Sh(C, Jy)) is flat and
continuous, but by Proposition 6.1.5 that is equivalent to saying that it is k-geometric. O

6.2 Piecing everything together

Note that a geometric theory is a set of geometric axioms. So for every geometric theory there is a large
enough x such that the theory is k-geometric.

Theorem 6.2.1. Let T be a geometric theory, and let k be such that T is k-geometric, then the classifying
topos Set[T] is given by Sh(Syn&(T), J..). The generic model Gr is given by y(Ur) where y is the Yoneda
embedding.

Proof. By Proposition 6.1.5 we have that the flat J,-continuous functors Syn%(T") — £ are precisely
the r-geometric functors. So we obtain (all natural in &)

Topos(&, Sh(Syné(T), J,)) ~ FlatCon((Syn&(T), J.), &) = Geom,(Syné(T), &) ~ T-Mod(£),

where the first equivalence is given by the continuous version of Diaconescu’s theorem (Corollary 2.3.9)
and the last equivalence is from Proposition 5.3.4.

The generic model corresponds to the identity on Set[T], which corresponds under Diaconescu’s
theorem to the J,-continuous flat functor Id*y = y, which corresponds to the model y(Ur) under the
last equivalence. O

The explicit description of the generic model allows us to prove some useful facts about it, in the form
of the following two propositions.

Proposition 6.2.2. The generic model has the property that the geometric axioms that are valid in G
are precisely those that are derivable from T.

Proof. By soundness every geometric axiom derivable from 7" holds in Gp. For the other direction we
suppose ¢ b, 1 is some geometric axiom that is is valid in G, and let A be such that it is a A-geometric
axiom. For now, let us denote the universal syntactic model in Syn$(T') by U3 to make explicit which
syntactic category we are looking at. Then consider the model y(U3) of T in Sh(Syn$(T), Jy), which
is indeed a model because the Yoneda embedding is A-geometric (Proposition 6.1.6). Since y(U2) is
a model of T it must be classified by some geometric morphism f : Sh(Syn5(T'), Jx) — Set[T]. So
y(U2) = f*(Gr), and thus we see that ¢ I, ¢ must also be valid in y(U2). That means that we have

ylap] = {z: (@)U < {a: (@)D = ylay),

so because y is full and faithful we have that [z.¢] < [2.¢)] (as subobjects of [x.T]). We conclude that
¢ 4 ¢ is also valid in U2 and thus by Corollary 5.3.3 it must be derivable from 7. O

Proposition 6.2.3. Let X be a type in the language of T, then every subobject of XCT is the interpreta-
tion of some geometric formula in the language of T. In particular, this formula is always a disjunction
of k-geometric formulas.
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Before we prove this proposition we first note the following. If C' is any object in the site (Syn&(T"), J,),
then by Proposition 6.1.4 we have that yC is a sheaf. So using Corollary 2.1.17, we have that the
subobjects of yC in Sh(Syn(T'), J,;) are precisely the closed sieves on C.

Given an arrow m : D — C in Syn$(T), we get an arrow ym : yD — yC in Sh(Syn%(T), J,) by
sending f: X — D to mf : X — C. This yields the following explicit description for any closed sieve S
on D:

Jym(S) ={mf: feS}
In particular we have:
Jym(max(D)) = {mf : cod(f) = D}.

Proof. For a type X, the interpretation X“7 is given by y[z.T], where z is a string of variables of
type X. The subobjects of X7 in Set[T] are by the discussion above then exactly the closed sieves on
[z.T]. Let S be a closed sieve on [x.T], we will show that S can be written as the join of representable
subobjects in the following sense: we will show that there is a collection {D;};cr of subobjects of [z.T]
such that
S = \/ yD;
iel

as subobjects of y[x.T]. This would prove the proposition because each object D; in Syn&(T') is the
interpretation in Ur of some k-geometric formula. So yD; is then the interpretation of that formula in
the generic model Gr (because y is k-geometric by Proposition 6.1.6). We conclude then that S is the
join of the interpretations of k-geometric formulas, and is thus the interpretation of a geometric formula
itself.

To construct such a collection of subobjects of [x.T], we will first prove the following claim. Let
f:D — [x.T] be some arrow in S, and write

D S Im(f) & C

for its regular epi-mono factorization. We claim that m € S. By definition we have me = f € S, so
e € m*(S). Since Im(e) = Im(f) (as subobjects of Im(f)) we see that m*(S) is covering, so because S
is closed we conclude that indeed m € S.

Using the claim we now see that

S= |J 3ym(max(D)),
m:D—CEeS
m mono
as follows. Clearly 3,,,(max(D)) C S for any m : D — C'in S, since S is a sieve. For the other inclusion
we let f € S, and let again D = Im(f) =% C be its regular epi-mono factorization. By the claim then
m € S, and since e € max(Im(f)) we have f = me € 3, (max(Im(f))).

As we had seen in the discussion before this proof, 3, (max(D)) is the closed sieve representing the
subobject yD. So we are left to show that this union actually gives the join of subobjects. Let a denote
the sheafification functor from the presheaf category to our sheaf category. Then since a is the inverse
image part of a geometric morphism we find (here the equalities stand for equality of subobjects):

S = a(9) (S is already a sheaf)
= a(U dym(max(D))) (the equality we proved earlier)
= a(\/ dym(max(D))) (joins in the presheaf category are given by unions)

m
= \/ a(3ym (max(D))) (a preserves joins)
m
= \/ Jym (max(D)) (Fym (max(D)) is already a sheaf)

m

Note that we have shortened the notation below the union and join symbols for better readability, but
this is supposed to be read as “m : D — C in S, with m a monomorphism”. O
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Chapter 7

The syntactic category for a
first-order theory

The construction of a first-order classifying topos for some first-order theory T will be similar to the
construction of a classifying topos for a geometric theory. In particular, we will need a first-order version
of the syntactic category.

As in chapter 5, let us fix for the rest of this chapter a theory T in some language .Z. Only now we
allow T' to be s-infinitary first-order. We define Syn™(T') exactly as we did with Syn2(T) but now we
allow all % -formulas and we use the deduction-system for full k-infinitary first-order logic.

The proofs in chapter 5 up to section 5.3 apply word for word to Synf;’ (T') if we interpret “formula”
as “%.-formula” in the statements. Just to be clear, Theorem 5.1.4 does still only apply to geometric
formulas, as is made explicit in its statement. There is in general no such theorem for .Z,-formulas.

In particular, Synio(T) is a k-geometric category. It will be no surprise that it is in fact a k-Heyting
category as follows from the following two propositions. Here we can again use Lemma 5.2.6 to assume
that a subobject of [z.¢] is given by an arrow [z, z’.¢'(z) Az = 2'] with domain [z.¢'] in the same context

as [z.¢].

Proposition 7.0.4. Let {[x.@;]}icr be a family of size < k of subobjects of some object [x.] in Syn&(T),
then their meet (in Sub([z.¢])) is given by

[ x.2x =2 A /\ (2] [ /\ wi(z")] = [x.¢0].

i€l iel
Proof. The proof is analogous to Lemma 5.2.9. O

Proposition 7.0.5. Let [z,y.0] : [x.¢] = [y.1)] be some arrow in Syn™(T), then [x,y.0]* : Sub([y.¢]) —
Sub([z.¢]) has a right adjoint V|, , ¢ : Sub([z.¢]) — Sub([y.4]) given by

[2.¢'] = [yVe(0(z,y) — ¢'(2))].

Proof. Throughout this proof, we denote by [y.1)'] an arbitrary subobject of [y.1]. Using Example 5.2.4
we can explicitly calculate [z, y.0]*[y.4'] to be

[z.3y(0(z, y) AU (y))].

We have to show that

[2.3y(0(z,y) A ()] < [2.¢] = [y4'] < [y-Va(0(z,y) = ¢'(x))].

By Lemma 5.2.6 this comes down to showing that

Fy(0(z,y) ANV (y) Fo @' ()
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is provable in T if and only if
V' (y) by Vo(0(z,y) = ¢'(2))

is provable in T'. So let us show this by reasoning in the deduction-system for 7'

(=) Assume ¢’(y) and let = be such that 6(z,y). Then we have Jy(0(x, y) A’ (y)), so we find ¢’ (z).
From this we conclude Vz(0(z,y) — ¢'(x)), which proves the first direction.

(<) Assume now Jy(f(z,y) A’ (y)). Let y be such that 8(x,y) Ay’ (y). Then we have Va(0(z,y) —
¢’ (x)), but because 6(z,y) we can conclude ¢’ (x), which concludes our proof. O

Corollary 7.0.6. The category Synl;o(T) is k-Heyting.

Now that we have established that Synl;O(T) is k-Heyting we can again define a canonical .Z-structure
Ur in Syn,ff(T) like we did in section 5.3. We would like to conclude again that Ur is a model of T
To do so, we want to apply the proof of Proposition 5.3.1 in this case and for that we only need that
the interpretation {z : p(z)}Y7 of a &, -formula is represented by [z,y.p(z) Az = y] : [z.] — [2.T].
This was already shown for k-geometric formulas by induction, so we provide the induction steps for
implication, infinite meets and universal quantification.

Lemma 7.0.7. We have the following facts about the subobjects of [x.T| for some context x:
(1) Nierlz-pi]l = [&. Niep @il, with 1] < k;
(it) [xNVyp(z,y)] = Vo[, y.0(z,y)], where w: [x,y.T| = [2.T] is the projection;

fiii) [.9] = [3:6] = [p.0 — ¥].

Proof. Fact (i) is just Proposition 7.0.4. For (ii) we note that by the explicit description in the proof of
Lemma 5.2.1 the projection = is given by [x,y,z’.x = 2']. So by Proposition 7.0.5 we have

Velz,y.p(z,y)] = [2' Vay(z = 2" — oz, y))] = [z.Vyp(z, y)].

Finally, for (iii) we will show that [z.x] A [z.¢] < [x.¢] if and only if [z.x] < [z.¢p — ¥]. Note that
[.x] A [z.¢] = [x.x A ¢]. By Lemma 5.2.6 we have that [z.x A ¢] < [2.¢] if and only if x A ¢ F, ¥
is T-provable. The latter is equivalent to x F, ¢ — % being T-provable, which again by Lemma 5.2.6
happens if and only if [z.x] < [z.¢ — ¥]. O

Corollary 7.0.8. The Z-structure U in Syn'®(T) is actually a model of T, and the Z-formulas that
are valid in Ur are precisely those that are derivable from T.

Proof. As mentioned before, Lemma 7.0.7 provides us with the missing induction steps to prove that
the interpretation {z : p(z)}UT of an Z,-formula is represented by [z,y.0(x) Az = y] : [z.] = [2.T].
The second statement is analogous to Corollary 5.3.3. O

Proposition 7.0.9. For k-Heyting categories C we have an equivalence
Heytm<syn1;0(T)?C) = TﬁMOd(C)fm

natural in C. This equivalence is given by sending a k-Heyting functor F' to the model F(Ur).

Proof. This appears as [BJ98, Proposition 2.4], and can be verified in the same way as Proposition 5.3.4.
O
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7.1 Sheaves on the syntactic category for a first-order theory

In a way similar to chapter 6 we will want to look at the category of sheaves Sh(Synfs’(T ), Jx). Even
though this may not always be a first-order classifying topos for T (as was demonstrated in section
4.1), there are still some results analogous to those in chapter 6 that will be useful. First of all, we can
strengthen Proposition 6.1.6 as follows (its proof is based on [BJ98, Lemma 3.1]).

Proposition 7.1.1. Let C be a k-Heyting category, then the Yoneda embedding y : C — Sh(C, Jy) is
k-Heyting.

Proof. We had already established in Proposition 6.1.6 that the Yoneda embedding is x-geometric. The
Yoneda embedding also preserves all meets of subobjects that exist in C. So all that is left to check is
that universal quantification is preserved.

Let f: A — B be an arrow in C and let A’ be a subobject of A. We define B’ = V;(A’). We first
claim that for any subobject R of yB with (yf)*(R) < yA’, we have R < yB’. To prove this claim, we
consider R as a closed sieve on B and prove that every arrow in R factors through B’. Let g : C — B
be an arrow in R, and consider the pullback

Sy
W Q

B

—
f

Then h € f*(R), so we must have that h factors through A’ because (yf)*(R) < yA’. That means that
Im(h) < A’, and since images are stable under pullback we find

f*(Im(g)) = Im(h) < A,
hence
Im(g) < Vy(4') = B'.

This proves our claim.
Let us now apply the claim with Vy¢(yA’) in the role of R, then we have that

Wf) (Vyr(yA)) < yA" = Vyp(yA') <yB".
The antecedent of this implication is just the counit of the adjunction (yf)* 4 V¢, so we conclude that
Vyr(yA") < yB’. From the counit of the adjunction f* 4V, we have that f*(B’) = f*V;(4’) < 4’, so
because y preserves pullbacks:
(f)"(yB") = y(f*(B) < yA',
and hence yB’ <V, ¢(yA’). We conclude that indeed y(V¢(A")) = y(B') = Yy ¢ (yA’). O

This allows us to give a result similar to Proposition 6.2.2. However, we cannot speak about the generic
model here because that term is reserved for the model in a (first-order) classifying topos corresponding
to the identity morphism. So instead, we will just talk about the embedding of the universal syntactic
model.

Proposition 7.1.2. The Z-structure y(Up) in Sh(Syn'(T), J,.) is a model of T and the £, -formulas
that are valid in y(Ur) are precisely those that are derivable from T.

Proof. By Proposition 7.1.1, the Yoneda embedding is a k-Heyting functor. So it follows directly that
y(Ur) is a model of T'. By soundness this model needs to at least satisfy those formulas that are derivable
from T'. For the other direction we let ¢(x) be a valid .Z,,-formula in y(Ur). Then

yloo] = {o (@)} = XU = y [ T],

so because y is full and faithful it follows that [z.¢] = [2.T] (as subobjects of [x.T], as objects they are
just isomorphic). Thus [z.¢] is valid in Ur and using Corollary 7.0.8 we conclude that ¢(z) must be
derivable from T'. O
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If we attempt to apply the same technique as we did in the proof of Theorem 6.2.1, we end up with the
following proposition (which also appears as [BJ98, (5) on page 45]).

Proposition 7.1.3. There is a full and faithfull functor
T-Mod(€), — Topos(E, Sh(Syn™(T), J,.)).

This functor is defined as follows: for a model M let F' be the k-Heyting functor SyniO(T) — &£ cor-
responding to it. Then M is sent to the geometric morphism corresponding to F. Thus, for any such
model M there is geometric morphism f such that f*(y(Ur)) = M.

Proof. Recall from Proposition 7.0.9 that we have an equivalence
T-Mod (&), ~ Heyt, (Syn°(T), ).
Diaconescu’s theorem (Corollary 2.3.9) gives us an equivalence
Geom,, (Syn™(T), £) ~ Topos (&, Sh(Syn™(T), J,.)),

like we have seen in the proof of Theorem 6.2.1. The final step linking these two equivalences is noting
that every x-Heyting functor is also x-geometric. O

Since y(Ur) is itself a model of T' (Proposition 7.1.2) we see that any open geometric morphism f: & —
Sh(Syn™(T), J,.) corresponds to some model f*(y(Ur)) in €. Thus every open geometric morphism is
in the image of the functor described in Proposition 7.1.3. However, it is in general not the case that
this image only contains open geometric morphisms, nor that an arbitrary geometric morphism f into
Sh(Syn!®(T), J,.) is determined up to isomorphism by the .Z-structure f*(y(Ur)).

Finally, the proof of Proposition 6.2.3 applies also to the case of y(Ur) in Sh(Syn'(T), J,.). For
clarity, we will state the proposition again is these terms, but for the proof we refer to Proposition 6.2.3.

Proposition 7.1.4. Let X be a type in £, then every subobject of X¥(Ur) in Sh(Syn,ff(T), Ji) is the
interpretation of some Lo -formula. In particular, this formula is always a disjunction of £, -formulas.
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Chapter 8

Completeness theorems

In this chapter we will provide the proof for the completeness theorem that we mentioned in section
3.5. After that, we will also provide a few strengthenings of this theorem that allow us to restrict
ourselves to certain topoi instead of all k-geometric (or k-Heyting) categories. We recall the statement
of Theorem 3.5.7.

Theorem 3.5.7, repeated. Let T be a k-geometric (k-infinitary first-order) theory. If for any model
M of T in any k-geometric (k-Heyting) category we have that o is valid in M, then o is T-provable in
the deduction-system for k-geometric (k-infinitary first-order) logic.

Proof of Theorem 3.5.7. If ¢ is valid in every model M of T in any k-geometric category, it is in
particular valid in the model Ur in Syn€(T). The valid sequents in this model are exactly those that
are T-provable by Corollary 5.3.3, so we conclude that ¢ must be T-provable. The case for k-infinitary
first-order logic is similar, using Syn™(7") instead. O

Theorem 3.5.7 is about completeness concerning all k-geometric categories (or k-Heyting categories).
We are mostly interested in logic inside topoi, and it turns out that we can actually restrict ourselves to
only topoi. We have actually already seen completeness results in previous chapters, where we only had
to look at one particular topos. That is, Proposition 6.2.2 tells us that for geometric logic we only need
to look at the generic model G in the classifying topos Set[T]. For first-order logic we had a somewhat
weaker result, namely Proposition 7.1.2 where we had to restrict ourselves to Z,-formulas. However,
this allows us to derive the following completeness theorem.

Theorem 8.0.5 (Completeness for topoi). Let T be an infinitary first-order theory in some language
L. Let ¢ be an Ly -formula that is valid in every model of T in every topos, then ¢ is derivable from
T.

Proof. The formula ¢ is in particular an Z,-formula for some large enough k. In this, we may also
assume k to be large enough to express the axioms in T as .Z,;-formulas. By assumption, ¢ is valid in every
model of T in every topos. In particular it is valid in y(Ur) in Sh(Syn!°(T), J,). By Proposition 7.1.2
we then conclude that ¢ is derivable from T O

We can now already derive a stronger version of completeness, like the one we have for geometric logic
in Proposition 6.2.2. This comes at the cost of having to restrict ourselves to those theories that admit
a first-order classifying topos.

Theorem 8.0.6. Let T be an infinitary first-order theory in some language £, such that T has a first-
order classifying topos Set™ [T]. Then the Ly -formulas that are valid in Gr in Set™ [T] are precisely
those that are derivable from T.
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Proof. Since Gr is a model of T', we have by soundness that any .Z..-formula that is derivable from T'
must be valid in Gr. For the converse we let p(z) be any Zy-formula that is valid in Gr. Let now M
be some model of T' in some topos &, then since Set™[T] is the first-order classifying topos for T’ there
must be an open geometric morphism f : £ — Set™ [T] corresponding to M. In particular this means
that

{z: @)} = f*({z:p(2)}97) = f(X97) = XM,

so we see that ¢(x) is valid in M as well. Since M and £ were arbitrary, we can apply Theorem 8.0.5 to
conclude that ¢(z) is derivable from T. O

8.1 Completeness for classical logic

For classical logic one would expect that restricting ourselves to Boolean topoi would give a completeness
result. In this section we will provide such results. In particular, we obtain similar results for Boolean
topoi and classical logic, as we have just seen for general topoi and intuitionistic logic. I have not been
able to find the results from this section anywhere else in literature.

Let us first introduce a new kind of logic, that lives between geometric logic and full first-order
infinitary logic.

Definition 8.1.1. We call a formula k-infinitary sub-first-order if it is built from k-geometric formulas
and implication.

Note that in x-infinitary sub-first-order logic negation is allowed, because —¢ is just ¢ — L.
The reason for the name is explained by the following proposition.

Proposition 8.1.2. Let f : F — &£ be a sub-open geometric morphism, then its inverse image part f*

preserves infinitary sub-first-order logic.

Proof. In Proposition 4.0.8 we had already seen that f* is a geometric functor and thus preserves all
connectives and existential quantification in any infinitary sub-first-order formula, except for possibly
implication. By [Joh80, Lemma 3.1] we have that f is sub-open if and only if f* preserves implication,
and so we conclude that f* preserves infinitary sub-first-order logic. O

In a classical setting infinitary sub-first-order logic actually has all expressive power that full infinitary
first-order logic has. This is made precise in the following lemma.

Lemma 8.1.3. For every Z.-formula p(z) there is a r-infinitary sub-first-order formula ©'(x) such

that o(x) and ¢'(x) are classically equivalent.

Proof. Given an .%,-formula ¢(x) we can replace every occurrence of Yyi)(z,y) by =Jy—(z,y), where
(x,y) is a subformula of ¢(z). For infinite conjunctions we can replace \; ¢;(x) by =\/; ~¢;(z). These
replacements do not change the formula, up to classical equivalence. O

We can now prove that when taking the double negation sheaves, a model of a sub-first-order theory T'
will remain a model of that theory. To be more precise, we have the following proposition.

Proposition 8.1.4. Let £ be a topos, let M be a model of some sub-first-order theory T in £ and let
i:Sh(£)=¢&:a

be the inclusion of double negation sheaves, then a(M) is a model of T

Proof. By Proposition 2.2.8 we have that ¢ is sub-open, so by Proposition 8.1.2 a preserves infinitary
sub-first-order logic. So any sub-first-order formula that is valid in M, must be valid in a(M). In
particular this holds for all sub-first-order formulas in 7T'. O
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For the rest of this section a will denote the sheafification for double negation sheaves (in which topos
will be clear from the context), and ¢ will denote the corresponding inclusion.

The assumption that T is a sub-first-order theory is crucial in Proposition 8.1.4, as is shown in the
following example.

Example 8.1.5. Let T" be a theory in a language with one sort and single unary relation symbol A. We
have just one axiom in T', namely

Vo (A(z) V —A(x)).

This theory is consistent in intuitionistic logic, so Sh(Synff(T),JH) is not the trivial topos. Hence
Sh__(Sh(Syn(T), J,.)) is not the trivial topos. Now suppose that the double negation sheafification
ay(Ur) of the model y(Ur) would remain a model of 7. Then

0={0: Va(A(z) Vv -A(x))}Ur) =1,

where the first equality holds because —Va(A(z) V —A(x)) is classically false and the second equality
holds because we assumed ay(Ur) to be a model of T. Since Sh__(Sh(Syn'®(T), J,.)) is not the trivial
topos, this is a contradiction and we see that ay(Ur) cannot be a model of T

Nevertheless, we can formulate an analogue of Proposition 7.1.2 for classical logic.

Theorem 8.1.6. Let T be a first-order theory expressible in £,. Then there is a Boolean topos £ with a
model Mr of T, such that the £, -formulas valid in My are precisely those that are classically derivable
from T.

Proof. Using Lemma 8.1.3 we can replace every first-order formula in T by a classically equivalent sub-
first-order formula. Let us denote the sub-first-order theory we obtain in this way by 7”. Classically, T
and T" are equivalent (every axiom in the one is derivable from the other). So in every Boolean topos,
the models of T" and T’ coincide.

Let us consider £ = Sh__(Sh(Syn'®(7”), J,.)), then by Proposition 8.1.4 we have that ay(Us) is a
model of 77 in €. As we have just seen, ay(Ur) is also a model of T, and we claim that this is the M
as described in the statement of this theorem.

By soundness, ay(Ur) at least satisfies all formulas that are classically derivable from 7. For the
converse we let ¢(z) be some .Z-formula that is valid in ay(Ur/). Let ¢'(z) be its sub-first-order
equivalent (from Lemma 8.1.3). Then

@ s g @)U = —fa s ¢/ (@) 0r)

is closed in Sub(X¥(U1")) for the =—-topology. We also have

a({z : ' (z)}¥Ur)) = (since =’ (x) is sub-first-order and a is sub-open)
{z: ==y (x)}wUr) = (since =’ () + ¢ (z) and ¢'(z) <> ¢(z) hold classically)
{z: p(x)}wUr) = (since ¢(x) is valid in ay(Urs) by assumption)
xoy(Urr) -

a(XZI(UT’)>.

So we can apply Proposition 2.1.15, to obtain {2 : ==¢’(2)}¥Wr) = X¥Wr) This means that ——¢'(x)
is valid in y(Ur). By Proposition 7.1.2 that means that there is an intuitionistic deduction of ——¢’(x)
from T”. This deduction is also a classical deduction, and classically we also have ~—¢’(z) < ¢'(z) and
¢’ (x) < p(x), so we obtain a classical deduction of ¢(x) from T”, and hence from 7.

We can now also provide an analogue of Theorem 8.0.5.

Corollary 8.1.7 (Completeness for Boolean topoi). Let T' be an infinitary first-order theory in some
language £ . Let ¢ be an Lo -formula that is valid in every model of T in every Boolean topos, then ¢
is classically derivable from T.
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Proof. Essentially the same as that of Theorem 8.0.5, only we now consider the model M7 in the topos
&, as provided by Theorem 8.1.6. O

In chapter 10 we will also find an analogue of Theorem 8.0.6. That is, we show that given the existence
of a first-order classifying topos, we only have to look at a single model in a single topos. The result
we obtain is even slightly stronger: we only need the existence of a so-called Boolean classifying topos.
What this all means precisely will be discussed in chapter 10.

8.2 Barr’s theorem

To round off this chapter, we will mention one more useful consequence of Proposition 6.2.2. It basically
states that the deduction-system for classical logic is conservative over x-geometric logic.

Theorem 8.2.1 (Barr). Let £ be a topos, then there is a surjective geometric morphism f : F — &
where F satisfies the axiom of choice.

Proof. For the proof we refer to [Joh77, Theorem 7.57]. O

Corollary 8.2.2. Let T be a k-geometric theory, and let o be a k-geometric sequent that is T-provable
in the deduction-system for classical logic, then o was already T-provable in the deduction-system for
Kk-geometric logic.

Proof. Let Set[T] be the classifying topos of T, and let G be its generic model. By Barr’s theorem
(Theorem 8.2.1) there is a surjective geometric morphism f : F — Set[T] such that F satisfies the axiom
of choice. Then f*(Gr) is a model of T in F.

Let ¢ F, ¥ be a k-geometric sequent that is T-provable in the deduction-system for classical logic.
Since F satisfies the axiom of choice, it is in particular Boolean, so this derivation is sound for f*(Gr)
and hence ¢ -, 1 is valid in f*(Gr). That is, we have

P o@)}0r) = {a: p(@)} 9 < o ()7 = fr({w: (a)}7).

By [MLM92, Lemma VII.4.3] we have that a geometric morphism is a geometric surjection if and only if
it reflects the order of subobjects. So since f is surjective, we have for any two subobjects A, B of some
object C in Set[T] that

A< BinSub(C) <= f*(A) < f*(B) in Sub(f*(C)).

In particular we have that
{z: (@)} < {z:p(2)}9r.

So ¢ F, 1 is also valid in Gp, which is equivalent to being derivable using the deduction-system for
k-geometric logic (by Proposition 6.2.2). O
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Chapter 9

The first-order classifying topos

As we have seen in section 4.1, not every infinitary first-order theory can have a first-order classifying
topos. In this chapter we will characterize those theories that have a first-order classifying topos. This
result is due to Carsten Butz and Peter Johnstone (see [BJ98]). The problem was that there could be
too many inequivalent formulas for a theory. This turns out to be the only problem, so let us introduce
some terminology to characterize theories that are ‘small enough’.

Definition 9.0.3. A theory T is called locally small in a context x if there is a set S, of formulas in
context x, such that every £, -formula in context x is T-provably equivalent to a formula in S,. We
call T locally small if it is locally small for every context over its language.

After one more simple definition, we can already state the theorem that characterizes theories with a
first-order classifying topos (Theorem 9.0.7). The rest of this chapter is devoted to the proof of this
theorem.

Definition 9.0.4. A theory T is called geometrically saturated if every Zy.-formula is T-provably equiv-
alent to some geometric formula in the same context.

Example 9.0.5. An example of a geometrically saturated theory is DLO, the theory of dense linear
orders without endpoints. That is, we define DLO in a single-sorted language .Z with just one binary
relation symbol <. The axioms in DLO then express that < is a dense linear order, together with the
axioms

Vady(z <y),
Vay(y < z),
which express that < has no endpoints.
In Example 10.5.3, we will see that Set[DLO] = Set™[DLO], and that their generic models are the
same. Let () be any .2, -formula, then by Proposition 6.2.3 we have that {x : ¢(2)}°7 = {2 : ¢(2)}°T

for some geometric formula (). So ¢(x) and ¥(x) are equivalent in the generic model G in Set™[T],
and so by Theorem 8.0.6 we conclude that ¢(x) and ¥(z) are T-provably equivalent.

Proposition 9.0.6. If T is geometrically saturated, then every homomorphism of models of T is an
elementary morphism. So we have
T-Mod () = T-Mod(€)

for all topoi £.
Proof. Let ¢(z) be some infinitary first-order formula, and let A : M — N be a homomorphism of
models of T in some topos €. We recall from Definition 3.3.1 that for a type X we denote the arrow

XM 5 XN that belongs to h by hy. Since T is geometrically saturated, we can find a geometric 9 (z)
that is T-provably equivalent to ¢(x). So we have

{w @ = {z: 9@} <hx({z:v(@)}") = hx({z: p(@)}Y),

and we conclude that h is indeed an elementary morphism. O
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Theorem 9.0.7. Let T be an infinitary first-order theory, then the following are equivalent:
(i) T is locally small,
(i) T is Morita-equivalent to a geometrically saturated theory,

(iii) T has a first-order classifying topos Set™ [T (in the sense of Definition 4.0.12).

Proof outline. The proof of (i) = (ii) can be found in section 9.1, while the proof of (ii) = (iii)
can be found in section 9.4.

Finally, (ili) = (i) can be shown here already. By Theorem 8.0.6 we have that the generic model
G satisfies exactly those Z-formulas that are T-provable. So for a context x of type X we have that
every Zs-formula in context x is represented by some subobject of X &7, where two such formulas are
T-provably equivalent if and only if they are represented by the same subobject. Since Sub(X%7) is a
set, we have a set of different .Z,.-formulas in context x, up to T-provable equivalence. O

9.1 Morleyization

For a locally small theory T we can define its Morleyization, Mor(T), as follows. Denote by S, the set
of different formulas (up to T-provable equivalence) in context x. Then we extend the language of T'
by adding, for each context x and each ¢ € S, a relation symbol R, which has the same type as x.
Since there is only a set of different contexts, and each context only has a set of formulas S, we only
add a set of relation symbols, so our language is still a set. We define Mor(T') to be T with an axiom
Vz(Ry(x) + ¢(x)) added for every relation symbol we added to the language (again Mor(T') is still a
set).

Proposition 9.1.1. Let T be a locally small theory, then Mor(T) is geometrically saturated. Moreover,
given a model of Mor(T) we can forget its extra structure to obtain a model of T. This operation gives
a Morita-equivalence between Mor(T) and T.

Proof. This is essentially [BJ98, Lemma 5.2]. Given a formula in the language of Mor(T") we can replace
every relation symbol that we had added to the language with a formula in the language of T. So every
formula in the language of Mor(T') is equivalent to one in the language of T, which in turn is equivalent
to some relation symbol. Thus for every formula we can even find an atomic formula equivalent to it,
relative to Mor(T).

To see that the described operation is a Morita-equivalence we note there is a unique way of inter-
preting the additional relation symbols in any model of T'. Similarly, the co-elementary morphisms are
the same for models of 7" and Mor(T"). O

Note that we have now proved (i) == (ii) of Theorem 9.0.7. There is one more useful link between T'
and Mor(T') that we will present as the following proposition.

Proposition 9.1.2. Let T be a locally small theory, then Mor(T) is conservative over T. That is, if we
denote by &£ the language of T, then any Lo -formula derivable from Mor(T) is already derivable from
T.

Proof. Let ¢(z) be an Z-formula derivable from Mor(T'), then by soundness ¢(x) is valid in every
model of Mor(T') in every topos. By Proposition 9.1.1 we have that Mor(T') and T are Morita-equivalent
and that this equivalence is given by forgetting the extra structure on models of Mor(T"). That means
that @(x) is valid in every model of T in every topos, so by completeness we conclude that o(z) is
derivable from 7. O
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9.2 The theory of open geometric morphisms

For this section, let us fix some site (C,.J) where C has all finite limits. In Example 3.4.4 we have seen
how we can define a theory T in the internal language £ (C), such that a model of T' in some topos! &
is the same thing as a left exact functor C — £. Since we have assumed C to have all finite limits, the
left exact functors and flat functors with domain C coincide by Lemma 2.3.10.

We can extend the theory T so that its models are actually flat continuous functors. For this we add
an axiom

The \ 3y (flyy) = ),

fes

for every covering sieve S on X, where we denote the domain of f € S by Yy (and y; is of type Y;). This
ensures that covering sieves are sent to epimorphic families, and so we have now established a geometric
theory T” such that we have an equivalence

FlatCon((C, J),&) ~ T'-Mod(€)

natural in &.
By the continuous version of Diaconescu’s theorem (Corollary 2.3.9), we thus see that Sh(C, J) is the
classifying topos for T":

Topos(€,Sh(C, J)) ~ FlatCon((C, J),£) ~ T'-Mod(£).
In fact, this yields the following well-known theorem that is interesting in its own right.
Theorem 9.2.1. FEvery topos £ is the classifying topos of some geometric theory T.
Proof. Let (C,J) be some site such that £ ~ Sh(C, J). By Proposition 2.1.12 we may assume C to have

all finite limits, so we can apply the above construction to obtain the theory 7" of flat and continuous
functors on (C,J). As we saw, this gives us that Sh(C, J) ~ £ is the classifying topos for T". O

The goal of this section will be to extend 7" to T” in such a way that we actually obtain a theory of
open geometric morphisms, in the sense that

Open(&,Sh(C,J)) ~ T"-Mod(€) .

Note that in doing so, we will need to allow T" to become a first-order theory. To do this, we want to
characterize which flat continuous functors correspond to open geometric morphisms, under Diaconescu’s
theorem. We have already seen how to do this, namely in Lemma 2.3.11. The following lemma (which
is [BJ98, Corollary 1.2]) is basically a restatement of this result.

Lemma 9.2.2. Let F: (C,J) — & be a flat continuous functor, then the geometric morphism f corre-
sponding to it under Diaconescu’s theorem is open if and only if the following two conditions hold:

(i) for each object X in C and each family {S; : i € I} of closed sieves on X, we have

AV 3 FEY)|18:Y = X eSi}=\/{EFrpFY))[8:Y =X e[S}

iel iel
as subobjects of F(X) in &;
(i1) for each o: X =Y in C and each closed sieve S on X we have
Vi) V Br@) (F(2) | 8:Z = X € 5} = \[{Bre)(FW) | 7: W = Y €Va(5)}
as subobjects of F(Y').
Here ¥, (S) denotes the closed sieve {y: W =Y |V : W — X(af=v = p€S5)}.

1 Actually, that example required the codomain of the functor to be just a geometric category, but we will now be
interested in the case where it is a topos.
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Proof. The key ingredient is that for each closed sieve S on X we have

=\ Er@(FX)[8:Y - X €5},

which we will prove now. Here Tx is as in Lemma 2.3.11.

We recall that the action of 7 on subobjects is given by f*, the inverse image part of the geometric
morphism f, and also that under the correspondence of Diaconescu’s theorem (Corollary 2.3.9) F' = f*ay,
where a denotes the sheafification functor. So since f* preserves the left adjoint of the pullback functor,
we have the following commuting diagram (for §:Y — X):

Sub(ay(Y)) —2 Sub(F(Y))

ﬂay(ml FF(B)

Sub(ay(X)) = Sub(F (X))

If we let 8 € S, then 3,,(5)(max(Y")) is the closure of the sieve on X containing of all arrows into X that
factor through S (here max(Y") denotes the maximal sieve on Y, regarded as a subobject of ay(Y)). So
we have

S = \/{Zay(p(max(Y)) | B: Y — X € S}.

Applying Tx to both sides, and again using that this action is given by f* which preserves arbitrary
joins, we indeed find

7x(8) = \/{7x (Bay(p) (max(Y))) | 8: Y — X € S}
= \/{3r(s) (7 (max(¥))) | :Y — X € S}
=\ GrpFX)) | 8:Y - X €S},
=

We can translate conditions (i) and (ii) of Lemma 9.2.2 into first-order sentences as follows. For each
family {S; : ¢ € I} of closed sieves on X, condition (i) becomes:

/\ \/ Fy;(B;(y;) = ) \/ ke (Be(yr) = ) | , (9.1)

i€l jeJ; keK

where {8 : Y; — X}jey, is the set of arrows in S; and {8y : Y — X}rex is the set of arrows in in
Nic; Si- For every a: X — Y and sieve S on X, condition (ii) becomes:

vy | Vo (a(w) —y = \/ 3u(8(=) =x>> & \/ 3 (5 (w) =) | (0.2)

i€l jeJ

where {3; : Z; — X}, is the set of arrows in S and {v; : W; — Y},cy is the set of arrows in V,(.5).

By adding the axioms (9.1) and (9.2) to 77 to obtain 7" we thus obtain an infinitary first-order
theory (in .Z(C)) such that the models of 7" in some topos & are essentially open geometric morphisms
Sh(C,J) — £. To conclude this section, we wrap up this result in the following proposition.

Proposition 9.2.3. Let (C,J) be some site where C has all finite limits. Then there is an infinitary
first-order theory T in the language £(C), such that

Open(&,Sh(C,J)) ~ T-Mod(€) o,

natural in £.

Proof. The only thing left to justify is the switch to co-elementary morphisms on the right side, but this
is because natural transformation of open geometric morphisms correspond to co-elementary embeddings
(Proposition 4.0.13). O
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Again, we obtain a result that is of interest in its own right (this also appears as [BJ98, Proposition
4.1]), like Theorem 9.2.1.

Theorem 9.2.4. FEvery topos £ is the first-order classifying topos of some infinitary first-order theory
T.

Proof. Just like in Theorem 9.2.1 we take some site (C,J) for £ such that C has all finite limits. This
time we consider the theory of open geometric morphisms, as we constructed in this section. O

9.3 The first-order classifying topos for an extended theory

The main result of this section will be what is essentially [BJ98, Proposition 4.4]. That is, we will be
proving the following proposition.

Proposition 9.3.1. Let T be an infinitary first-order theory in Z,,. Then there exists a cardinal A > £
and a theory T in £ such that we have an equivalence

Open(€, Sh(Syn;)(T), J.)) = T-Mod (&),

natural in €. B
Moreover, T is an £, -conservative extension of T, and every ZLa-formula is T-provably equivalent
to a disjunction of L -formulas.

Throughout the remainder of this section, fix a T" as in the statement of Proposition 9.3.1. We will first
describe the construction of T and then prove some properties about it that will result in the proof of
Proposition 9.3.1.

The idea is to pick A large enough such that we can let T be the theory of open geometric morphisms
described in section 9.2. There is a slight issue here: the theory described in that section would be in the
internal language .2 (Syn'®(T')) of Syn'®(T'), but we want T to be in the language . (the same language
as T). Since every object and arrow in Syn!®(T) is represented by some .Z,-formula, we can rewrite
every formula in the language .Z(Syn'®(T')) to one in the language of .Z. For example, if f: X — Y is
an arrow [z, y.0] : [2.¢] — [y.¢] in Syn'®(T), then we can rewrite the formula

to
Fz0(x, y).

The syntactic category SyniO (T') is small, so there is a set of all its arrows. Let v denote the cardinality
of this set. Since each sieve is just a subset of this set of arrows, there are at most 27 sieves on any
object in Syn!®(T). The indexing set I in (9.1) in section 9.2 has thus at most cardinality 27. The other
indexing sets in both (9.1) and (9.2) all have cardinality at most 7. Pick A strictly bigger than 27 and &,
and let T be the set of all .Z)-sentences that are valid in y(Ur) (in Sh(Syn™(T),.J,.)). Then T contains
every possible instance of (9.1) and (9.2), that is valid in y(Ur).

Lemma 9.3.2. Let M be a model of T' in &, and let f be the geometric morphism corresponding to it
(as in Proposition 7.1.3). Then M is a model of T if and only if f is open.

Proof. If f is open then since M = f*(y(Ur)) and f* preserves infinitary first-order logic (Proposi-
tion 4.0.9), we have that every A\ -formula valid in y(Ur) is also valid in M. So in particular M is a
model of T.

For the converse we note that y(Ur) is a model of the theory of open geometric morphisms as
described in section 9.2. So all instances of (9.1) and (9.2) described in that section are valid in y(Ur),
which means that they are in T. Therefore, f is open if M is a model of T. O
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Corollary 9.3.3. There is a natural equivalence

Open(&,Sh(Syn™(T), J,)) ~ T-Mod(E),.

Proof. By definition T is a subset of T, so any model of T in £ is also a model of 7. We thus have that
the full and faithful functor

T-Mod(£),. — Topos(E, Sh(Syn™(T), J,.))
from Proposition 7.1.3 restricts to an equivalence
T-Mod(£),. ~ Open(&, Sh(Syn™(T), J,.)),

where we could restrict the right side of the equivalence to the open geometric morphisms because of
Lemma 9.3.2. O

Lemma 9.3.4. The theory T is essentially the full first-order theory of y(Ur), in the sense that any
Loo-formula that is valid in y(Ur) is derivable from T.

Proof. Let ¢ be an Ly -formula valid in y(Ur). Let M be a model of T in &, then there is an
open geometric morphism f : & — Sh(Syn,ff(T, Ji)) corresponding to M under the equivalence from
Corollary 9.3.3. Since M = f*(y(Ur)), we must have that ¢ is valid in M as well. So ¢ is valid in every
model of T is every topos, and thus by completeness (Theorem 8.0.5) ¢ is derivable from 7. O

Lemma 9.3.5. The theory T is an %, -conservative extension of T.

Proof. By Proposition 7.1.2 we have that the Z,-formulas valid in y(Ur) are precisely those that are
derivable from T'. Since y(Ur) is also a model for T', we have that any .Z,-formula derivable from T is
valid in y(Ur) and must thus be derivable from 7. O

Lemma 9.3.6. Every .%s-formula is T-provably equivalent to a disjunction of 2. -formulas.

Proof. Let ¢(z) be an Z,-formula. Then its interpretation {z : ¢(x)}¥(U7) is a subobject of X¥(U1),
and is thus the interpretation of some disjunction of Z,-formulas by Proposition 7.1.4. Let us call this

disjunction ¢ (z). Then by Lemma 9.3.4 we have that the equivalence of ¢(z) and ¢ (x) is derivable from
T. O

We can now complete the main proof of this section.

Proof of Proposition 9.3.1. We have essentially seen everything from the statement of the proposition
in this section already. The conservativity of T is Lemma 9.3.5 and the last claim of the proposition is
just Lemma 9.3.6.

All that remains is to check the equivalence. From Corollary 9.3.3 we have

Open(&, Sh(Syny(T), J,.)) ~ T-Mod(€),,

which is almost what we want. The only difference is that we have T-Mod(€), on the right side of the
equivalence. However, every .Zs-formula is T-provably equivalent to a disjunction of .%-formulas, so
we directly have that every s-elementary morphism is also co-elementary. We thus find 7-Mod(€), =
T-Mod(€)w, and we are done. O

Corollary 9.3.7. Let T be an infinitary first-order theory. Then if T is equivalent to T, in the sense
that every formula of T can be derived from T (and vice versa), then T has a first-order classifying topos.

Proof. This appears as [BJ98, Corollary 4.5]. If T and T are equivalent, then every model of T is also
a model of T' (the converse is already trivially true). So by Proposition 9.3.1 we have

Open(&, Sh(Syn'®(T), J,.)) ~ T-Mod(£) s = T-Mod(&) s,
and we may take Sh(SyniO(T), Ji) to be the first-order classifying topos of T O
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9.4 Finishing the theorem

We are now ready to finish the proof of Theorem 9.0.7 by proving that (ii) implies (iii). That is, if
T is Morita-equivalent to a geometrically saturated theory, then there is a first-order classifying topos
of T. We will give a direct proof of this fact, unlike [BJ98], where a few more tools are developed.
In particular, we fully skip [BJ98, Corollary 4.6] and the discussion around it by providing a more
proof-theoretic argument.

Proof of Theorem 9.0.7, (ii) = (iii). If two theories are Morita-equivalent, then one has a first-
order classifying topos if and only if the other does, and this is the same topos. So we may as well assume
T to be geometrically saturated.

By Theorem 5.1.4 we can find x large enough such that every geometric formula in the language of
T is provably equivalent to a k-geometric formula. We also make sure that « is large enough to express
T in .%,. Let T and X\ be as in Proposition 9.3.1. We will aim to show that T and T are equivalent, so
that we can apply Corollary 9.3.7.

Recall that by definition T is the set of all #\-sentences that are true in the model y(Ur) in
Sh(Syn!°(T), J.). Thus by definition, T is a subset of T' and we only need to show that every for-
mula in T is derivable from T'. So let ¢ be a formula in 7. Then, because T is geometrically saturated, ¢
is T-provably equivalent to some geometric formula ¢, which we may assume to be k-geometric. Then
is valid in y(Ur), and by Proposition 7.1.2 we have that 1 is derivable from T'. Therefore ¢ is derivable
from T.

So we conclude that T and T are equivalent and thus by applying Corollary 9.3.7 we have that T has
a first-order classifying topos. O
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Chapter 10

The Boolean classifying topos

In this chapter we introduce a new concept, namely that of a Boolean classifying topos. We show that
there is a necessary and sufficient condition on a first-order theory to have such a Boolean classifying
topos, and we show how to construct such a topos given a theory satisfying this condition (Theo-
rem 10.1.8). The results in this chapter do not appear anywhere else in literature, to the best of my
knowledge.

10.1 Definition of a Boolean classifying topos

Let us for now consider a sub-first-order theory T that has a first-order classifying topos Set™[T]. Denote
by
i: Sh.(Set™[T]) = Set™[T] : a

the inclusion of the double negation sheaves and the corresponding sheafification functor. We have seen
in Proposition 8.1.4 that the sheafification of the generic model a(Gr) in Sh__(Set™[T]) is again a model
for T. Let now & be any Boolean topos, then any model M of T in £ must be classified by some open
geometric morphism f : & — Set® [T]. We can thus apply Corollary 2.2.10 to obtain a factorization of

f as
& "y Sh_(Set™[T]) —— Set™[T]

where h is an open geometric morphism. So M = f*(Gr) = h*(a(Gr)). Conversely, a geometric
morphism h : € — Sh__(Set®[T]) is automatically open, because Sh-_(Set™[T]) is Boolean (Propo-
sition 2.2.9). So h*(a(Gr)) is a model of T in &. Tt looks like Sh__(Set™[T]) is a Boolean classifying
topos for T in the following sense.

Definition 10.1.1. Let T be an infinitary first-order theory, then the Boolean classifying topos Setb[T]
of T, if it exists, is the Boolean topos such that there is an equivalence of categories

Topos(&,Set”[T]) = Open(&, Set”[T]) ~ T-Mod (&),

where £ is Boolean. Furthermore, this equivalence should be natural in £. Like we have seen in chapter
4, this topos contains a generic model G such that the model corresponding to f : £ — Setb[T] is given

by f*(Gr).

There are a few subtle things in this definition that are worth noting. First of all, we talk about ‘the’
topos because if such a Boolean classifying topos exists, it must be unique up to equivalence. Another
thing is that Topos(&,Set’[T]) = Open(E, Set®[T]) appears in the definition. This is because of
Proposition 2.2.9, which says that geometric morphisms and open geometric morphisms are the same
since Set” [T] is Boolean. This also explains why we look at co-elementary embeddings on the right hand
side, instead of just homomorphisms. Finally, we have to include the phrase “if it exists” once more,
because not every first-order theory may have a Boolean classifying topos in this sense. In section 10.2
we will see that there may be issues with size, just like in the case of first-order classifying topoi.
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Even though it looks like Sh__(Set™[T7]) is a good candidate for such a Boolean classifying topos,
this is in general not the case. For the above construction to work we needed T  to be sub-first-order. The
problem here is that open geometric morphisms into Sh-_,(Set®[T]) correspond to sub-open geometric
morphisms into Set™ [T]. This problem can be solved by looking at the Boolean core of a topos. So we
take the following definition from [Joh80, page 22].

Definition 10.1.2. We recall that an open subtopos of a topos £ is one of the form £/U, for U a
subobject of the terminal object in €. The Boolean core of a topos £ is the open subtopos £/U for the
largest U, such that £/U is included in Sh__(€). We denote the Boolean core of £ by B(E).

By definition B(£) is a subtopos of Sh——(&), so by Proposition 2.1.22 we have that B(E) is Boolean.
To see that the Boolean core of a topos is really different from the topos of double negation sheaves,
we consider the following example.

Example 10.1.3. Let us fix some monoid M and view it as a category. That is, the category M has
one object, an arrow for each element of M and composition is given by the monoid operation. We will
consider the topos SetM™.

As explained in [MLM92, pages 35 and 274], the subobject classifier  of SetM” is given by the set
of right ideals on M (a right ideal on M is a subset R of M, such that for all r € R and m € M we have
r-m € R). The action of m € M on  is then given by sending a right ideal R to R-m :={h € M :
m-h € R}.

The subobjects of the terminal object 1 correspond to their classifying arrows 1 — Q. Such a
classifying arrow is then just a right ideal R such that R-m = R for all m € M. So if R is non-empty, it
must contain some m € M and then R = R-m = M. So there are exactly two such right ideals: §} and
M itself. We thus see that 1 has exactly two subobjects (i.e. Set™” is two-valued).

So the Boolean core B(Set™™) of Set™™ is cither Set™™ /1 or Set™”” /0. The former is just
SetMop, and the latter is the trivial topos. The topos Set™™ is Boolean if and only if M is a group.
So B(SetMop) = Shﬁﬂ(SetMop) = Set™™ if M is a group, but if M is not a group then we have that
B(Set™™) is the trivial topos, and thus that B(Set™”") # Sh__(Set™™).

We can give a slightly more explicit description of the Boolean core, in terms of the subobjects of € in

E.

Proposition 10.1.4. Let &€ be a topos and let U be the subterminal object such that £/U is the Boolean
core of £. Then U is the largest subterminal object, such that

v<s N\ -P-P
PeSub(Q)

Proof. By definition, U is the largest subterminal object such that £/U is included in Sh_.(£). We
recall from [Joh02a, Section A4.5] that £/U is equivalent to the subtopos of £ corresponding to the
topology Jy, which is given by U — (—) as Lawvere-Tierney topology. So U is the largest subterminal
object such that J.—- < Jy, which is equivalent to saying that -——P < U — P for all P € Sub(Q2). This
is precisely the case when U < =—=P — P for all P € Sub(f2). So we find indeed that U is the largest
subterminal object such that

U< /\ —-—P — P.

PeSub(Q)
O

There is an interesting link between the Boolean core of some topos £ and open geometric morphisms
into £.

Proposition 10.1.5. Let F be a Boolean topos, then a geometric morphism f : F — £ is open if and
only if f factors through the Boolean core of €.
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Proof. This is precisely [Joh80, Proposition 3.6(ii)], but we will give a short proof here anyway. First
we note that by definition, B(€) is an open subtopos of £. By [Joh80, Lemma 1.4] this means that the
inclusion i : B(E) — £ is open.

The image of an open geometric morphism f : 7 — £ is an open subtopos of £, by [Joh80, Lemma
1.5]. We also know that f has to factor through Sh__ (&) by Proposition 2.2.8, so f has to factor through
B(E).

For the converse, we suppose that a geometric morphism f factors through B(€) as
F 1y BE) €.

Then h is open by Proposition 2.2.9, because B(£) is Boolean, and i is open because B(£) is an open
subtopos. So their composition, which is f, is open. O

Using the concept of the Boolean core, we can show that a theory 7' at least has a Boolean classifying
topos if it has a first-order classifying topos.

Proposition 10.1.6. Let T be an infinitary first-order theory that has a first-order classifying topos
Set®[T]. Then B(Set™[T]) is the Boolean classifying topos for T, and its generic model is given by
a(Gr). Here a i denotes the sheafification functor and the inclusion for the Boolean core.

Proof. Throughout this proof, we let £ denote an arbitrary Boolean topos. The operation

Topos(&, B(Set™[T])) — Open(€&, Set®[T]),
feif,

is well-defined and (essentially) surjective by Proposition 10.1.5. Furthermore, since i is full and faithful,
natural transformations f — f’ correspond one-to-one with natural transformations if — if’. We thus
have that

Topos(&, B(Set™[T])) ~ Open(&, Set®[T]) ~ T-Mod(€),

and we conclude that B(Set™[T]) is the Boolean classifying topos for T. The generic model in B(Set™[T)
corresponds to the identity morphism, so under the above equivalence this evaluates to a(Gr). O

We can now use Theorem 9.0.7 to see that all locally small theories have a Boolean classifying topos.
So this condition is sufficient, but it will turn out to be not necessary. There is a similar condition that
is necessary and sufficient. That is when we consider the property of being locally small relative to the
classical deduction-system. To make this precise we have the following definition.

Definition 10.1.7. A theory T is called classically locally small in a context x if there is a set S, of
formulas in context z, such that every Z,-formula in context x is classically T-provably equivalent to
a formula in S,. We call T' classically locally small if T is classically locally small for every context over
its language.

In section 10.2 we will see very concrete examples of why not every theory should satisfy this and why
this is a weaker condition that just being locally small.
We can now look at the main result of this chapter, we will prove this result in section 10.4.

Theorem 10.1.8. An infinitary first-order theory T has a Boolean classifying topos Setb[T] if and only
if T is classically locally small.

At the end of section 8.1 we promised to provide a result for classical logic, that is similar to Theo-
rem 8.0.6. Now that we have the notion of a Boolean classifying topos, we can actually give this result.

Corollary 10.1.9. Let T be an infinitary first-order theory in some language £, such that T has a
Boolean classifying topos Setb[T]. Then the Lo -formulas that are valid in its generic model G are
precisely those that are classically derivable from T.
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Proof. Since G is a model of T in a Boolean topos, it satisfies at least all .Z,-formulas that are
classically derivable from T. For the converse we will want to apply the completeness theorem for
classical logic (Corollary 8.1.7), so let M be any model in some boolean topos £ and let ¢(x) be some
Zro-formula that is valid in Gp. Then M is classified by an open geometric morphism f : & — Set”[T],
and we have

{z: @} = f ({2 ()}7) = f1(X7) = XM,
So ¢(x) must be valid in all models of T in every Boolean topos £, and we conclude that ¢(x) must be
derivable from T in the classical deduction-system. O

10.2 The problem with a Boolean classifying topos

In section 4.1 we had constructed a theory T that cannot have a first-order classifying topos. For this we
used a language .Z with just two propositional variables P and @) and we let T be the empty theory. We
then proceeded to show that T is not locally small. However, this T is classically locally small, since the
free Boolean algebra on two generators is finite and hence complete. We thus see that being classically
locally small really is a weaker condition than being locally small.

To give an example of a theory that is not classically locally small, we can essentially use the same
argument as we did in section 4.1, only now we let our language have a countable infinity of propositional
variables. By [Sol66, Theorem 1] we then have for every x a complete Boolean algebra B, of size at least
K, on countably many generators. We note that to repeat the argument from section 4.1, one has to use
the fact that Sh(B,;) is Boolean, because B, is a complete Boolean algebra.

10.3 Syntactic category for classical logic

For this section we consider the category Syn, (T'), which is like Syn,f,iO (T), but now using the deduction-
system for classical logic. All the proofs and properties for Syn,ff(T) in chapter 7 also apply to Syn{ (T),
with the exception of Proposition 7.0.9 and its consequence Proposition 7.1.3. In particular, Syn,(T")
is a k-Heyting category and contains a universal model Ur of T'. In this case, the Z;-formulas that are
valid in Up are precisely those that are derivable from T in the deduction-system for classical logic.

The reason that Proposition 7.0.9 does not hold, is because we used the classical deduction-system.
So we cannot have that every model in every x-Heyting category C corresponds to some k-Heyting
functor Syn;,(T)) — C. When we restrict ourselves to categories where the classical deduction-system is
sound, we do find a version of Proposition 7.0.9. We are primarily interested in topoi, so we will consider
Boolean topoi. This gives us the following proposition.

Proposition 10.3.1. For a Boolean topos £ we have an equivalence
Heyt, (Syn,(T),£) ~ T-Mod(£),,
natural in £. This equivalence is given by sending a k-Heyting functor F to the model F(Ur).

For the rest of this section, fix a classically locally small infinitary first-order theory 7" in some language
Z. Denote by S, the set of different formulas (up to classical T-provable equivalence) in context x. Let
k be a regular cardinal strictly larger than the cardinalities of all S,! and such that T is expressible in
... Also, for the rest of this section we will only use the classical deduction-system. So now “equivalent
formulas”, “T-provable”, and so on, are meant relative the classical deduction-system.

Our next goal will be to show that Sh(Syn,(T'), J,;) is a Boolean topos. To do so, we will show that
the k-covering topology J, coincides with the double negation topology J--. However, this may give a
little trouble since there may be empty covering sieves in J,. We note that by the definition of J,; an
object [z.¢] of Syn,(T) admits an empty covering sieve precisely when ¢ is inconsistent with 7. Objects
with an empty covering sieve can be left out and the resulting category of sheaves will be equivalent to
the original one (as follows directly from a simple application of the Comparison Lemma, see [Joh02b,
Theorem 2.2.3]). This inspires the following definition.

1In fact, we just need k to be such that in every context there are < & different % -formulas in that context, up to
classical T-provable equivalence.
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Definition 10.3.2. We define SynCons,(T) to be the full subcategory of Syn{ (T) consisting of those
objects [z.¢] such that ¢ is consistent with T' (equivalently: [z.¢] is not isomorphic to [z.L]). We also
denote by J,; the topology on SynCons;,(T) that is induced by the topology J,; on Syny, (7).

So now we are just left to show that .J,; coincides with J__ as topologies on SynCons; (T"). We will do
this in the following two lemmas.

Lemma 10.3.3. We have J, C J.-, as topologies on SynCons; (T).

Proof. Let S be a covering sieve on [y.¢] in J,; and let [z, y.0] : [z.9] — [y.¢] be an arrow. By definition,
there is a covering family {[x;,y.0;] : [x;.xi] = [y-¢]|}ier in S. This family is non-empty, because ¢(x) is
consistent with 7T'.

We claim that there is an ¢ € I such that the pullback of [z, y.0] along [z;,y.0;] exists. Suppose that
this is not the case, then for each i € I the formula

EIy(@(:B, y) A Ui(xia y))7

which would be the pullback according to Example 5.2.4, is inconsistent with 7. Then

\/9(1671/) Noi(xi,y)

iel

is inconsistent with 7', and this formula is equivalent to

0(x,y) A \/ oi(@i,y)-

icl

Then we must have that
O(z,y) A \/ Fz,04(x4,y)
iel

is inconsistent with 7", but this formula is equivalent to 6(z,y) since the o; form a covering family. Then
1 (x) cannot be consistent with 7', because 6 is T-provably functional which means that ¢ (z) b, Jyb(z,y),
and so we have reached a contradiction.

We have thus found that there must be an ¢ € I such that the pullback of [z, y.0] and [z;,y.0;] exists.
This gives us an arrow into [z.1] such that its composition with [z,y.0] factors through [z;,y.0;], and
thus this composition is in S. We conclude that S is also a covering sieve in J__. O

Lemma 10.3.4. We have J-.-, C J, as topologies on SynCons;,(T).

Proof. Let S be a covering sieve on [y.¢] in J-- and denote its arrows by [z;,y.0;]. Then because T is
classically locally small and by the choice of «, there is Iy C I such that |Iy] < « and for all ¢ € I there
is 49 € Iy such that 3x;0;(x;,y) is T-provably equivalent to 3x;,0;, (zi,, y)-

Assume for a contradiction that {[z;,y.0;] }icr, i not a covering family. Then define n(y) to be

<p(y) A \/ Elxiei(xia y)7
i€l

and note that 7(y) is consistent with 7. Then by Lemma 5.2.6, [y.n] is a subobject of [y.¢]. Let us
denote the corresponding monomorphism by m. Since S is covering in J__,, there must be an arrow f
into [y.n] such that mf € S. That is, mf = [z;,y.0;] for some i € I. Considering the regular epi-mono
factorization of [x;,y.6;] we find the following commuting diagram:

X —— [y-Fzi0i(zi,9)]

fl [wuv 0; ] l

T> [y-#]
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There must then be ig € I such that 3x,0;(x;, y) is T-provably equivalent to 3z;,6;,(2;,, ), which means
that [y.3x;0;(x;, y)] and [y.3x;, 0, (z4,,y)] are isomorphic. We thus have an arrow [z;,y.0] : [x;.x] = [y.¢]
factoring through both [y.n] and [y.3x;,0;,(zi,,y)]. Then from o(z;,y) we would be able to derive both
n(y) and 3x;,0;,(z;,,y) relative T, which is a contradiction. So o(x;,y) is inconsistent with 7" and can
thus not exist. Thus we conclude that {[z;,y.0;]}icr, is a covering family in S and hence that S is
covering for J,. O

Corollary 10.3.5. If T is a classically locally small infinitary first-order theory, then for large enough
k, Sh(Synj,(T), J.) is Boolean.

Once more, we have the following proposition, which we had already seen in the context of Syn(T") and
Synio (7).

Proposition 10.3.6. Let X be a type in £, then every subobject of X¥(Ur) in Sh(SynS(T),J,) is the
interpretation of some Ly -formula, this formula is always a disjunction of £, -formulas.

Proof. This is the same as Proposition 7.1.4, where we had this exact same statement for the case of
Syn'(T). However, the proof was already given for the case of Syn&(T") in Proposition 6.2.3. O

10.4 Existence of Boolean classifying topoi

We now have enough tools to prove Theorem 10.1.8. Let us first recall its statement.

Theorem 10.1.8, repeated. An infinitary first-order theory T has a Boolean classifying topos Setb[T]
if and only if T is classically locally small.

Proof. The proof from the left to the right uses that the Z.-formulas valid in G are precisely those
that are classically derivable from T' (Corollary 10.1.9), and is essentially the same as the proof of
(iii) = (i) of Theorem 9.0.7. Fix some context = and its type X. Then every .Z-formula in context
x is represented by some subobject of X&7 and two such formulas are classically T-provably equivalent
if and only if they are represented by the same subobject. Since Sub(X“7) is a set, there is a set of
different Z,,-formulas in context x, up to classical T-provable equivalence.

For the proof from the right to the left assume that T is classically locally small. By Corollary 10.3.5
we then find a large enough x such that Sh(Syn¢ (T), J,) is Boolean. We claim that Sh(SynS,(T), J,)
gives us the Boolean classifying topos for T. By Diaconescu’s theorem (Corollary 2.3.9) and Proposi-
tion 6.1.5 we have that

Topos(&,Sh(Syn,(T), J,)) = FlatCon((Syn{ (T), J.), &) = Geom, (Syn_.(T),£).

So given any k-geometric functor F' : Syn{ (T) — &, we find a corresponding geometric morphism
f:& — Sh(Syn; (T), J.). Under the equivalence of Diaconescu’s theorem, we have that F' is isomorphic
to f*y. Here we use that J,; is subcanonical for Synj,(7") (Proposition 6.1.4), which is why we can leave
out the sheafification functor. Because Sh(Synyj,(T"), J,;) is Boolean, we have by Proposition 2.2.9 that
f is open. So Proposition 4.0.9 tells us that f* is a k-Heyting functor, and by Proposition 7.1.1 we have
that the Yoneda embedding into the category of sheaves is k-Heyting. So F' is isomorphic to a k-Heyting
functor, and we conclude that the inclusion

Heyt, (Syn;,(T),&) — Geom, (Syn: (T),E&)

is essentially surjective and thus gives us an equivalence of categories.
We can now apply Proposition 10.3.1 to conclude that

Topos(&,Sh(Syn;,(T), J,)) ~ Geom,(Syn:.(T),&) ~ Heyt, (Syn,(T),E) ~ T-Mod(£),,

for Boolean £. All that remains is to check that T-Mod(€),, = T-Mod(€). This follows from
Proposition 4.0.13, and the fact that Sh(Syn¢ (T), J,) is Boolean so every geometric morphism into it is
open. Note that technically Proposition 4.0.13 is about T-Mod(€) and not T-Mod(€),;, but its proof
works equally well for T-Mod(&),. O

64



10.5 For geometric theories

Suppose that T is a geometric theory, then by Theorem 6.2.1 its classifying topos Set[T] exists. In
Proposition 10.1.6 we already established a connection between the first-order classifying topos of a
theory, and its Boolean classifying topos. In this section we will look at the connection between the
classifying topos, the first-order classifying topos and the Boolean classifying topos.

Proposition 10.5.1. Let T be a geometric theory, then the following are equivalent:
(i) Set[T] is Boolean,
(i) Set[T] = Set™[T] = Set"[T],

(iii) Set[T] = Set"[T],

(iv) Set[T] = Set™[T].

If any of these equivalent conditions holds, the generic models are also the same.

Proof. The implications (ii) = (iii), (ii) = (iv) and (ili) = (i) are trivial, so let us prove
(i) = (ii) and (iv) = (i).

(i) = (i) If Set[T] is Boolean, then every geometric morphism into Set[T] is open. So for any
topos £ we have

Open(&, Set[T]) = Topos(&, Set[T]) ~ T-Mod () = T-Mod(€) -

The last equality follows because every homomorphism of models of T corresponds to a natural transfor-
mation of open geometric morphisms, which means that the homomorphism is actually oo-elementary.
So indeed Set[T] = Set™[T]. Now it also follows directly that Set[T] = SetP[T], either by restricting
ourselves to Boolean £ in the above equivalence, or by considering Proposition 10.1.6 and the fact that
since Set™[T7] is Boolean we have B(Set™[T]) ~ Set™[T].

(iv) = (i) Let f : £ — Set[T] be any geometric morphism. Then f classifies a model M of T in £.
Since Set[T] = Set™[T7, this model is also classified by some open geometric morphism g into Set[T7].
Then f and ¢ are two geometric morphisms (into Set[T]) classifying the same model, so they have to
be isomorphic. So f must be an open geometric morphism. Since f was arbitrary, we can conclude that
every geometric morphism into Set[T] is open, and hence by Proposition 2.2.9 that Set[T] is Boolean.

The last claim follows because the generic model is the model corresponding to the identity on
Set[T] = Set™[T] = Set"[T7. O

There is a more concrete characterization of when Set[T] is Boolean, for coherent T', by Andreas Blass
and Andrej Séedrov in [BS83]. This description will allow us to find some easy examples of theories
for which their classifying topos is Boolean. Then by Proposition 10.5.1 such theories will also have a
first-order classifying topos and a Boolean classifying topos.

Theorem 10.5.2. Let T be a coherent theory in some language £, then Set[T] is Boolean if and only
if the following two conditions hold:

(i) every Z,-formula is classically T-provably equivalent to a coherent formula;
(ii) and for every context x, there are only finitely £, -formulas in context x, up to classical T-provable
equivalence.

Proof. This is precisely [BS83, Theorem 1]. O

Example 10.5.3. In Example 9.0.5 we had considered the theory DLO of dense linear order without
endpoints. This theory is actually an example of a theory where Set[DLO] = Set™[DLO] = Set"[DLO].
To see this, we will verify the two properties listed in Theorem 10.5.2. For the rest of this example we
will only use the classical deduction-system, so “equivalent” will mean “classically equivalent”, etc.
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It is well-known that every %, ,-formula is DLO-equivalent to a quantifier-free formula (DLO has
quantifier elimination, see [Mar02, Theorem 3.1.3]). We can bring such a quantifier-free formula in
disjunctive normal form. So every formula is DLO-equivalent to one of the form

\//\Ajm
i Ji

where the disjunction and conjunctions are finite, and each A, is an atomic formula or a negation thereof.
The only atomic formulas are x =y, © < y, ¢ >y, T and L (with the possibility that z and y are the
same variable). Their negations are DLO-equivalent to z < yVz >y, z >yVer =y, z <yVz =y,
1 and T respectively. So every .Z,-formula is DLO-equivalent to a coherent formula, which shows that
DLO satisfies property (i) from Theorem 10.5.2.

For the second property we fix some context x, which is just a finite string of variables x1, ..., Zy.
There are only finitely many possible atomic formulas in at most these free variables. By the discussion
above, every %, -formula in context x is equivalent to a disjunction of conjunctions of atomic formulas
with free variables among z. There are, up to equivalence, only finitely many conjunctions of atomic
formulas in context x, and hence there are only finitely many %, -formulas in context z. So DLO
also satisfies property (ii) from Theorem 10.5.2, and so we have that Set[DLO] is Boolean. Then by
Proposition 10.5.1 we indeed have Set[DLO] = Set°[DLO] = Set”[DLO].

Using Proposition 10.5.1 we can also generalize Theorem 10.5.2 to infinitary logic.

Theorem 10.5.4. Let T be a geometric theory. Then Set[T] is Boolean if and only if the following
holds: there is a k such that T is expressible in £ and both of the following conditions are satisfied:

(i) every Z.-formula is classically T-provably equivalent to a k-geometric formula;
(ii) and for every context x, there are < k different £,;-formulas, up to classical T-provable equivalence.

Note that one direction is slightly weaker than in the case of Theorem 10.5.2. That is, if we assume
that Set[T] is Boolean (for coherent T'), then we only get some x for which conditions (i) and (ii) hold,
while Theorem 10.5.2 also tells us that x = w. The other direction is the same, because if (i) and (ii)
hold for w, then they certainly hold for some k. The reason for the slight weakening of one direction is
that the proof in [B§83] heavily relies on model-theoretic arguments, which do not directly generalize to
infinitary logic.

Proof of Theorem 10.5.4. Suppose that Set[T] is Boolean. Then by Proposition 10.5.1 we have that
Set"[T] = Set[T]. So since Set”[T] exists, we have that T is classically locally small by Theorem 10.1.8.
Denote by S, the set of different Z,.-formulas in context x, up to classical T-provable equivalence. Then
we choose k to be strictly larger than the cardinality S,, for all contexts z. Then clearly (ii) is satisfied.
For (i) we let ¢(x) be any .Z.-formula, then by Proposition 6.2.3 we have that {z : p(z)}“T is also
the interpretation of a disjunction of k-geometric formulas. Let us call this disjunction ¢ (z). We had
already seen that there are < k different x-geometric formulas, up to classical T-provable equivalence.
So () itself is rk-geometric. Since we have {x : ¢(z)}°T = {z : (x)}5 in Set[T] = Set"[T], we have
by Corollary 10.1.9 that ¢(x) and ¥(x) are classically T-provably equivalent, which establishes (i).

Now suppose that there is k such that T' is a k-geometric theory satsifying conditions (i) and (ii).
By (ii) we have that x satisfies the necessary conditions that the x described in section 10.3 does. In
particular, we have that Set”[T] = Sh(Syn (T, J.). We claim that the inclusion Syn(T) < Syn¢(T)
gives an equivalence of categories, because then we have that

Set”[T] = Sh(Syn® (T), J,.) ~ Sh(Syn&(T), J,.) = Set[T].

To prove the claim we note that it follows directly from (i) that the inclusion is essentially surjective.
This also shows that the inclusion is full: any arrow [z,y.0] in Syn{,(7T') must be represented by some
r-geometric formula. So we may assume 6(x, y) to be k-geometric. There is a small detail here that needs
some consideration: 6(z,y) is T-provably functional relative to the classical deduction-system. To see
that 6(z,y) is also T-provably functional relative the deduction-system for geometric logic, we can apply
Barr’s theorem (or, technically, a consequence thereof: Corollary 8.2.2). Now for faithfulness, suppose
that 8(x,y) and o(x,y) represent the same arrow in Syn{ (T"). Then they must be classically T-provably
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equivalent. Using Barr’s theorem again we then conclude that 6(z,y) and o(z,y) are already T-provably
equivalent relative to the deduction-system for geometric logic. So they also represent the same arrow
in Syn® (7). This proves the claim, and thus concludes the proof of our theorem. O

A final application of Proposition 10.5.1 is to obtain a result like Theorem 9.2.1 and Theorem 9.2.4, but
now for Boolean classifying topoi. Of course, in this case we have to only look at Boolean topoi. That
is, we have the following theorem.

Theorem 10.5.5. FEvery Boolean topos £ is the Boolean classifying topos of some geometric theory T'.

Proof. By Theorem 9.2.1 we have that £ = Set[T] for some geometric theory T. Since £ is Boolean by
assumption, we have by Proposition 10.5.1 that £ = Set[T] = Set”[T]. O
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Chapter 11

Connections with Model Theory

In this chapter we will provide an example and non-example of a connection between Model Theory and
Boolean classifying topoi. We will be looking at Boolean classifying topoi, because the logic we study in
Model Theory is classical. This does come with two issues. The first is that in Model Theory we study
finitary logic (i.e. we only consider %, -formulas). The second issue is that not every theory may have a
Boolean classifying topos. There are two solutions to these issues. We can either just consider suitable
theories, or we can look at a suitable extension of a theory.

The first solution would be to consider theories in which there are only finitely many different .Z,-
formulas, up to classical provable equivalence.

Definition 11.0.6. We call the formulas expressible in ., finitary. A theory expressible in %, will be
called a finitary theory or finitary first-order theory.

Definition 11.0.7. A finitary theory T is called classically locally finite in a context x if there are only
finitely many different .Z,-formulas in context x, up to classical T-provable equivalence. We say that T’
is classically locally finite if it is classically locally finite in every context over its language.

The following proposition explains why this solves both issues we mentioned before.

Proposition 11.0.8. Let T be a classically locally finite theory. Then Setb[T] exists and is given by
Sh(Syn{ (T), J,,). Furthermore, every Ls-formula is classically T-provably equivalent to a disjunction
of Z,,-formulas.

Proof. In sections 10.3 and 10.4 we saw that for large enough k we could construct the Boolean classi-
fying topos of a theory as Sh(Syn;.(T'), J,;). In section 10.3 we saw that such a x must be such that up
to classical T-provable equivalence there are < k different % -formulas in any context, and such that T
is expressible in .Z;. In this case we can thus take kK = w, so we do indeed have that Setb[T] exists and
is given by Sh(Syn. (T), J,,).

We can now also apply Proposition 10.3.6 to see the interpretation of any £, -formula in G is the
same as the interpretation of a disjunction of .Z,-formulas. So by Corollary 10.1.9 we conclude that
every Zyo-formula is classically T-provably equivalent to a disjunction of ., -formulas. O

The second solution was to consider a suitable extension. We had already seen such an extension in
section 9.3. Let us give this extension a name.

Definition 11.0.9. The classifying extension T of a finitary first-order theory T is defined to be the
full infinitary first-order theory of y(Ur) in Sh(Syn™(T), J,,).

Recall from the construction in section 9.3 that we can find A big enough such that T is expressible in
%\ (Lemma 9.3.4). Furthermore, we recall the following three facts about T' from Proposition 9.3.1.

1. The first-order classifying topos Set™[T] is given by Sh(Syn'°(T), .J,,).
2. The theory T is an %, -conservative extension of 7.

3. Every Zs-formula is T-provably equivalent to a disjunction of .Z,,-formulas.

In particular, from the first fact we find that Set”[T) exists and is given by B(Set™[T]).
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11.1 Complete theories

In Model Theory we are often interested in complete theories. There is a simple condition on the Setb[T]
for a classically locally finite theory T' that characterizes when such a theory is complete. Let us make
precise what all of this means.

Definition 11.1.1. We call a finitary first-order theory complete if every finitary sentence is either true
in all Set-models or false in all Set-models. Note that by soundness and Godel’s completeness theorem
this is equivalent to saying that for every finitary sentence ¢ we either have that ¢ is T-provable or —¢
is T-provable in the deduction-system for classical logic.

We also recall the following definition from Lattice Theory.

Definition 11.1.2. We call a lattice two-valued if it is of the form {0,1} with 0 < 1. In particular,
such a lattice is a Boolean algebra. Accordingly, we call a topos £ a two-valued topos if Sub(1l) in & is
two-valued.

We are now ready to state the first main result of this section. We note that we implicitly applied
Proposition 11.0.8 already in this statement to assume that Setb[T] actually exists.

Theorem 11.1.3. Let T be a classically locally finite theory. Then Setb[T] is two-valued if and only if
T is complete.

Part of the proof of this theorem may have value on its own, so we present it as a lemma first.

Lemma 11.1.4. For any finitary first-order theory T we have that if Setb[T] exists and is two-valued,
then T is complete.

Proof. Let o be any finitary sentence, then {) : p}¢7 = 0 or {() : 9} = 1. So we must have that
either ¢ or -y is valid in the generic model Gp. Then by Corollary 10.1.9 we conclude that either ¢ or
= can be derived classically from 7. O

Proof of Theorem 11.1.3. The proof from the left to the right is just Lemma 11.1.4. For the converse
we have by Proposition 10.3.6 that any subobject of 1 in Set”[T7] is the interpretation of an % -formula,
which is classically T-provably equivalent to a disjunction of .Z,,-formulas by Proposition 11.0.8. So let
{0 -V, 9:}¢" be any subobject of 1 in Set”[T]. Then for every i we have that either ¢; or —¢; is
classically derivable from T, to we must have that either \/, ¢; or =/, ¢; is classically derivable from T
So {0:V,pi}CT =0o0r {0:V,;}¢7 =1, and we conclude that Set”[T] is two-valued. O

Example 11.1.5. In Example 9.0.5 and Example 10.5.3 we had already considered the theory DLO,
and in the latter we saw that DLO is classically locally finite. It is well-known that DLO is complete (in
fact, this follows directly from the fact that it has quantifier elimination and the only atomic sentences
are T and ). So we can apply Theorem 11.1.3 directly to see that Set[DLO] is two-valued. Recall
from Example 10.5.3 that Set”[DLO] = Set®[DLO] = Set[DLO], so we can actually conclude that
Set®[DLO] and Set[DLO] are two-valued as well.

Example 11.1.6. Let T be the theory of dense linear orders, possibly with endpoints. That is, T has
the same axioms as DLO except for the two explicitly stated in Example 9.0.5, which were

Vady(x < y),
VrIy(y < x).

Now that the endpoints are not specified by T', we have that T is not complete. There are five possible
completions of T', by specifying which endpoints there are, and, if they both exist, whether or not they
are equal. We will show that each of these completions is classically locally finite, because then T is
classically locally finite. In the case that the endpoints are equal, the only model is the model with one
element. So in any context there are precisely two equivalence classes of formulas. For the other four
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options, we note that each of the completions is w-categorical (the only countable model of such a theory
is @ with the necessary endpoints added). By Ryll-Nardzewski’s theorem ([Mar02, Theorem 4.4.1]), this
is equivalent to saying that each of these completions is classically locally finite.

Now that we have established that T is classically locally finite and not complete, we can apply
Theorem 11.1.3 to see that Set”[T7] is not two-valued.

Let us now turn towards the classifying extension of a theory, then we find the following result.

Theorem 11.1.7. Let T be a complete finitary first-order theory, then Setb[T] is two-valued.

Proof. The proof is actually very similar to that of Theorem 11.1.3. Every subterminal object in Setb[ﬂ
is the interpretation of some .Z,.-sentence by Proposition 10.3.6. Then by the third fact about the
classifying extension T in the introduction of this chapter, we have that every .Zso-sentence is T-provably
equivalent to a disjunction of .Z,-sentences. Now we can just repeat the argument of Theorem 11.1.3
again: let {0 : \/, ¢;}“7 be any subterminal object in Set”[T]. Then \/, ¢; or =/, ¢; must be classically
T-provable (and hence classically T-provable), so the subterminal object is either 0 or 1. O

11.2 Quantifier elimination: a non-example

If a model-theoretic property can be characterized by the means of the Boolean classifying topos, it must
be invariant under Morita-equivalence. Here by Morita-equivalence we mean restricted to Boolean topoi,
that is

T-Mod(€) s = T'-Mod(€) s,

natural in £ where £ is a Boolean topos. For the rest of this section, when we talk about Morita-
equivalence, we will mean this version.

Unfortunately, not all properties that are considered in Model Theory are invariant under Morita-
equivalence. An example of such a model-theoretic property is quantifier elimination.

Definition 11.2.1. A finitary first-order theory T has quantifier eliminiation if every .Z,,-formula p(x)
is T-provably equivalent to a quantifier-free formula t(z), in the deduction-system for classical logic.

In this section we will give an example of a two theories that are Morita-equivalent, but where one has
quantifier elimination and the other does not. For this we turn towards the Model Theory of real closed
fields. Let us first define what a real closed field is (following [Mar02, Definition 3.3.4]).

Definition 11.2.2. A field is called formally real if -1 is not a sum of squares. A real closed field is a
field F' that is formally real with no proper formally real algebraic extensions.

Let us now consider the languages we will be working with in this section.

Definition 11.2.3. We define the language of rings £ to be a one-sorted language with no relation
symbols and the following five function symbols: binary function symbols 4+, — and - and two O-ary
function symbols (i.e. constants) 0 and 1. We define the language of ordered rings £°" to be £ with
one binary relation symbol < added.

By [Mar02, Corollary 3.3.6], we can define a theory in £" such that its models are precisely the real
closed fields. This theory is given in the following definition.

Definition 11.2.4. The theory of real closed fields in the language of rings RCF,. in £ has the following
axioms:

e the axioms for fields;

e for each n > 1, the axiom

Vay...xp(zt .. 422 +14£0);

e the axiom Vz3y(y?> = 2V y? + o = 0) and
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e for each n > 0, the axiom

2n
Yo ... oIy (yzn+1 + Z Tyt = O) .

=0

Next we consider orderings in a field. We want the ordering on a field to respect the structure the field
already has. So we have the following definition (from [Mar02, Example 1.2.9]).

Definition 11.2.5. A field F is called an ordered field if it is equiped with a linear order < such that
for all z,y,z € F:

l.ife<y, thenax+ 2 <y+ z;
2.ifr<yand 0< z,thenz- -z <y-z.

If F is any real closed field, then given a nonzero a € F, either a or —a has to be a square (and not
both). We can thus make F' into an ordered field by defining = < y if and only if y — z is a nonzero
square. In formulas:

r<y< (240N + 22 =y).

This ordering is the only possible ordering to make F' into an ordered field. So we can see any real closed
field as an ordered field in a unique way. This yields the following definition, which is [Mar02, Definition
3.3.7].

Definition 11.2.6. The theory of real closed fields in the language of ordered rings RCF,,. in Z£°"
extends RCF,. with the following axioms:

e the axioms for < being a linear order;

e the axioms for ordered fields, that is:

Vayz(z <y —x+z2<y+2),
Veyz(z <y AN0<z) Dz -2<y-z).

So both RCF,. and RCF,, axiomatize the real closed fields, but in different languages. The only difference
between the two is the order relation <, which is definable in RCF,. but for which we actually have a
symbol in RCF,,..

Back to quantifier elimination. We have the following two results.

Proposition 11.2.7. The theory RCF,. does not have quantifier elimination.

Proof. By the argument provided in [Mar02, Section 3.3]. Suppose that RCF,. has quantifier elimination.
Then consider R with its usual interpretation as real closed field. The set {z : 3z(z # 0 Az = 22)} must
be definable by a quantifier-free formula ¢(z). Such a formula is (equivalent to) a Boolean combination
of atomic formulas, and each atomic formula is of the form P(z) = 0 where P(z) is a polynomial in z.
Every such polynomial has finitely many roots or is trivial, so the set {x : ¢(x)} must be either finite
or cofinite. However, {z : 32(z # 0 Az = 2%)} is both infinite and coinfinite, so we conclude that RCF,.
cannot have quantifier elimination. O

We thus see that the order in a real closed field must be defined using a quantifier when we are in the
language .. This turns out to be the only obstacle for quantifier elimination, as can be seen in the
following theorem.

Theorem 11.2.8. The theory RCF,, has quantifier elimination.

Proof. This can be found as [Mar02, Theorem 3.3.15]. O
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Given a model M of RCF,. in some Boolean topos £, we can make it into a model of RCF,,. by giving an
interpretation for the binary relation symbol <. There is only one possible choice, namely the subobject
that is the interpretation of 3z(z # 0 A z + 22 = y). This operation is invertible by forgetting the extra
structure. Also every oo-elementary morphism of models of RCF,. is also an oco-elementary morphism
of models of RCF,,, and vice versa. So we have established a Morita-equivalence between RCF, and
RCF,,, but one has quantifier elimination and the other has not.

Even when considering the classifying extension of a theory, quantifier elimination of the original
theory is not invariant under Morita-equivalence. We can extend our example of RCF,. and RCF,, as
follows. We let T, be the full £ -theory of R. That is, T, consists of all those .Z]-sentences that are true
in R. Likewise, we let T, be the full Z%"-theory of R. By the same argument as in Proposition 11.2.7 we
have that T, does not have quantifier elimination. Since RCF,,. C T,, we do have that T, has quantifier
elimination by Theorem 11.2.8.

By replacing every instance of z < y by 32(z # 0 Az + 22 = y) in an £ -formula, we find an
Z!-formula that is T,,-provably equivalent to it. Here we can take intuitionistic provability, because the
equivalence of the two formulas is expressed as a sentence in T,,.. Furthermore, any two .Z-formulas that
are T,,.-provably equivalent, must also be T,.-provably equivalent. Again, because the right equivalences
will be in the respective theories already.

This means that the inclusion Syn°(7,) < Syn!°(T,,) is an equivalence of categories. Thus
Sh(Syn®(T}.), J,,) and Sh(Syn™(T,,), J.,) are equivalent and the theories T, and T,, of the models
y(Ur,) and y(Ur,,) are Morita-equivalent. However, this means that we now have an example of two
theories such that their classifying extensions are Morita-equivalent, but one of the theories has quantifier
elimination while the other does not.
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Chapter 12

Conclusion

In this thesis we have studied first-order classifying topoi, and which theories admit such a first-order
classifying topos. After an extensive treatment of this characterization and the construction of such
first-order classifying topoi, we developed the theory of Boolean classifying topoi. We then gave a simple
application of Boolean classifying topoi to Model Theory. We shortly recall the results that were obtained
in this thesis.

1.

In section 8.1 we obtained a completeness result for infinitary classical logic, with respect to models
in Boolean topoi.

. We introduced the notion of a Boolean classifying topos in chapter 10, and characterized which in-

finitary first-order theories admit such a Boolean classifying topos (Theorem 10.1.8). We described
a construction that can be performed on the first-order classifying topos of a theory, to obtain the
Boolean classifying topos of that theory (Proposition 10.1.6).

We generalized a result from Blass and Séedrov to characterize those (infinitary) geometric theories
whose classifying topos is Boolean (Theorem 10.5.4).

We gave an example and a non-example of a connection between Boolean classifying topoi and
Model Theory in chapter 11. In particular, we obtained the following results:

(i) a characterization of classically locally finite complete theories (Theorem 11.1.3) and a neces-
sary condition on Setb[T] for when T is complete (Theorem 11.1.7);

(ii) a counterexample to show that the property of quantifier elimination cannot be characterized
in a similar way (section 11.2).

Naturally, one can ask a few more interesting questions regarding the topic of this thesis.

1.

Can we obtain a notion of sub-first-order classifying topos? In the sense that, if we consider a
theory T in infinitary sub-first-order logic, as described in Definition 8.1.1, can we find a topos &
such that we have
SubOpen(F,€) ~ T-Mod(F),

natural in 7. Here SubOpen(F,¢) denotes the full subcategory of Topos(F, &), that consists
of sub-open geometric morphisms. One would hope that by using techniques similar to the con-
struction of Set™ [T] such a topos & can be constructed, and that a characterization of theories
which admit such a sub-first-order classifying topos can be obtained. In particular, one possible
approach seems to be to find a theory of sub-open geometric morphisms, like we found a theory of
open geometric morphisms in section 9.2.

. Are there other model-theoretic properties that can be connected to topos-theoretic properties?

It seems that looking into definable sets may very well yield some results, because the subobjects
of XY (where X is a type) in a Boolean classifying topos very much look like a formal form of
definable sets. Perhaps some results can be obtained concerning elimination of imaginaries?

Stability is a very important topic in Model Theory, but it is also very abstract. Perhaps new
insights can be obtained when looking at the property of being stable from a topos-theoretic side?
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Index of symbols

Shl|

B(E)
(€. J)
DLO

f*
f*

Geom,,

K

Right adjoint to the pull-
back functor f* : Sub(Y) —
Sub(X), 16

Left adjoint to the pullback func-
tor f*:Sub(Y) — Sub(X), 16

Cardinality of the universe, 14
Sequent, 14

An object in the syntactic cate-
gory, 32

An arrow in the syntactic cate-
gory, 32

Deduction rule, 22
Boolean core of £, 60
Site, 5

Theory of dense linear order
without endpoints, 52

Arbitrary topos, 5
Arbitrary topos, 5

Direct image part of a geometric
morphism f, 7

Pullback functor, 4

Inverse image part of a geometric
morphism f, 7

Category of k-geometric cate-
gories, 16

Generic model, 29

Category of k-Heyting cate-

gories, 16
The image of an arrow f, 16
Double negation topology, 6

k-covering Grothendieck topol-
ogy, 39
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Open(&, F)
RCF,,
RCF,

Set
Set[T]
Set”[T]

Set[T]

Set®”

Sh_.(&)

Sh(C,J)

Language, 13
Internal language, 20

Category of left exact func-
tors, 21

Infinitary logic, 14

Infinitary logic, 13

Language of ordered rings, 70
Language of rings, 70
Category of structures in C, 19

Category of structures in C, with
k-elementary morphisms, 19

Morleyization of a locally small
theory T', 53

Subobject classifier, 4
Subobject classifier in £, 4

Category of open geometric mor-
phisms & — F, 8

Theory of real closed fields in the
language of ordered rings, 71

Theory of real closed fields in the
language of rings, 70

Category of sets, 3
Classifying topos of T', 28

Boolean
T, 59

classifying topos of

First-order classifying topos of
T, 29

Category of presheaves, 3

Topos of double negation sheaves
in&, 6

Category of sheaves on the site
c,J), 5



Sub(X)

Syni(T)
SynCons;,(T')

Syn'°(T)

K

Syni;(T)

T-Mod(C)

T-Mod(C),

Subobject poset of X, 4

Classical first-order syntactic

category, 62

Full subcategory of consistent
formulas of Synj,(T), 63

First-order cate-

gory, 44

syntactic

Geometric syntactic category, 32
Category of models in C, 19

Category of models in C, with x-
elementary morphisms, 19

(0]

Topos

Topos(&, F)

true

trueg

Ur

T.p

Category of topoi and geometric
morphisms, 7

Category of geometric
phisms &€ - F, 7

mor-

The truth arrow into the subob-
ject classifier, 4

The truth arrow into the subob-
ject classifier in £, 4

Universal syntactic model for
T, 38

Formula in context, 14

Yoneda embedding, 3



Index of terms

——-topology, 6 finitary
amalgamation, 5 formula, 68
atomic formula, 14 sentence, 68
axiom, 22 theory, 68
first-order
Boolean classifying topos, 59 axiom, 15
Boolean core, 60 classifying topos, 29
theory, 15
canonical Grothendieck topology, 40 flat functor, 10
category of models, 19 formally real field, 70
category of presheaves, 3 formula in context, 14
category of structures, 19 function symbol, 13

classically locally finite, 68

classically locally small, 61 generic model, 29

classifying extension, 68 geomet.rlc
classifying topos, 28 axiom, 15
Boolean, 59 category, 16
first-order, 29 embedding, 7
closed sieve, 6 formula, 14
closed subobject, 5 fUlflCtOf7 16
coherent morphism, 7
axiom, 15 sequent, 15
category, 16 surjection, 7
theory, 15

formula, 14 ;
geometrically saturated, 52

functor, 16 ¢

sequent, 15 Grothendieck topology, 4

theory, 15 Grothendieck topos, 5
compatible family, 5 Heyting category, 16
complete theory, 69 Heyting functor, 16
conclusion, 22 homomorphism, 19
constant, 13
context, 13 image of f, 16
continuous functor, 10 internal language, 20
covering family, 39 inverse image part, 7

covering sieves, 4 k~covering Grothendieck topology, 39

k-covering topology, 39
k-elementary morphism, 19
k-infinitary sub-first-order, 49
kernel pair, 15

deduction-system, 22
classical, 26
full k-infinitary first-order, 24
Kk-geometric, 22

derivable from T, 22 ZL-structure, 17

derivation, 22 language, 13

derivation relative to T', 22 language of ordered rings, 70
direct image part, 7 language of rings, 70

double negation topology, 6 Lawvere-Tierney topology, 4
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leaves, 22 sheaf on a site, 5

left exact functor, 7 sheafification functor, 4
locally small, 52 sieve, 4
logos, 16 site, 5

sort, 13
model, 18 sub-open geometric morphism, 8
Morita-equivalent, 30 subcanonical Grothendieck topology, 40
Morleyization, 53 subtopos, 5

. . tacti t , 32
open geometric morphism, 8 Syntactic catesoty

open subtopos, 60 T-provable, 22

ordered field, 71 T-provably equivalent, 22

T-provably functional, 32
term, 13
theory of real closed fields
in the language of ordered rings, 71

pre-logos, 16
presheaf, 3
pullback functor, 4

quantifier eliminiation, 70 in the language of rings, 70
two-valued, 69

real closed field, 70 two-valued topos, 69

regular category, 15 type, 13

regular epi-mono factorization, 16

regular formula, 33 universal closure operation, 4

relation symbol, 13 universal syntactic model, 38

representable presheaf, 3

valid sequent, 18
sequent, 14
sheaf, 5 Yoneda embedding, 3
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