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Abstract

Symmetries and their corresponding conservation laws are useful tools in par-
ticle physics. However some laws are violated when we they are extended in
quantum field theory. In this thesis we review the chiral symmetry and we show
its anomalous behaviour in perturbation theory and in the path integral formal-
ism. The last method is related to the heat kernel proof of the Atiyah-Singer
index theorem for Dirac operators. By extensively reviewing this proof we cal-
culate the anomalous behaviour of the chiral symmetry in curved spacetime.
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Introduction

Symmetries play an important role in the study of classical and quantum mechanical
systems. Namely, using Noethers theorem we can deduce a conservation law for each
symmetry there is in a physical system. There is a quantum mechanical analog of
Noethers theorem, but it is possible that the classical conservation law is violated
when we extend it to the quantum realm. When this happens we call a symmetry
anomalous. Anomalies are problematic in particle physics. This is because well de-
fined quantum theories are required to be renormalizable and anomalies can break
renormalization. Secondly, particle physics is heavily based on gauge theory: Every
fundamental particle is characterized by the group under which it is invariant. There-
fore, detecting and canceling anomalies is a substantial part of particle physics.

In this thesis we mainly focus on the chiral anomaly. Namely, each Dirac particle has
a left-handed and a right-handed component. We assume that the two components
can rotate independently without changing the theory. This is the chiral symmetry.
Calculating the quantum mechanical consequences of this symmetry is not straight
forward. Most calculations contain diverging integrals or are expressed as divergent
power series. Regularization techniques are needed to extract the physical data. We
show in this thesis the anomalous behavior of the chiral symmetry using perturbation
theory and using the path integral formalism. The first method is due to Bardeen
[1969] and the second is due to Fujikawa [1980]

Seemingly unrelated there is a family of theorems in mathematics that relate analytical
and geometrical data to the topology of a manifold. For example, Gauss-Bonnet the-
orem relates the curvature of a surface with the Euler characteristic and the Riemann-
Roch theorem relates the properties of meromorphic functions with the genus. All
these theorems are specific cases of the Atiyah-Singer index theorem. It states that
that a specific class of operators have a finite dimensional kernel and cokernel and that
the difference between the dimensions of the kernel and the cokernel is topological
of nature. This difference is called the index of an operator and Atiyah and Singer
explicitly calculated this index. For Dirac operators the Atiyah-Singer index theorem
is formulated as follows:

Theorem 0.1. Let S → (M, g) be a Clifford bundle on a compact oriented n-
dimensional Riemannian manifold M . Let D be the Dirac operator. If S is
canonically graded, then the index of D is the integral over the n-form part of
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Â(TM) ∧ chrel(S). That is,

Index(D) =

∫

M

det 1/2

(

R/2

sinh(R/2)

)

exp
(

F S
)

where R is the Riemann curvature and F S is the twisting curvature.

We review the proof of Theorem 0.1 using a method proposed by Atiyah et al. [1973]
and Getzler [1983]. We compare this proof with the method Fujikawa [1980] used to
calculate the chiral anomaly. We show that not only the results are equal, but we also
show that they used the same methodology. In this thesis we model the proof of the
Atiyah-Singer index theorem using the Fujikawa method and we show how the index
theorem generalizes the Fujikawa method for curved spacetime.

This thesis is organized as follows: In chapter 1 we review the theory of Clifford alge-
bras, we define the Dirac operator and we show the Weitzenbock formula. In chapter
2 we recall Noethers theorem and we show that the chiral current is anomalous us-
ing perturbation theory. After this chapter we study anomalies in the path integral
formalism and we explain the Fujikawa method. From chapter 4 and onwards we
generalize our study to compact curved spacetime and we start formally proving the
index theorem. For this proof we need heat kernels and in chapter 4 we show that
heat kernels exists and are unique. In chapter 5 we consider traces on infinitely dimen-
sional vector spaces and we show that the heat kernel has a well-defined trace. We
analyze the eigenvalues of the heat kernel and using this we show that the index of a
Dirac operator is well-defined. In chapter 6 there is an intermezzo where we shortly
revisit the theory of characteristic classes and we introduce the topological notions the
Atiyah-Singer index theory refers to. Finally in chapter 7 we prove the index theory.

This thesis is aimed for people who have a basic understanding in particle physics and
know the basics of geometry. For physicists who are not used to the mathematical
notation of vector bundles there is a glossary at the end which relates mathematical
notation in terms of physics.

Finally, in this thesis we will use Einstein notation. That is, if we use the same symbol
as an upper index and a lower index we silently assume that we sum over that index.
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1. Clifford Algebras Andries Salm

1 Clifford Algebras

In the study of spin-1
2
particles, physicists use gamma matrices. They are defined as

γ0 =









−i 0
0 −i

i 0
0 i









γ1 =









0 −i
−i 0

0 i
i 0









γ2 =









0 −1
1 0

0 1
−1 0









γ3 =









−i 0
0 i

i 0
0 −i









(1.1)

and they satisfy the commutation relation

{γµ, γν} := γµγν + γνγµ =







2 if µ = ν = 0
−2 if µ = ν and µ, ν ∈ {1, 2, 3}
0 else

.

The algebra these matrices is one of the first examples of an object now called Clifford
algebra. In this chapter we give a rigorous definition of this algebra and we derive its
basic properties. Using this algebra we define a differential operator called the Dirac
operator. We also introduce the physics notation for dealing with Clifford algebras.

In the end, we prove the Weitzenbock formula. This equation relates the square of
a Dirac operator with the Laplacian and we show that the difference can be given in
terms of the curvature and the gamma matrices. For this we need an explicit expres-
sion for the adjoint of the Dirac operator and the connection. In the third paragraph
we perform these calculations and we show that the Dirac operator is self-adjoint.

The material covered in this section is standard. For more information see Roe [1998]

1.1 Definitions

Definition 1.1. Let V be a vector space with a symmetric 2-form g. A Clifford
algebra for V is an unital algebra A such that the following holds:

1. There exists a linear map φ : V → A such that φ(v)2 = −g(v, v) Id for all
v ∈ V .

7



Andries Salm 1. Clifford Algebras

2. A satisfies the universal property. That is, if there exists another map
φ′ : V → A′ that have the same property of φ, then there exists an unique
algebra homomorphism A→ A′ such that the following diagram commutes:

V
φ

//

φ′   ❆
❆
❆
❆❆

❆❆
A

��

A′

Given a vector space V and a bilinear symmetric map g we can construct a Clifford
algebra. Indeed, consider the tensor algebra

T (V ) =
∞
⊕

k=0

V ⊗ V ⊗ . . .⊗ V

and take the quotient by the ideal that is generated by v⊗ v+ g(v, v) Id. Denote this
quotient as Cl(V ) or Cl(V, g). By construction it satisfies the first part of Definition
1.1. The universal property follows from the universal property of tensor algebras. It
states that for all linear maps φ : V → A there exists a unique algebra homomorphism
φ′ : T (V ) → A such that

V //

φ
""❉

❉❉
❉❉

❉❉
❉❉

T (V )

φ′

��

A

commutes. Now assume that φ(v)2 = −g(v, v) Id for all v ∈ V . This relation extends
on φ′ to

φ′(v ⊗ v + g(v, v) Id) = φ′(v)2 + g(v, v)φ′(Id) = 0.

So φ′ factors over the ideal generated by v ⊗ v + g(v, v) Id and so φ′ is a unique
algebra homomorphism between Cl(V ) and A. Hence,

Proposition 1.2. For any vector space V with a bilinear symmetric map, there
exists a Clifford algebra and it is unique.

The requirement in Definition 1.1 that φ(v)2 = −g(v, v) ·Id for all v ∈ V is equivalent
to the requirement that φ(u)φ(v) + φ(v)φ(u) = −2g(u, v) · Id for all u, v ∈ V .

8



1.1. Definitions Andries Salm

This can be easily seen if we consider φ(u + v)2. By linearity this equals φ(u)2 +
φ(u)φ(v) + φ(v)φ(u) + φ(v)2 and so the anti-commutator between φ(u) and φ(v) is
φ(u+ v)2 − φ(u)2 − φ(v)2. However, by the commutation relation it follows that

φ(u)φ(v) + φ(v)φ(u) =− (g(u+ v, u+ v)− g(u, u)− g(v, v)) · Id
=− 2g(u, v) · Id .

Hence these two conditions are equivalent.

Example 1.3 (Gamma matrices). Consider the vector space V = R4 and equip it
with the Minkowski metric η. In the basis (t, x, y, z) the Minkowski metric is given
by, ηtt = −1, ηxx = ηyy = ηzz = 1 and ηµν = 0 else. Hence, the gamma matrices
satisfy the relation γµγν+γνγµ = −2ηµν . and so γ2µ = −ηµµ · IdC4 . The unital matrix
subalgebra A generated by the gamma matrices is a Clifford algebra. Indeed, the map
Cl(V, η) → A that is defined by ti · xj · yk · zl 7→ γit ◦ γjx ◦ γky ◦ γlz for all i, j, k, l,∈ N

is an isomorphism between two algebras. It is a well-defined linear map and by the
definition of A it is surjective. It is a homomorphism, because both sides satisfy the
same commutation relations. We only need to show that it is injective. For this we
need to work out all matrix multiplications and this is left for the reader.

In field theory the gamma matrices act on spin-1
2
fermions which are represented by

fields. Mathematically particle fields are sections of a certain vector bundle. So to
formalize spin-1

2
fermions we need to let the Clifford action act on section

Definition 1.4. Let (M, g) be a (pseudo)-Riemannian manifold. The vector bundle
S → M is a bundle of Clifford modules if there exists a smooth bundle map
Cl(TM, g)⊗C×S → S which makes each fiber Sp a left-module over Cl(TpM, g)⊗
C.

Example 1.5 (Spin-1
2
particles). A spin-1

2
particle is represented by a section over the

trivial bundle R4 × C4 → R4. Clearly, the gamma matrices forms a left-module on
C4. So R4 ⊗ C4 is a bundle of Clifford modules.

For a bundle of Clifford modules S →M , we define γ : Γ(TM) → Γ(End(S)) as the
composition of the left-module action and the map φ from Definition 1.1. In local coor-
dinates eµ ∈ Γ(TM), this map is given by γ(eµ)s = φ(eµ) ·s for all sections s ∈ Γ(S).
If we use the shorthand γµ = γ(eµ), we see that γµ extends the gamma matrices from
Equation 1.1 to any bundle of Clifford modules. We call γ : Γ(TM) → Γ(End(S))
the Clifford action.

9



Andries Salm 1. Clifford Algebras

Given a bundle of Clifford modules S → M , a vector bundle E → M and a section
A ∈ Γ(TM ⊗ S ⊗ E) we formally define the Feynman slash 6A of A as follows: It
is the element 6A ∈ Γ(S ⊗E) that is given by the composition of the following maps:

Γ(TM ⊗ S ⊗E)
φ

// Γ(Cl(TM)⊗ S ⊗ E) // Γ(S ⊗E)

A =
∑

µA
µ ⊗ eµ

✤ //
∑

µA
µ ⊗ γµ

✤ // 6A = γµA
µ.

The second map denotes the multiplication defined by the left-module. We used {eµ}
as a local basis on TM . We only need it for comparison with the definition physicists
use and we see that they indeed coincide.

In physics there is an operator called the Dirac operator. For the generalization of
this operator we need to consider the interplay between a connection and the Clifford
action. In the next definition we give explicit requirements:

Definition 1.6. A Clifford bundle is a bundle of Clifford modules S over a
(pseudo)-Riemannian manifold (M, g) equipped with a Hermitian metric and com-
patible connection such that

1. The Clifford action is skew adjoint. That is, for all p ∈ M , v ∈ TpM and
s1, s2 ∈ Sp, we have

〈γ(v) · s1, s2〉+ 〈s1, γ(v) s2〉 = 0,

2. The connection on S is compatible with the Levi-Civita connection on M .
So for all u, v ∈ Γ(TM) and s ∈ Γ(S), we have

∇uγ(v) s = γ(∇uv) s+ γ(v)∇us.

Example 1.7 (Spin-1
2
particles). Note that the gamma matrices from Equation 1.1

are skew adjoint under the Euclidean metric. Also the compatibility condition reduces
to the Leibniz rule for a flat connection. Hence, if we equip R4 × C4 → R4 with
the Euclidean metric of C4 and the flat connection, we get that R4 ×C4 is a Clifford
bundle.

10



1.2. Graded Clifford bundles Andries Salm

Definition 1.8. Let S → (M, g) be a Clifford bundle with compatible connection
∇ and the Clifford action γ. Interpret g as the isomorphism g : Γ(TM) → Γ(T ∗M)
which is given by v 7→ g(v, ·). The differential operator D is a Dirac operator if
it is the composition of the following maps:

Γ(S)
∇−→ Γ(T ∗M ⊗ S)

g−1

−−→ Γ(TM ⊗ S)
γ−→ Γ(S)

Following the steps above we can compute the Dirac operator in local coordinates.
Denote {eµ} as a local basis of TM and s as a section of S. Let e♭µ be the dual of

eµ, i.e. e♭µ(e
ν) = δµν . By orthonormality it follows that

∑

µ eµe
♭
µ = Id and

∇s =
∑

µ

∇µs⊗ e♭µ.

Under g−1 this maps to
∑

µ∇µs⊗ eµ and so the Dirac operator is locally given by

γµ∇µs. (1.2)

In the example of the spin-1
2
particles we use the flat connection ∇µ = ∂µ. Then the

Dirac operator is given by ∂µγ
µ which is the expression normally used in quantum field

theory.

1.2 Graded Clifford bundles

For spin-1
2
Dirac fermions, we distinguish left-handed and right-handed particles. This

chirality is related to the ±1 eigenvalues of the operator

γ5 := −γ0γ1γ2γ3,

That is, if γ5ψ = ψ, then we call ψ right handed and if γ5ψ = −ψ we call ψ left-
handed. We see that γ5 defines a grading on R4×C4. In general we define the grading
as follows.

Definition 1.9. Let S be a Clifford bundle. We say that S is a graded Clifford
bundle if S can be decomposed into S+ ⊕ S− such that

1. The Clifford action γ maps Γ(TM ⊗ S±) to Γ(S∓).

2. The metric and the connection of S respects the grading.

11
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In the example of R4 × C4 the operator γ5 is fully determined by how it acts on left-
resp. right-handed particles. Its acts by +1 on right-handed fields and by −1 on
left-handed field. This can be generalized to any graded Clifford bundle.

Definition 1.10. Let S be a graded Clifford bundle. We define the grading
operator γ5 : Γ(S) → Γ(S) by

γ5|S+ = Id

γ5|S− =− Id .

The grading operator anti-commutes with the Clifford action. Indeed if S + S+ ⊕ S−

is a graded Clifford bundle and s ∈ Γ(S±). then for all v ∈ Γ(TM) the section γ(v)s
is an element of Γ(S∓) and hence

γ5γ(v)s = ∓γ(v)s = −γ(v)γ5s.

Even more, the Dirac operator anti-commutes with the grading operator. This can be
easily seen if we use local coordinates and write D =

∑

µ γµ∇µ.

Gradings on Clifford bundles are not unique. However, there is a canonical method to
induce a grading.

Definition 1.11. Let S → (M, g) be a Clifford bundle on a 2n dimensional man-
ifold and let {eµ} be a local positively oriented orthonormal basis of TM . The
element

ω = inγ1 · . . . · γ2n ∈ Γ(End(S))

is called the canonical grading operator.

Lemma 1.12 (Roe [1998], Remark 4.4). The canonical grading operator ω from
Definition 1.11 does not depend on the choice of local orthonormal frame and hence
it is globally defined.

Proof. Let {eµ} and {ẽµ} be two orthonormal local frames of TM with identical
orientation. Denote γµ and γ̃µ as the Clifford action on eµ resp. ẽµ. We expand ẽµ

12



1.2. Graded Clifford bundles Andries Salm

as Aµνe
ν . In local coordinates the canonical grading operator ω̃ w.r.t. the basis {ẽµ}

equals

ω̃ := inγ̃1 · . . . · γ̃2n = inAµ11 . . . Aµ2n2n γµ1 . . . γµ2n . (1.3)

We view A an an orthogonal matrix on {ẽµ}. In the case that µ1 = µ2 it follows that

∑

µ1

Aµ11 A
µ2
2 = (AAT )12 = Id12 = 0.

This shows that all µi’s in Equation 1.3 must be unique. If S2n is the set of all
permutations of 2n-elements, then ω̃ equals

ω̃ =in
∑

σ∈S2n

A
µσ(1)

σ(1) . . . A
µσ(2n)

σ(2n) γµσ(1)
. . . γµσ(2n)

=in
∑

σ∈S2n

sgn(σ)A
µσ(1)

σ(1) . . . A
µσ(2n)

σ(2n) γ1 . . . γ2n

=det(A) · ω.

Because A ∈ SO(2n) the determinant of A equals one and ω̃ equals the canonical
grading operator w.r.t. the basis {eµ}.

In the next proposition we show that the canonical grading operator ω indeed defines
a graded Clifford bundle and so we see ω as the generalization of γ5.

Proposition 1.13 (Roe [1998], Page 142). Let S → (M, g) be a Clifford bundle on
a 2n dimensional manifold and let ω be the canonical grading operator. Then ω2 =
Id and the ±1 eigenspaces of ω, S±, are subbundles of S, therefore decomposing
it as graded Clifford bundle S = S+ ⊕ S−.

Proof. The square of ω can be easily calculated and is indeed equal to one. Therefore
we can split S into S+ ⊕ S− where S± are the ±1 eigenspaces of ω. Also, the
commutation identity

ωγ + γω = 0

can be easily calculated in a suitable basis. This proves the first part of Definition 1.9.

13
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To show that g respects the grading we assume that v+ ∈ Γ(S+) and v− ∈ Γ(S−).
By the skew-adjointness of the Clifford action and ωv± = ±v± we van calculate
g(v+, v−).

g(v+, v−) =g(ωv+, v−) = ing(γ1 . . . γ2nv+, v−)

=(−i)ng(v+, γ2n . . . γ1v−) = (i)ng(v+, γ
1 . . . γ2nv−)

=g(v+, ωv−) = −g(v+, v−).

This shows g(S+, S−) = 0 and hence g respects the grading.

To show that the connection on S respects the grading we need to pick a suitable
coordinate system on M . Fix p ∈ M and pick the local coordinate frame { ∂

∂xµ
}

that follows from the exponential map expp : TpM → M . This frame is called the
Riemannian normal coordinate system and it has the property that at p

∇ ∂

∂xµ
= 0

where ∇ denote the Levi-Civita connection and ∂
∂xµ

is a basis element in Γ(TM).
Let s ∈ Γ(S), v ∈ Γ(TM) and use ∇ also for the connection on S. Using the
compatibility property of the connection we get

∇v(ωs) =i
n∇(γ1 . . . γ2ns)

=inγ(∇v(∂/∂x
1)) · γ2 . . . γ2ns+ inγ1∇v(γ

2 . . . γ2ns)

=inγ1∇v(γ
2 . . . γ2ns)

= . . . = ω∇νs.

This shows that ∇ also respects the grading.

Remark 1.14. Unless not stated otherwise we assume that a Clifford bundle is canon-
ically graded.

Remark 1.15. If γ is the Clifford action and {eµ} a basis of TM we simplify γ(eµ)
into γµ. However, if we explicitly

1 write γ5, then it does not mean γ(e5), but it means
the grading operator. This might be confusing, but it is standard notation in physics.

Remark 1.16. In higher dimensions physicists mostly use the notation γn+1 where n
is the dimension of the spacetime. However, when we consider higher dimensions in
physics, we will use the Veltman-’t Hooft regularization. There it is custom to use γ5
instead of γn+1. To prevent confusion we never use γn+1, but use γ5.

1In γ0 . . . γk the operator γ5 is not explicitly written we so we don’t refer here to the grading
operator.

14



1.3. The adjoint of a Dirac operator Andries Salm

1.3 The adjoint of a Dirac operator

In this paragraph we will compute the formal adjoint of a Dirac operator D. Since D
is the composition of the Clifford action γ and the covariant derivative ∇. Therefore
we compute the adjoint of γ and ∇ separately. These will be calculated in the next
two lemmas. We conclude this paragraph by showing that D is self-adjoint.

Lemma 1.17. Let E → M be a vector bundle with Hermitian metric g and
compatible connection ∇ on an oriented Riemannian manifoldM . Let v ∈ Γ(TM)
such that the Lie derivative along v of the Riemannian volume form Vol(M) on M
is zero. Then, for all s ∈ Γ(E) with compact support ∇∗(v♭ ⊗ s) = −∇v(s).

Proof. Let s, t ∈ Γc(E) be two sections on E with compact support. We use 〈·, ·〉 =
∫

M
g(·, ·) Vol(M) as the inner product on Γc(E). Using Cartans magic formula, Lv =

d ιv + ιv d, and Stokes theorem we have
∫

M

Lv(g(s, t) ∧ Vol(M)) =

∫

M

(d ιv + ιv d)(g(s, t) ∧ Vol(M)) = 0.

We expand Lv(g(s, t) ∧Vol(M)). It follows from Lv Vol(M) = 0 that

Lv(g(s, t) ∧ Vol(M)) = Lv g(s, t) ∧ Vol(M).

Because ∇ is a compatible connection, we can write Lv(s, t) in terms of ∇v:

Lv(g(s, t) ∧Vol(M)) = g(∇vs, t) ∧Vol(M) + g(s,∇vt) ∧ Vol(M)

This concludes
〈∇vs, t〉 = −〈s,∇vt〉. (1.4)

Finally, denote (·, ·) as the inner product on Γc(T
∗M ⊗ E) and let {eµ} be an or-

thonormal frame on TM . Using the identity
∑

µ eµe
♭
µ = Id, we calculate

〈s,∇∗(v♭ ⊗ t)〉 =(∇s, v♭ ⊗ t)

=
∑

µ,ν

v(eν) · (e♭µ ⊗∇eµs, e♭ν ⊗ t)

=
∑

µ

〈∇vs, t〉. (1.5)

Combining Equation 1.4 and 1.5 we conclude

〈s,∇∗(v♭ ⊗ t)〉 = −〈∇vs, t〉.
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Recall that for a vector bundle E →M with a metric and compatible connection the
Laplacian is defined as

∇∗∇ : Γ(E) → Γ(E).

Using Lemma 1.17 we can calculate the Laplacian in local coordinates.

Corollary 1.18. Let E → M be a vector bundle with Hermitian metric g and
compatible connection ∇ on an oriented Riemannian manifold M . Let x ∈ M and
let { ∂

∂xµ
} be the Riemannian normal coordinate frame centered at y. Then at the

origin of the chart the Laplacian ∇∗∇ satisfies

∇∗∇ = −
∑

µ

∇µ∇µ

where ∇µ = ∇ ∂
∂xµ

.

Proof. Let n be the dimension of the manifold M . By Cartans magic formula we can
easily check that L ∂

∂xµ
Vol(M) = 0. Indeed, it equals

L ∂
∂xµ

Vol(M) = d ι ∂
∂xµ

d x1 ∧ . . . ∧ d xn

=(−1)µ d(d x1 ∧ . . . ∧ d xµ−1 ∧ d xµ+1 ∧ . . . ∧ d xn)

=0.

Thus we can use Lemma 1.17 and by the identity
∑

µ
∂
∂xµ

d xµ = Id we have for all
s ∈ Γc(E)

∇∗∇s =
∑

µ

∇∗(d xµ ⊗∇µs) = −
∑

µ

∇µ∇µs.

Lemma 1.19. Let S → (M, g) be a Clifford bundle and let γ be the Clifford action.
In the local orthonormal basis {eµ} of TM the formal adjoint of γ : Γ(TM⊗S) → S
is given by

γ∗(·) = −eµ ⊗ γµ(·).

Proof. Let s, t ∈ Γ(S) and let v ∈ Γ(TM). Denote 〈·, ·〉 as the metric on Γ(TM⊗S)
and (·, ·) as the metric on S. We write down the definition of the formal adjoint and
use the skew symmetry of the Clifford action:

〈v ⊗ s, γ∗t〉 = g(γ(v)s, t) = −g(s, γ(v) t) (1.6)

16



1.4. The Weitzenbock formula Andries Salm

We compare this to 〈v ⊗ s,−eµ ⊗ (γµ t)〉. Expand v as v = vνe
ν . Then,

〈v ⊗ s,−eµ ⊗ (γµ t)〉 = 〈vνeν ⊗ s,−eµ ⊗ (γµ t)〉 = vν · g(eν, eµ) · (s, γνt).

By orthonormality vν · g(eν , eµ) simplifies to vµ and hence

〈v ⊗ s,−eµ ⊗ (γµ t)〉 = vµ · 〈s, γνt〉 = −(s, γ(v) t). (1.7)

Comparing Equation 1.6 and 1.7 we conclude the result.

Proposition 1.20 (Roe [1998],Proposition 3.11). Let S →M be a Clifford bundle
and let D be a Dirac operator. Then D is formally self-adjoint.

Proof. Recall that D is defined as the composition of the following maps:

Γ(S)
∇−→ Γ(T ∗M ⊗ S)

g−1

−−→ Γ(TM ⊗ S)
γ−→ Γ(S).

So the formal adjoint of D is given by

Γ(S)
γ∗−→ Γ(TM ⊗ S)

g−→ Γ(T ∗M ⊗ S)
∇∗

−→ Γ(S).

Let x ∈M and consider the Riemannian normal coordinates centered at y. At x ∈M
we get for any s ∈ Γ(S) that

s 7→ − ∂

∂xµ
⊗ γµs 7→ −

∑

µ

dxµ ⊗ γµs 7→ ∇µγµs.

At the origin of our chart, we have ∇µe
µ = 0. So by the compatibility condition we

get
D∗s = ∇µγ

µs = γµ∇µs = Ds.

Therefore, D is formally self-adjoint.

1.4 The Weitzenbock formula

In this paragraph we compare the difference between the square of an Dirac operator
and the Laplacian. The result will be the so called Weitzenbock formula, which gives
the difference in terms of the Clifford action and the curvature. Before we do this, we
need to generalize the Feynman-slash operator for 2-forms.

17
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Definition 1.21. Let S → (M, g) be a Clifford bundle with the Clifford action γ
and let K ∈ Ω2(M,End(S)) be a 2-form with values in End(S). Define the map
Ω2(M) → Γ(T ∗M ⊗ T ∗M) as α ∧ β 7→ 1

2
(α⊗ β − β ⊗ α) ∈ Γ(T ∗M ⊗ T ∗M).

Interpret g as the isomorphism g : Γ(TM) → Γ(T ∗M) which is given by v 7→
g(v, ·). The Clifford contraction of K is the composition of the maps

Γ(S)
K−→ Ω2(M,S) →֒ Γ(T ∗M ⊗ T ∗M ⊗ S)

g−1

−−→ Γ(TM ⊗ TM ⊗ S)
γ−→ Γ(S).

The Clifford contraction of K is denoted as K.

In a local orthonormal frame {eµ} on TM , K can be written as K =
∑

µ<ν e
µ♭ ∧

eν♭⊗K(eµ, eν). Therefore, the Clifford contraction of K equals It can be shown that
the Clifford contraction of K equals

K =
∑

µ<ν

γµγνK(eµ, eν). (1.8)

We are now able to show the Weitzenbock formula.

Theorem 1.22 (Weitzenbock). Let S →M be a Clifford bundle with compatible
connection ∇. Let D be the Dirac operator and K be the curvature w.r.t. ∇.
Denote K as the Clifford contraction of the curvature. Then

D2 = ∇∗∇+K.

Proof. Let x ∈M and let { ∂
∂xµ

} be the Riemannian normal coordinate frame centered
at y. Let {γµ, γν} and [γµ, γν ] be the (anti)-commutator. That is,

{γµ, γν} =γµγν + γνγµ

[γµ, γν ] =γµγν − γνγµ ∀µ, ν.

Using Equation 1.2 we calculate the square of the Dirac operator

D2 =
∑

µν

γµ∇µγ
ν∇ν =

∑

µν

γµγ(∇µe
ν)∇ν + γµγν∇µ∇ν

=
∑

µν

γµγν∇µ∇ν .

18



1.4. The Weitzenbock formula Andries Salm

This can be written in terms of the commutator and the anti-commutator and so

D2 =
1

2

∑

µν

{γµ, γν}∇µ∇ν + [γµ, γν ]∇µ∇ν

=
∑

µν

−g
(

∂

∂xµ
,
∂

∂xν

)

∇µ∇ν +
1

2
γµγν [∇µ,∇ν ]

=−
∑

µ

∇µ∇µ +
∑

µ<ν

γµγνK

(

∂

∂xµ
,
∂

∂xν

)

.

From Corollary 1.18 and Equation 1.8 we conclude that D2 = ∇∗∇+K.

Next, we will prove a refined version of the Weitzenbock formula, namely the Lich-
nerowicz formula. We show this by considering the commutation relations between the
the curvature K and the Clifford action. Then K will split into the scalar curvature
and a the Clifford contraction of a 2-form called the Riemann endomorphism.

Definition 1.23. Let S → (M, g) be a Clifford bundle, let γ the Clifford action
and let R be the Riemann curvature tensor. The Riemann endomorphism RS

of S is the following composition of maps applied to the Riemann curvature tensor
R:

Γ(Ω2(M)⊗ TM ⊗ T ∗M)
g−1

//

R7→RS

**

❤
❥

♠
r

④
✤

❈
▲

◗
❚

❱

Γ(Ω2(M)⊗ TM ⊗ TM)
γ

ss❣❣❣❣
❣❣❣

❣❣❣
❣❣❣

❣❣❣
❣❣❣

❣

Γ(Ω2(M)⊗ End(S)⊗ End(S))
◦

// Γ(Ω2(M)⊗ End(S))
1/4

ss❣❣❣❣
❣❣❣

❣❣❣
❣❣❣

❣❣❣
❣❣❣

❣

Γ(Ω2(M)⊗ End(S))

Here ◦ denotes the point-wise composition of endomorphisms and 1
4
denotes devi-

sion by four.

Given a local orthonormal frame {eµ} we calculate the Riemann endomorphism by
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following the diagram:

R =
∑

µν〈Reµ, eν〉 ⊗ eµ ⊗ e♭ν
g−1

//
∑

µν〈Reµ, eν〉 ⊗ eµ ⊗ eν

γ

ss❤❤❤❤
❤❤❤

❤❤❤
❤❤❤

❤❤❤
❤❤❤

∑

µν〈Reµ, eν〉 ⊗ γµ ⊗ γν
◦

//
∑

µν〈Reµ, eν〉γµγν
1/4

ss❤❤❤❤
❤❤❤

❤❤❤
❤❤❤

❤❤❤
❤❤

1
4

∑

µν〈Reµ, eν〉γµγν

Hence, in a local orthonormal frame {eµ} on TM , the Riemann endomorphism is
given by

RS(X, Y ) =
1

4
γµγν〈R(X, Y )eµ, eν〉 ∀X, Y ∈ Γ(TM).

Lemma 1.24 (Roe [1998], Lemma 3.13 and 3.15). Let S → M be a Clifford
bundle, let K be the curvature on S and R be the Riemann curvature on M . Use
γ for the Clifford action and let RS be the Riemann endomorphism. Then for all
u, v, w ∈ Γ(TM)

[K(u, v), γ(w)] = [RS(u, v), γ(w)] (1.9)

where [·, ·] is the commutator.

Proof. By the definition of the curvature, the left hand side of Equation 1.9 equals

[K (u, v) , γ(w)] = [∇u∇v −∇v∇u, γ(w)] .

According to the Jacobi identity this is

[K (u, v) , γ(w)] =
[

∇u∇v −∇v∇u −∇[u,v], γ(w)
]

=∇u [∇v, γ(w)] + [∇u, γ(w)]∇v−
−∇v [∇u, γ(w)]− [∇v, γ(w)]∇u −

[

∇[u,v], γ(w)
]

=[∇u, [∇v, γ(w)]]− [∇v, [∇u, γ(w)]]−
[

∇[u,v], γ(w)
]

.

From Definition 1.6 follows that the commutator [∇v, γ(w)] = γ(∇uw) and hence

[K (u, v) , γ(w)] =[∇u, γ(∇vw)]− [∇v, γ(∇uw)]− γ(∇[u,v]w)

=γ(∇u∇vw −∇v∇uw −∇[u,v]w)

=γ(R(u, v)w). (1.10)
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This gives an explicit result for the left hand side. To calculate the right hand side of
Equation 1.9 we need a local orthonormal frame {eµ} of TM . Using the identity

[γ(u)γ(v), γ(w)] = 2g(u, w)γ(v)− 2g(v, w)γ(u)

we get that the right hand side equals

[

RS (u, v) , γ(w)
]

=
1

4
〈R(u, v)eµ, eν〉 · [γµγν , γ(w)]

=
1

2
〈R(u, v)w, eν〉γν −

1

2
〈R(u, v)eµ, w〉γµ.

By the anti-symmetry property 〈R(u, v)eµ, w〉 = −〈R(u, v)w, eµ〉 it follows that
[

RS (u, v) , γ(w)
]

= 〈R(u, v)w, eν〉γν = γ(R(u, v)w). (1.11)

Comparing Equation 1.10 and 1.11 we conclude the result.

Definition 1.25. Let S → (M, g) be a Clifford bundle over a Riemannian manifold
and let E → M be a vector bundle. A Clifford endomorphism is a section F of
EndC(S)⊗E such that for all v ∈ TM , F ◦ γ(v) equals γ(v) ◦ F .

By Lemma 1.24 we conclude that K−RS ∈ Ω2(End(S)) is a Clifford endomorphism.
This difference will play an important role in the index theorem and so we give it a
name.

Definition 1.26. Let S →M be a Clifford bundle and let K be its curvature. The
twisting curvature F S is the Clifford endomorphism K − RS.

Using the twisting curvature and the Weitzenbock formula we can write

D2 = ∇∗∇+ FS + RS.

However, this can be further reduced.

Proposition 1.27 (Lichnerowicz [1963]). Let S → (M, g) be a Clifford bundle.
Let D be the Dirac operator and FS be the Clifford contraction of the twisting
curvature. Denote κ as the scalar curvature. Then,

D2 = ∇∗∇+ FS +
1

4
κ.
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Proof. It is sufficient to show that RS = 1
4
κ. In a local orthonormal frame {eµ} of

TM , the Clifford contraction of the Riemann endomorphism is given by

RS =
1

8
γµγνγργσ〈R(eµ, eν)eρ, eσ〉.

It follows from the Bianchi identity that

RS =− 1

8
〈R(eµ, eν)eρ, eσ〉(γργµγνγσ + γνγργµγσ).

Using the commutation relation of the Clifford action, we can reorder the gammas
back into γµγνγργσ and so RS equals

RS =− 1

8
〈R(eµ, eν)eρ, eσ〉(γµγνγργσ − γνγµγργσ − 4δµργνγσ + 2δνργµγσ).

By the antisymmetry of 2-forms, this simplifies into

RS =− 1

8
〈R(eµ, eν)eρ, eσ〉(2γµγνγργσ − 6δµργνγσ)

=− 2RS +
3

4
〈R(eµ, eν)eµ, eσ〉γνγσ.

Because 〈R(eµ, eν)eρ, eσ〉 = 〈R(eρ, eσ)eµ, eρ〉, the Clifford contraction of the Riemann
endomorphism becomes

RS =
1

4
〈R(eµ, eν)eµ, eσ〉γνγσ

=
1

8
〈R(eµ, eν)eµ, eσ〉(γνγσ + γσγν)

=− 1

4
〈R(eµ, eν)eµ, eν〉.

We conclude that RS = 1
4
κ.
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2 Calculating anomalies using Feynman diagrams

In this chapter we introduce the notion of anomalies. For this we revisit Noethers
theorem and we investigate if there are obstructions when we generalize it to quantum
field theory. These obstructions are called anomalies:

Definition 2.1. We call classical conservation law that is not satisfied in quantum
field theory an anomaly.

In this chapter we use the perturbative approach to quantum field theory. That is,
we calculate the amplitude of Feynman diagrams that relate to classical conservation
currents. We work out examples where the classical currents are not conserved.

Most calculations are done by van Nieuwenhuizen [1989], but without much detail.

2.1 Revisit of Noethers theorem

Informally, Noethers theorem can be stated as follows:

If a classical system has a continuous symmetry, then there are corre-
sponding quantities whose values are conserved.

To elaborate this, we work out three examples. In each example we define a physical
system by an action and we assume that the system is invariant under a symmetry.
We then calculate what happens to the action when we apply this symmetry and we
find that there must exist conserved quatities.

The first example is a massless complex scalar field φ ∈ Γ(R4 ⊗C). We describe the
physics by the action

S =

∫

R4

d x∂µφ
∗(x)∂µφ(x).

Assume that this system is invariant under the variation

φ 7→φ̃ = eiαφ

φ∗ 7→φ̃∗ = e−iαφ.
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where α is a smooth but infinitely small real valued function. This means that the
action must not change under this transformation. We calculate S̃ explicitly:

S̃ :=

∫

R4

d x∂µφ̃
∗∂µφ̃

=

∫

R4

d x∂µ
(

e−iα(x)φ∗) ∂µ
(

eiα(x)φ
)

=S − i

∫

R4

d x ∂µ (α(x))φ
∗∂µφ+ i∂µ(α(x))∂µ (φ

∗)φ+O(α2)

=S + i

∫

R4

d x α(x) · (∂µ (φ∗ · ∂µφ− ∂µφ∗ · φ)) +O(α2).

Invariance implies that
∫

R4 d x α(x) · (∂µ (φ∗ · ∂µφ− ∂µφ∗ · φ)) = 0. This is only
possible when

∂µ (φ
∗ · ∂µφ− ∂µφ∗ · φ) = 0.

This equation implies that jµ := φ∗ · ∂µφ− ∂µφ∗ · φ is conserved. This result is pre-
dicted by Noethers theorem. It states that for all symmetries, there exists a current
jµ such that ∂µj

µ = 0.

In this thesis we mainly look at the chiral symmetry. We study the fermions ψ ∈
Γ(R4⊕C4) with mass m which are coupled to external vector field V µ ∈ Γ(TR4) and
axial-vector field Aµ ∈ Γ(TR4). The external fields are not necessary Abelian. So let
g be a lie algebra and let {λa} be a set of generators of g. We write V µ = V µ

a λ
a ∈

Γ(TR4 ⊗ g) and Aµ = Aµaλ
a ∈ Γ(TR4 ⊗ g). The physics is described by the action

S =

∫

R4

−ψ̄(6∂ +m)ψ + iψ̄( 6V + 6Aγ5)ψ d x. (2.1)

The Abelian chiral symmetry is given by

ψ 7→eiα(x)γ5ψ

ψ̄ 7→ψ̄eiα(x)γ5 .

where α is an infinitely small real valued function. Under this symmetry the action
transforms into

S 7→
∫

R4

d x − ψ̄eiα(x)γ5(6∂ +m)eiα(x)γ5ψ + iψ̄eiα(x)γ5( 6V + 6Aγ5)eiα(x)γ5ψ

S 7→S +

∫

R4

dx − ψ̄γµγ5ψ · ∂µα(x)−mψ̄(e2iα(x)γ5 − 1)ψ

S 7→S +

∫

R4

dx α(x)
(

∂µ
(

ψ̄γµγ5ψ
)

− 2im ψ̄γ5ψ
)

+O(α2). (2.2)
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2.2. Chiral currents in triangle diagrams Andries Salm

The invariance of the action implies that

∂µ
(

ψ̄γµγ5ψ
)

= 2im ψ̄γ5ψ.

If m = 0, we notice that jµ = ψ̄γµγ5ψ is conserved. This is Noethers theorem for
the Abelian chiral symmetry.

There is also the non-Abelian chiral symmetry. Again we consider the action given
in Equation 2.1 but now we assume that S is invariant under

ψ 7→eiα(x)λaγ5ψ

ψ̄ 7→ψ̄eiα(x)λaγ5 .

In the same manner we can calculate the variation of S. Note that λa does not
commute with A and V . Thefore, the variation of S is not equal to Equation 2.2, but
is actually equal to

S+

∫

R4

d xα(x)
(

∂µ
(

ψ̄γµγ5λaψ
)

+ ψ̄γµγ5
(

iV b
µ + iAbµγ5

)

[λa, λb]ψ − 2im ψ̄γ5λaψ
)

.

By the invariance of the action we conclude

∂µ
(

ψ̄γµγ5λaψ
)

= −ψ̄γµγ5
(

iV b
µ + iAbµγ5

)

[λa, λb]ψ + 2im ψ̄γ5λaψ.

To simplify the notation, let T ∈ {Id} ∪ g. We define the chiral current as

jµT = ψ̄γµγ5Tψ. (2.3)

If T = Id, then jµT is the current for the Abelian chiral symmetry. If T = λa, then j
µ
a

is the current for the non-Abelian chiral symmetry. In both cases, the chiral current
satisfies

∂µ
(

ψ̄γµγ5Tψ
)

= −ψ̄γµγ5
(

iV b
µ + iAbµγ5

)

[T, λb]ψ + 2im ψ̄γ5Tψ. (2.4)

2.2 Chiral currents in triangle diagrams

In the previous section, we applied Noethers theorem to chiral currents. The result we
found was based on classical mechanics. Now we calculate the same chiral currents in
quantum field theory. In this chapter we use one-loop approximations to calculate the
amplitudes of scattering processes that are linearly dependent on the chiral current.
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p+ q, ρ, T

l
q, µ, ap, ν, b

l − ql + p

Figure 1: Example of an anomalous scattering process. On top a particle of an axial-
vector field couples to a massive fermion/anti-fermion which then decays into two
vector fields. The labels p, q and l are used to denote the momentum, µ, ν, ρ are used
to denote the momentum index and a and b are used to denote the gauge index. In
case of the Abelian anomaly we set T = Id, else T is an element of the gauge group.

We compare these amplitudes with the classically expected results and we will notice
that they do not coincide.

Consider the AV V diagram depicted in Figure 1. Using the following Feynman rules,
we can calculate the scattering amplitude Mµνρ

abT :

1. For each loop, add an integral
∫

d4 l
(2π)4

.

2. For each vertex between ψ, ψ̄ and V µ
a , add the term −γµλa.

3. For each vertex between ψ, ψ̄ and Aµa , add the term −γµγ5λa.

4. For each internal ψ-propagator with momentum k add the term −i6k+m
k2+m2

5. Take the trace over the gauge group and the Clifford algebra.

6. The above terms appear in the same order in the trace as they appear in the loop.
However, if the current flows clockwise, then we add the terms counterclockwise
and vise versa.
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According to these rules, the scattering amplitude becomes

Mµνρ
abT =

∫

d4 l

(2π)4
tr

[

γ5γ
ρT

−i(6 l −6 q) +m

(l − q)2 +m2
γµλa

−i6 l +m

l2 +m2
γνλb

−i(6 l + 6p) +m

(l + p)2 +m2

]

.

(2.5)

Comparing Equation 2.5 with Equation 2.3, we see that the term γργ5T is related
to the chiral current. To mimic Equation 2.4, we want to calculate ∂ρM

µνρ
abs . Recall

however that Feynman diagrams apply a Fourier transformation on the fields. Hence,
we consider contraction (p+ q)ρM

µνρ
abT .

By power counting we see that Mµνρ
abT is proportional to

∫

d4 l
l3

and so is linearly diver-
gent. To overcome this problem, we have to regularize the amplitude. That is, we
modify the theory such that the amplitude is finite. The physical situation is when
the alteration is negligible small. We work out two different regularization methods.

2.2.1 Dimensional regularization

One method is called dimensional regularization. The idea is to generalize equation
2.5 to n dimensions. Also the Clifford algebra is generalized. However, the grading
operator γ5 is still

γ5 = −iγ0γ1γ2γ3.
The result is that γ5 anti-commutes with γ0, γ1, γ2 and γ3, but commutes with the
other γµ. Furthermore, we still assume that the external fields are four dimensional.
This method was introduced by ’t Hooft and Veltman [1972] and is also called ’t
Hooft-Veltman regularization.

For dimensional regularization we need to decompose l into k + k⊥, with k ∈ R4 and
k⊥ ∈ Rn−4. The regularized (p+ q)ρM

µνρ
abT becomes

(p+ q)ρM
µνρ
abT =

∫

dn l

(2π)n
tr

[

γ5(6p+ 6 q)−i(6k + 6k⊥ −6 q) +m

(k + k⊥ − q)2 +m2
γµ

−i(6k + 6k⊥) +m

(k + k⊥)2 +m2
γν×

−i(6k + 6k⊥ + 6p) +m

(k + k⊥ + p)2 +m2

]

tr [Tλaλb] .

(2.6)

A little calculation shows that we can write

γ5(6 q + 6p) =γ5(6 q + 6p)− γ56 l −6 lγ5 + 2γ56k⊥
=− γ5(6 l −6 q − im)− (6 l + 6p− im)γ5 − 2imγ5 + 2γ56k⊥. (2.7)
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The terms −γ5(6 l−6 q−im)−(6 l+6p−im)γ5 in equation 2.7 are related to ψ̄γµγ5(iV
b
µ+

iAbµγ5)[T, λb]ψ from equation 2.4. Indeed, the term −γ5(6 l −6 q − im) simplifies the
trace in equation 2.6 into

tr

[

γ5γµ
−i(6k + 6k⊥) +m

(k + k⊥)2 +m2
γν

−i(6k + 6k⊥ + 6p) +m

(k + k⊥ + p)2 +m2

]

tr [Tλaλb] . (2.8)

This can be interpreted as a one-loop diagram with two external fields where one
vertex is connected to an external (axial-) vector field with gauge index Tλa. This is
up to the factor −i in one to one correspondence with

ψ̄γ5γ
µ(iV a

µ + iAaµγ5)Tλaψ.

Even more, this part of the scattering amplitude vanishes in dimensional regularization.
The numerator in equation 2.8 is equal to −4iǫµνστkσpτ · tr [Tλaλb] . After a shift
k → k − p/2, the amplitude of this terms becomes

− 4iǫµνστpτ

∫

dn l

(2π)n
kσ

((l − p/2)2 +m2)((l + p/2)2 +m2)
.

This term vanishes, because it is anti-symmetric in k.

The only part in equation 2.7 that is not related to the classical conservation law, is
the term 2γ56k⊥. In the rest of this section we show that this term does not vanish by
explicitly calculating

Mµν
abT,an :=2

∫

dn l

(2π)n
tr

[

γ56k⊥
−i(6k + 6k⊥ −6 q) +m

(k + k⊥ − q)2 +m2
γµ

−i(6k + 6k⊥) +m

(k + k⊥)2 +m2
γν×

−i(6k + 6k⊥ + 6p) +m

(k + k⊥ + p)2 +m2

]

tr [Tλaλb] .

(2.9)

The denominator is symmetric in k⊥. Therefore all odd orders of k⊥ in the numerator
vanish by antisymmetry. Also the quartic order of k⊥ disappear, because these terms
are proportional to

tr(γ5k
4
⊥) = ‖k⊥‖4 · tr(γ5) = 0

The 2nd order terms of k2⊥ are

Tr [γ56k⊥6k⊥γµ(−i6k +m)γν(−i(6k + 6p) +m)]

+Tr [γ56k⊥(−i(6k −6 q) +m)γµ6k⊥γν(−i(6k + 6p) +m)]

+Tr [γ56k⊥(−i(6k −6 q) +m)γµ(−i6k +m)γν6k⊥] .
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2.2. Chiral currents in triangle diagrams Andries Salm

This trace can be calculated using the commutation rules and the trace identities2. It
is equal to

4i‖k⊥‖2ǫµνρσqρpσ. (2.10)

where ǫµνρσ is the Levi-Civita symbol3. Combining equation 2.10 and 2.9 we get that
Mµν

abT,an equals

8ǫµνρσqρpσ ·
∫

dn l

(2π)n
k2⊥

((k − q)2 + k2⊥ +m2)(k2 + k2⊥ +m2)((k + p)2 + k2⊥ +m2)
.

(2.11)

This integral cannot vanish, because the integrand is positive. It can happen that it
is linearly dependent on the dimensions of k⊥. Then it vanishes when n→ 4. This is
not the case and we will spend the rest of this paragraph to show this.

First we simplify equation 2.11 by using the Feynman trick

1

ABC
= 2

∫ 1

0

d x

∫ 1−x

0

d y
1

(xA+ yB + (1− x− y)C)3
(2.12)

where we choose the following values for A, B and C:

A =(k + p)2 + k2⊥ +m2 B =(k − q)2 + k2⊥ +m2 C =k2 + k2⊥ +m2. (2.13)

The denominator in equation 2.12 becomes

xA + yB + (1− x− y)C =(k + xp− yq)2 + k2⊥ +m2 + xp2 + yq2 − (xp− yq)2.

If we shift k to k − xp + yq and define

a = m2 + xp2 + yq2 − (xp− yq)2,

then the denominator equals (l2 + a2)3. The anomalous term Mµν
abT,an simplifies into

16ǫµνρσqρpσ ·
∫ 1

0

d x

∫ 1−x

0

d y

∫

dn l

(2π)n
k2⊥

(l2 + a2)3
tr[Tλaλb]. (2.14)

2These are tr(γ5) = 0, tr(γ5γµ1
. . . γµ2k+1

) = 0, γ(γ5γµγnu) = 0 and tr(γ5γµγνγργσ) = 4iǫµνρσ.
3ǫµνρσ = ±1 depending on the permutation of the indices. If two indices are equal, the Levi-Civita

symbol is vanishes.
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From symmetry arguments we can replace
k2⊥

(l2+a2)3
with n−4

n
· l2

(l2+a2)3
. Indeed, notice

that

dn l

(2π)n
k2⊥

(l2 + a2)3
=(n− 4)

dn l

(2π)n
k2n

(l2 + a2)3

=
n− 4

n

dn l

(2π)n
k21 + . . .+ k2n
(l2 + a2)3

=
n− 4

n

dn l

(2π)n
l2

(l2 + a2)3
.

Hence, the integrand from equation 2.14 equals

n− 4

n

l2

(l2 + a2)3
tr[Tλaλb] =

n− 4

n

(

1

(l2 + a2)2
− a2

(l2 + a2)3

)

tr[Tλaλb].

The integral
∫

dn l
(l2+a2)α

is called an Feynman integral [1972] and its result is set to

iπn/2
Γ(α− 1

2
n)

Γ(α)
(a2)

1
2
n−α.

The term n−4
n

a2

(l2+a2)3
will be a multiple of n−4 after integration. Therefore, this term

disappears in the limit n → 4. The other term, 1
(l2+a2)2

, induces a factor Γ(2 − n
2
)

which approximates − 2
n−4

in the limit n→ 4. Therefore, there is a non-zero constant
c,independent of x and y, such that

lim
n→4

∫

dn l

2πn
k2⊥

(l2 + a2)3
= c.

The anomalous part Mµν
abT,an is equal to

Mµν
ab,an =16cǫµνρσqρpσ ·

∫ 1

0

d x

∫ 1−x

0

d y tr[Tλaλb]

=8c · ǫµνρσqρpσ · tr[Tλaλb].

In the Abelian case, this does not vanish. For the non-Abelian case, Mµν
ab,an vanishes

if and only if tr[Tλa, λb] = 0. We summarize this result in a theorem:
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2.2. Chiral currents in triangle diagrams Andries Salm

Theorem 2.2. The classical conservation laws for the chiral current does not hold
in quantum field theory. Therefore, the chiral symmetry is called anomalous.

2.2.2 Regularization using Pauli-Villars method

Another regularization method is the Pauli-Villars method. The idea is to subtract the
same amplitude, but we replace the mass m of the Dirac fermion with some mass M
(van Nieuwenhuizen [1989]). This is depicted in figure 2. The physical limit is when
M tends to infinity, because in this limit the regulating particle vanishes.

−m M

Figure 2: Pauli-Villars regularization. We subtract the same diagram from the original,
but we replace the mass m of the Dirac fermion with some mass M . The physical
limit is when M tends to infinity.

In the example of the AVV-diagram, we show that this method indeed regulates the
divergences. The denominator in equation 2.5 is of order l6. Thus the current (p +
q)ρM

µνρ
abT diverges if the nominator is of degree l2 or larger. We compare the orders

of l w.r.t. the orders of m and the number of gamma matrices. It is summarized in
table 1. From this table we conclude that the only the mass independent part of the
numerator need regularization. In this case the numerator of (p+ q)ρM

µνρ
abT equals

tr [γ5(6p+ 6 q)(6 l −6 q)γµ6 lγν(6 l + 6p)] · tr(Tλaλb).

A simple calculation shows that

31



Andries Salm 2. Calculating anomalies using Feynman diagrams

Cl m l Vanishes? Convergent?

3 m3 l0 Yes, by trace identities -

4 m2 l0 - l1 No Yes, by power counting

5 m1 l0 - l2 Yes, by trace identities -

6 m0 l1 - l3 Only after regularization Only after regularization

Table 1: Order analysis of the numerator in equation 2.5. For a given number of
gamma matrices (Cl), we give the possible orders of the massm and the loop momenta
l. We also state if the given Clifford order vanishes and if it is convergent.

(p+ q)ρM
µνρ
abT (m)|m indep. num. − (p+ q)ρM

µνρ
abT (m)|M indep. num.

=

=i

∫

d4 l

(2π)4
tr [γ5(6p+ 6 q)(6 l −6 q)γµ6 lγν(6 l + 6p)] · Tr[Tλaλb]×

× 1

((l − q)2 +m2)(l2 +m2)((l + p)2 +m2)

× 1

((l − q)2 +M2)(l2 +M2)((l + p)2 +M2)

×
(

3l4 ∗ (M2 − 3m2) + l4 · O(l−1)
)

.

(2.15)

By power counting, we see that the integral in equation 2.15 converges. Hence, the
Pauli-Villars method is a valid regularization method.

If one sets k⊥ = 0 equation 2.7 is also valid for the Pauli-Villars regularization.
Using the same argument as in dimensional regularization, we conclude that the first
two terms in equation 2.7 vanishes in the integral. Therefore the physical current is
proportional to lim

M→∞
〈−2imγ5 + 2iMγ5〉 and the chiral current is anomalous when

lim
M→∞

〈2iMγ5〉 doesn’t vanish. The amplitude 〈2iMγ5〉 is given by

〈2iMγ5〉 =
∫

dn l

(2π)n
tr

[

2iMTγ5
−i(6 l −6 q) +M

(l − q)2 +M2
γµλa

−i6 l +M

l2 +M2
γνλb

−i(6 l + 6p) +M

(l + p)2 +M2

]

.

(2.16)

From the trace identities4 and the commutation rules we calculate the trace. Equation

4These are tr(γ5) = 0, tr(γ5γµ1
. . . γµ2k+1

) = 0, γ(γ5γµγnu) = 0 and tr(γ5γµγνγργσ) = 4iǫµνρσ.
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2.16 equals

〈2iMγ5〉 =
∫

dn l

(2π)n
8M2ǫµνρσpρqσ · tr [Tλaλb]

((l − q)2 +M2)(l2 +M2)((l + p)2 +M2)
. (2.17)

We use the same Feynman tick and Feynman integral we used in dimensional regular-
ization. The integral over the denominator in equation 2.17 equals

∫

d4 k
1

(k2 + µ2)3
= I(4, 3) = iπ2Γ(3− 2)

Γ(3)
(µ2)2−3

and this is proportional to 1
M2+...

. So in the limit M → ∞, the term 〈2iMγ5〉 is
not zero, but is a multiple of ǫµνρσqρpσ ·Tr[Tλaλb]. This matches the result found in
dimensional regularization.

2.3 Other triangle diagrams

Not only the AVV-diagram contains an anomaly. There is another one-loop diagram
that shows that the chiral current is anomalous. It is the AAA diagram and it uses the
same diagram shown in figure 1, but all external fields are axial-vector fields. We calcu-
late the anomalous part of the part of the scattering using dimensional regularization.
That is, we need to find

Mµν,AAA
abT,an :=2

∫

dn l

(2π)n
tr

[

γ56k⊥
−i(6k + 6k⊥ −6 q) +m

(k + k⊥ − q)2 +m2
γµγ

5−i(6k + 6k⊥) +m

(k + k⊥)2 +m2
γνγ

5×

−i(6k + 6k⊥ + 6p) +m

(k + k⊥ + p)2 +m2

]

tr [Tλaλb] .

(2.18)

The difference between equation 2.9 and 2.18 is that we have replaced γµ and γν

with γµγ5 resp. γνγ5. This correspond with the replacement of the external vector
fields with axial-vector fields. Using the trace identities we calculate the trace of the
numerator and it equals

4ik2⊥ǫ
µνρσ (2kρ(p+ q)σ − qρpσ) · Tr(Tλaλb).

Using the same Feynman trick as in equation 2.12 and 2.13, we conclude thatMνν,AAA
Tab,an

is

16ǫµνρσ
∫ 1

0

d x

∫ 1−x

0

d y

∫

dn l

(2π)n
k2⊥ · (2(k − xp+ yq)ρ(p+ q)σ − qρqσ)

(l2 + a2)3
tr[Tλaλb].

(2.19)
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(Note that in the Feynman trick we shifted k and therefore we have the term k−xp+yq
in equation 2.19.) This can be simplified if we use the antisymmetry of ǫ and the fact
that the linear order of k disappears. Hence equation 2.19 can be written as

16ǫµνρσqρqσ

∫

dn l

(2π)n
k2⊥

(l2 + a2)3
tr[Tλaλb] ·

∫ 1

0

dx

∫ 1−x

0

d y(2(x+ y)− 1). (2.20)

Comparing equation 2.20 with 2.14, we see that the anomalous amplitude for the
AVV- and the AAA-diagram differs by the constant

∫ 1

0
d x
∫ 1−x
0

d y(2(x+ y)− 1)
∫ 1

0
dx
∫ 1−x
0

d y

and by integration over x and y we conclude that this constant equals 1/3.

2.4 Anomalies in box- and pentagon-diagrams

Not only triangle diagrams, but also box and pentagon diagrams have anomalous
behavior. In this paragraph we calculate the box and pentagon anomaly using dimen-
sional regularization. The calculation is similar to the triangle diagram. However, we
first perform order analysis such that the equations doesn’t become page filling. We
follow the following steps:

1. Get an expression for the scattering amplitude using Feynman rules and contract
it with the momenta of the A-field. This expression is proportional to the chiral
current.

2. Generalize γ5(6p+ 6 q) = −γ5(6 l−6 q− im)− (6 l+ 6p− im)γ5 − 2imγ5 + 2γ56k⊥ for
the box- and pentagon diagram so that we determine the anomalous part.

3. Apply the Feynman trick and make the denominator in the integrand symmetric.

4. Determine which orders of k⊥ and k do vanish and which do not.

5. Calculate the non-vanishing terms.

Consider the box- and pentagon diagrams shown in figure 3. We use the shorthand
notation p̂i = p1 + . . . + pi and p̂0 = 0. From the Feynman rules we deduce an
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l + p̂3

p3, ρ, c

p2, ν, b

p1, µ, a

l + p̂2 l + p̂1

l

p̂3, λ, T

(a) Box diagram

p̂4, λ, T

l + p̂4

p4, σ, d

l + p̂3

p3, ρ, c p2, ν, b

l + p̂1

p1, µ, a

l

(b) Pentagon diagram

Figure 3: Example of an anomalous scattering processes with four resp. five external
fields. In these examples we assume that the top external field is an axial-vector field
and the other external fields are vector fields.

expression for the scattering amplitude. These are

Mµνρλ,4
abcT =

∫

d ln

(2π)n
Tr

[

γ5γ
λT (6 l + im)γµλa(6 l + 6p̂1 + im)γνλb
(l2 +m2)((l + p̂1)2 +m2)

×

× (6 l + 6p̂2 + im)γρλc(6 l + 6p̂3 + im)

((l + p̂2)2 +m2)((l + p̂3)2 +m2)

]

Mµνρσλ,5
abcdT =

∫

d ln

(2π)n
Tr

[

γ5γ
λT (6 l + im)γµλa(6 l + 6p̂1 + im)γνλb
(l2 +m2)((l + p̂1)2 +m2)

×

× (6 l + 6p̂2 + im)γρλc(6 l + 6p̂3 + im)γσλd(6 l + 6p̂4 + im)

((l + p̂2)2 +m2)((l + p̂3)2 +m2)((l + p̂4)2 +m2)

]

.

The vertex γ5γ
λ is proportional to the chiral current. To show that these diagrams

are anomalous, we need to contract these expressions with p̂3,λ resp. p̂4,λ. Then we
can compare the results with classical mechanics.

We continue with the second step. Recall that in dimensional regularization, γ5 anti-
commutes with γ0, ..., γ3, but commutes with the other gamma matrices. If expand l
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into k + k⊥ with k ∈ R4 and k⊥ ∈ Rn−4, we get the identity

γ5 6p̂3 =− γ5(6 l − im)− (6 l + 6p̂3 − im)γ5 − 2imγ5 + 2γ56k⊥
γ5 6p̂4 =− γ5(6 l − im)− (6 l + 6p̂4 − im)γ5 − 2imγ5 + 2γ56k⊥.

(2.21)

The first three terms in equation 2.21 are in one-to-one correspondence with the
classical current conservation law. Therefore the box and pentagon diagrams are
anomalous if

Mµνρ,4
abcT,an =

∫

d ln

(2π)n
Tr

[

2γ56k⊥T (6 l + im)γµλa(6 l + 6p̂1 + im)γνλb
(l2 +m2)((l + p̂1)2 +m2)

×

× (6 l + 6p̂2 + im)γρλc(6 l + 6p̂3 + im)

((l + p̂2)2 +m2)((l + p̂3)2 +m2)

]

and Mµνρσ,5
abcdT,an =

∫

d ln

(2π)n
Tr

[

2γ56k⊥T (6 l + im)γµλa(6 l + 6p̂1 + im)γνλb
(l2 +m2)((l + p̂1)2 +m2)

×

× (6 l + 6p̂2 + im)γρλc(6 l + 6p̂3 + im)γσλd(6 l + 6p̂4 + im)

((l + p̂2)2 +m2)((l + p̂3)2 +m2)((l + p̂4)2 +m2)

]

(2.22)

does not vanish.

In the next step we symmetrize the denominator by applying the Feynman trick. In
the general case, the Feynman trick is

1

A1 · . . . · Am
= (m− 1)!

∫ 1

0

d z1 . . .d zm
δ(1−

∑

i zi)

(
∑

i ziAi)
m
. (2.23)

Comparing equation 2.22 and 2.23 we choose Ai = (k + p̂i)
2 + k2⊥ + m2. The

denominators in equation 2.22 can be written as

(

∑

i

Aizi

)m

=

(

∑

i

zi
(

k2 + k2⊥ +m2 + 2k · p̂i + p̂2i
)

)m

=





(

k +
∑

i

zip̂i

)2

+ k2⊥ +m2 +
∑

i

zip̂
2
i −

(

∑

i

zip̂i

)2




m

.

Let µ2 = m2 +
∑

i zip̂
2
i − (

∑

i zip̂i)
2 and shift k to k −∑i zip̂i. If we set Bi =
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p̂i −
∑

j zj p̂j, equation 2.22 simplifies to

Mµνρ,4
abcT,an =

∫

d ln

(2π)n
Tr

[

2γ56k⊥T (6 l + 6B0 + im)γµλa(6 l + 6B1 + im)γνλb
(l2 + µ2)4

×

× (6 l + 6B2 + im)γρλc(6 l + 6B3 + im)]

Mµνρσ,5
abcdT,an =

∫

d ln

(2π)n
Tr

[

2γ56k⊥T (6 l + 6B0 + im)γµλa(6 l + 6B1 + im)γνλb
(l2 + µ2)5

×

× (6 l + 6B2 + im)γρλc(6 l + 6B3 + im)γσλd(6 l + 6B4 + im)] .

(2.24)

Note that the denominator is symmetric in k and k⊥. The numerator is symmetric if
the terms are a multiple of k2⊥(l

2)m for some m ∈ N. For these terms we can use the
following symmetry argument:

∫

dn l

(2π)n
k2⊥l

2m

(l2 + µ2)d
=
n− 4

n

∫

dn l

(2π)n
l2m+2

(l2 + µ2)d
.

We expand the numerator of equation 2.24 in a polynomial in l. In table 2 and 3
we determine which orders will vanish. There we notice that all terms are a multiple

of (µ2)α

(l2+µ2)β
. In dimensional regularization this integrates to iπn/2 Γ(β−n/2)

Γ(β)
(µ2)n/2+α−β .

By the following proposition, we show that for some values of β it vanishes.

Proposition 2.3. Let β ∈ N and f a smooth map. The limit

lim
n→4

n− 4

n
· iπ n

2
Γ(β − n

2
)

Γ(β)

∫ 1

0

d z1 . . .d zmδ

(

1−
∑

i

zi

)

f(zi) · (µ2)
n
2
+α−β

is zero if β > 2 and converges if β = 0.

We postpone the proof of this proposition to the end of this chapter. From table 2
and 3 we conclude that the only non-vanishing terms of equation 2.24 are

Mµνρ,4
abcT,an =

∫

d ln

(2π)n
Tr[Tλaλbλc]

(l2 + µ2)4
×

× (Tr [2γ56k⊥( 6B0 + im)γµ6 lγν6 lγρ6 l] + Tr [2γ56k⊥6 lγµ( 6B1 + im)γν6 lγρ6 l] +
Tr [2γ56k⊥6 lγµ6 lγν( 6B2 + im)γρ6 l] + Tr [2γ56k⊥6 lγµ6 lγν6 lγρ( 6B3 + im)])

Mµνρσ,5
abcdT,an =

∫

d ln

(2π)n
Tr[Tλaλbλcλd]

(l2 + µ2)5
Tr [2γ56k⊥6 lγµ6 lγν6 lγρ6 lγσ6 l] .

(2.25)
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Order(s) of l Vanishes?

0,2,4 Yes, Then the numerator of equation 2.24 is antisymmetric
in k or k⊥.

1 Yes, the first order of equation 2.24 is proportional to

k2⊥
(l2 + µ2)4

=
n− 4

n

l2

(l2 + µ2)4

=
n− 4

n

(

1

(l2 + µ2)3
− µ2

(l2 + µ2)4

)

.

By Proposition 2.3 this vanishes.

3 No

Table 2: Order analysis of equation 2.24 for the box diagram. We expand this equation
in l and we determine which orders vanishes.

Using the Clifford algebra, we work out the spin traces. We conclude that for the box
diagram this trace is a multiple of ǫµνρτp(i),τ . For the pentagon diagram equation 2.25
is a multiple of ǫµνρσ.

We finish this paragraph with the proof of Proposition 2.3. We simplify our notation
with

∫ 1

0
d z1 . . .d zmδ (1−

∑

i zi) =
∫

∆
d zi. Observe that

lim
n→4

n− 4

n
· iπ n

2
Γ(β − n

2
)

Γ(β)

∫

∆

d zif(zi) · (µ2)
n
2
−β

=

(

lim
n→4

−2iπ
n
2

nΓ(β)

)

(

lim
n→4

(2− n/2) Γ (β − n/2)
)

(

lim
n→4

∫

∆

d zif(zi) · (µ2)
n
2
−β
)

.

(2.26)

The first part of equation 2.26 can be easily calculated and is equal to −iπ2

2Γ(β)
. The

second term vanishes if β > 2. If β = 2, the second term does not vanish, but is
equal to

lim
n→4

(2− n/2) Γ (2− n/2) = lim
n→4

Γ (3− n/2) = 1.

We finally focus on the last term of equation 2.26. We need to show that this integral
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Order(s) of l Vanishes?

0,2,4 Yes, Then the numerator of equation 2.24 is antisymmetric
in k or k⊥.

1 Yes, the first order of equation 2.24 is proportional to

k2⊥
(l2 + µ2)5

=
n− 4

n

l2

(l2 + µ2)5

=
n− 4

n

(

1

(l2 + µ2)4
− µ2

(l2 + µ2)5

)

.

By Proposition 2.3 this vanishes.

3 Yes, the third order of equation 2.24 is proportional to

k2⊥l
2

(l2 + µ2)5
=
n− 4

n

l4

(l2 + µ2)5

=
n− 4

n

(

1

(l2 + µ2)3
− 2µ2

(l2 + µ2)4
+

µ4

(l2 + µ2)5

)

.

By Proposition 2.3 this vanishes.

5 No

Table 3: Order analysis of equation 2.24 for the pentagon diagram. We expand this
equation in l and we determine which orders vanishes.

converges. Recall that

µ2 −m2 =
∑

i

zip̂
2
i −

(

∑

i

zip̂i

)2

≥ 0.

Hence the map f · (µ2)n/2−β does not have 1
0
behavior on ∆. This concludes that

f · (µ2)n/2−β is integrable for each value of n ∈ R. This proves the proposition.

2.5 Non-Abelian Anomalies in Feynman diagrams

Till now, we ignored the traces like Tr(Tλa . . . λc). These terms are determined by the
properties of the gauge group. It turns out that in some cases these terms vanishes.
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We give two examples of this phenomena. In both cases we assume Bose symmetry.
Recall that this is the symmetry when one interchanges external lines.

Example 2.4. If T = 1, then the pentagon anomaly vanishes due to Bose symme-
try.

Indeed, the pentagon anomaly is proportional to

ǫµνρσ · tr(Tλaλbλcλd). (2.27)

Bose symmetry requires that the above expression is symmetric under the permutation
of the pairs (a, µ), (b, ν), (c, ρ) and (d, σ). By adding all the permuted versions of
equation 2.27 we get an expression with 24 terms, which can be written as

ǫµνρσ · tr (T{[λa, λb], [λc, λd]}+ T{[λa, λc], [λd, λb]}+ T{[λa, λd], [λb, λc]}) . (2.28)

We now assume that T = 1. Note that due to the cyclic property of the trace, the
anti-commutator in equation 2.28 simplifies to

2ǫµνρσ · tr ([λa, λb][λc, λd] + [λa, λc][λd, λb] + [λa, λd][λb, λc])

and this can be written as

2ǫµνρσ · tr (λa([λb, [λc, λd]] + [λc, [λd, λb]] + [λd, [λb, λc]])) .

From the Jacobi identity we conclude that the Abelian pentagon anomaly vanishes.

Example 2.5. If all triangle anomalies vanishes, then the box and pentagon anoma-
lies vanishes due to Bose symmetry.

Under Bose symmetry the triangle anomaly is proportional to

ǫµνρσqρpσ · tr(Tλaλb) + ǫνµρσpρqσ · tr(Tλbλa).

which equals ǫµµρσqρpσ · tr(T{λa, λb}). Hence all triangle anomalies vanishes if and
only if tr({λa, λb}λc) = 0 for all generators of the lie algebra λa, λb, λc. We call
tr({λa, λb}λc) to be the d-symbol and we denote it as dabc. We show that the box
and pentagon anomalies can be written as linear combinations of d-symbols.
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Assume that T = λe. We can write equation 2.28 in terms of d-symbols using the
structure constants5 f cab:

ǫµνρσ · (f fabf
g
cd + f facf

g
db + f fadf

g
bc) defg

Clearly this vanishes if the d-symbol vanishes. We repeat the calculation for the box
diagram. Under Bose symmetry, the anomaly is proportional to

ǫµνρτp(i),τ · tr(λeλaλbλc) + ǫµνρτp(i),τ · tr(λeλaλbλc)
+ǫνρµτp(i),τ · tr(λeλbλcλa) + ǫνµρτp(i),τ · tr(λeλbλaλc)
+ǫρµντp(i),τ · tr(λeλcλaλb) + ǫρνµτp(i),τ · tr(λeλcλbλa).

We write this in terms of (anti)-commutators

1

2
ǫµνρσp(i),σ tr(λd({λa, [λb, λc]}) + {λb, [λc, λa]}+ {λc, [λa, λb]}).

This is a linear combination of d-symbols, because it equals

1

2
ǫµνρσp(i),σ (f

e
bcdaed + f ecadbed + f eabdced) .

So when the d-symbol vanishes, the box and pentagon anomaly also vanishes. Georgi
and Glashow calculated the d-symbol for many matrix groups and showed that in most
cases the d-symbol vanishes. For more information, see Georgi and Glashow [1972].

Now we calculated the chiral anomaly in the one-loop approximation we might ask if
there is any anomalous behavior in higher order loop approximations. Adler and Bardeen
[1969] calculated higher order loops and they came to the conclusion

Theorem 2.6 (Adler and Bardeen [1969]). The chiral anomaly can be fully deter-
mined in the one loop approximation.

In the next chapter we consider another method to calculate anomalies and there we
prove this theorem.

5Recall: f c
ab are uniquely defined by [λa, λb] = f c

abλc
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Andries Salm 3. Calculating anomalies using path integrals

3 Calculating anomalies using path integrals

In the previous chapter, we have seen that anomalies are related to the braking of
classical conservation laws when we consider its results in one-loop diagrams. In this
chapter we examine another point of view, namely we show that anomalies arise due
to the fact that the path integral measure is not invariant under the symmetry.

To show this, we first consider the simple case of massless Dirac fermions in the path
integral formalism. Using the method introduced by Fujikawa [1980], we again show
that the chiral symmetry is anomalous. After this, we look at other examples and we
relate them to the results found when using perturbation theory.

Finally we analyze Fujikawas method from a more mathematical perspective. We show
that the anomaly only depends on the topology of the gauge bundle and is a specific
application of the Atiyah-Singer index theorem. In the next chapters we prove the
index theorem using Fujikawas method.

3.1 The Fujikawa method

In classical mechanics we investigated how the action D changed under symmetry
transformations of the fields ψ. From this we deduced conserved quantities we called
Noethers currents. In quantum field theory the dynamics of a field are not determined
by the action, but by the generating functional

Z =

∫

Dψ̄ Dψ exp (iS) .

Here
∫

Dψ is the path integral over all fields ψ. With Fujikawas method(1980, 2004)
we mimic Noethers theorem for generating functionals. We get a result that differs
from the classical theory and this difference is the anomaly. As an example we consider
a Dirac fermion ψ of mass m in quantum electrodynamics. Let Aµ be the electromag-
netic gauge potential and let Fµν = ∂µAν − ∂νAµ be the field strength. The action
for this fermion is given by

S =

∫

R4

d4 x ψ̄iγµ(∂µ − iAµ)ψ −mψ̄ψ − 1

4
FµνF

µν . (3.1)

As usual we work with a flat four dimensional spacetime, but instead of using the
Minkowski metric, we use the Euclidean metric. For this we need to replace the i with
−1 in equation 3.1 We use the following properties of path integrals:
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3.1. The Fujikawa method Andries Salm

1. The path integral is different for fermionic than for bosonic particles. For
fermionic particles physicists use Berezin integration for which the Jacobian
is given by the inverse of regular Jacobian.

2. The Dirac field ψ is actually a bispinor. That is, C4 has 2 irreducible spin-
representations and thus describes 2 spin particles. Therefore we treat ψ̄ and ψ
as separate particles and so we integrate them seperately.

We assume that the Dirac fermion is invariant under the transformation

ψ 7→eiα(x)γ5ψ

ψ̄ 7→ψ̄eiα(x)γ5 .

where α is an arbitrary but infinitely small real-valued map on R4. Under this symmetry
the action S changes into

S̃ = S +

∫

ℜ4

d4 x α(x)
[

∂µ(ψ̄γ
µγ5ψ) + 2imψ̄γ5ψ

]

.

If we denote the Jacobian of the path integral as Jψ, then the generating functional
Z transforms into

Z̃ =

∫

Dψ̄ Dψ Jψ̄Jψ exp
(

−S −
∫

R4

d4 x α(x)
[

∂µ(ψ̄γ
µγ5ψ) + 2imψ̄γ5ψ

]

)

.

(3.2)

Clearly, we get the classical chiral current conservation if and only if the Jacobians are
equal to one. To show that the chiral symmetry is anomalous we need to calculate
the Jacobians. For this we must assume that α is small enough such that it behaves
as a constant. Formally, the Jacobian is given by

Jψ ≡ det −1 exp(iα γ5) = exp(−iTr(α γ5)) +O(α̇, α2)

where Tr is the trace over spacetime and all spin indices. The expression is exactly
the same for Jψ̄ and therefore is the combined Jacobian

J = exp(−2iTr(α γ5)) +O(α̇, α2). (3.3)

To evaluate this explicitly, we consider an orthonormal basis of eigenvectors φn for
the operator D = γµ(∂µ − iAµ). We denote the corresponding eigenvalues with λn.
Formally the trace equals Tr(·) =

∑

n

∫

d4 x〈φn(x)| · |φn(x)〉 and so

J = exp

[

−2i
∑

n

∫

d4 x〈φn(x)|α(x)γ5|φn(x)〉
]

+O(α̇, α2).
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This is a formal calculation and may not converge. Indeed, there may be infinitely
many eigenspaces and each eigenspace may be infinite dimensional. It is also possible
that the eigenvectors are not normalizable. That is, they diverge when we integrate
over them. We tackle this problem by modifying the Jacobian slightly. For this observe
the following: Recall that the sum over an infinite sequence {cn} is defined as the
limit of the partial sums

∑M
n=0 cn. Consider the step function θ : R → {0, 1} with

θ(x) = 1 if x ≤ 1 and θ(x) = 0 if x > 1. The partial sum equals

M
∑

n=0

cn =

M
∑

n=0

cnθ
( n

M

)

=

∞
∑

n=0

cnθ
( n

M

)

.

We modify the Jacobian by replacing the step function with another smooth map
f(x) that rapidly approaches zero when x is large and f(0) = 1. See figure 4. For a
well-chosen map f the Jacobian converges absolutely. An example is e−x. We study
this regulator more thoroughly in chapter 4. In this chapter we investigate the second
method and we assume that the combined Jacobian equals

J = exp

[

−2i lim
t→0

∑

n

∫

d4 x α(x)〈φn(x)|γ5 f
(

t · λ2n
)

|φn(x)〉
]

+O(ȧ, a2). (3.4)

Using functional calculus we rewrite equation 3.4 as

1

1

0

f(x)

Figure 4: The regulator f(x),used in the Fujikawa method, mimics the behavior of
the step function. It must value 1 at x = 0 and it must rapidly decrease at infinity.

log J =− 2i lim
t→0

∑

n

∫

d4 x α(x)〈φn(x)|γ5 f
(

t ·D2
)

|φn(x)〉+O(ȧ, a2)

=− 2i lim
t→0

Tr
[

γ5 α · f
(

t ·D2
)]

+O(ȧ, a2). (3.5)
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Next we perform a change of basis. Namely, we expand the Jacobian in terms of the
plane-waves eikx. Because plane-waves form only a basis over R4, we still have to
take the trace over the spin indices. We denote the trace over the spin indices as tr.
In the plane-wave basis equation 3.5 becomes

log J =− 2i lim
t→0

∫

d4 k

(2π)4
〈k| tr

[

γ5 α · f
(

t ·D2
)]

|k〉

=− 2i lim
t→0

∫

d4 x α(x)

∫

d4 k

(2π)4
e−ik·x tr

[

γ5 f
(

t ·D2
)]

eik·x.

Note that the operator D is the Dirac operator with respect to the covariant derivative
∇µ = ∂µ − iAµ. Theorem 1.22 states that D2 = −∇µ∇µ − i

4
[γµ, γν ]Fµν and so

log J =− 2i lim
t→0

∫

d4 x α(x)

∫

d4 k

(2π)4
e−ik·x tr

[

γ5 f

(

−t∇µ∇µ −
it

4
[γµ, γν ]Fµν

)]

eik·x.

(3.6)

We simplify the equation 3.6 by pulling eik·x to the left. For this we use the Leibniz
rule [∇µ, e

ik·x] = ikµ and hence

log J =− 2i lim
t→0

∫

d4 x α(x)

∫

d4 k

(2π)4
tr

[

γ5 f

(

−t(∇µ + ikµ)
2 − it

4
[γµ, γν ]Fµν

)]

.

(3.7)

We calculate the non vanishing part of this integral. First we rescale kµ by t−1/2kµ
and the integrand of

∫

d4 x in equation 3.7 equals

∫

d4 k

(2π)4
t−2 tr

[

γ5 f

(

−(t1/2∇µ + ikµ)
2 − it

4
[γµ, γν ]Fµν

)]

. (3.8)

We consider the Taylor series of f in t
1
2 at t = 0. We only have to consider the first

four orders, because all higher orders are linear to t1/2 and vanishes when we perform
the limit t→ 0. In table 4 we analyze these orders and we see that only the t-constant
term doesn’t vanish. Hence, when t tends to zero, then equation 3.8 equals

− 1

32

∫

d4 k

(2π)4
f

′′ (

k2
)

tr [γ5 [γ
µ, γν ][γρ, σσ]]FµνFρσ.
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t Clifford order Vanishes?

t−2 tr(γ5) Yes

t−3/2 tr(γ5) Yes

t−1 tr(γ5) Yes

tr(γ5γ
µγν) Yes

t−1/2 tr(γ5) Yes

tr(γ5γ
µγν) Yes

t0 tr(γ5) Yes

tr(γ5γ
µγν) Yes

tr(γ5γ
µγνγργσ) No

Table 4: Order analysis of the Taylor approximation of equation 3.8 in t1/2 at t = 0.
For a given order of t1/2, we give the possible traces over the spin indices. Using the
trace identities we conclude if a given order vanishes

From the trace identity γ(γ5γ
µγνγργσ) = 4ǫµνρσ where ǫ is the Levi-Civita symbol,

the regularized Jacobian becomes

log J =
i

4
eµνρσ

∫

d4 x α(x)

∫

d4 k

(2π)4
f ′′(k2)FµνFρσ

=
i

16
eµνρσ

∫

d4 x α(x)FµνFρσ. (3.9)

In the last step we used the that f(0) = 1 and f(∞) = 0. We use equation 3.9 in
the transformed generating functional and so equation 3.2 equals

Z̃ =

∫

Dψ̄ Dψ exp

(

−S[ψ]−
∫

ℜ4

d4 x α(x)

[

∂µ(ψ̄γ
µγ5ψ) + 2imψ̄γ5ψ − i

16
eµνρσFµνFρσ

])

.

Because Z is conserved under the chiral transformation we get the conservation law

∂µ(ψ̄γ
µγ5ψ) = −2imψ̄γ5ψ +

i

16
eµνρσFµνFρσ.

This shows that the chiral current is anomalous.
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3.2 The covariant anomaly

Previously, we have only considered Fujikawas method for abelian anomalies. It is nat-
ural to ask whether this method also works for non-abelian gauge fields. Most steps
we can copy directly, but there are some subtleties we have to be aware of. For ref-
erence see Bertlmann [1996], which give a detailed overview of different non-Abelian
anomalies.

In the rest of this paragraph we consider the chiral symmetry for a fermion ψ with
mass m we studied in chapter 2.1. The action S is given by

S =

∫

R4

−ψ̄(6∂ +m)ψ + iψ̄( 6V + 6Aγ5)ψ d x

where Vµ and Aµ are gauge fields. In the case of the chiral symmetry we assume that
the physical system is invariant under the transformation

ψ 7→ eiα(x)Tγ5ψ ψ̄ 7→ ψ̄eiα(x)Tγ5 . (3.10)

Here α is a small real valued function. When we consider the Abelian chiral symmetry
we assume that T equals the identity. Otherwise we assume that T is a generator of
the Lie algebra. We rewrite the action and the symmetry in terms of the operators
P± = 1

2
(1 ± γ5). These operators project the fields into the ±1 eigenspace of γ5.

Because they are projection operators they obey the properties

P 2
± = P±, P+P− = P−P+ = 0, P+ + P− = 1, and γ5P± = ±P±.

We write ψ± for the projection of ψ to the ±1 eigenspace of γ5. In terms of these
new fields the action can be written as

S =

∫

R4

−ψ̄+(6∂ +m− i 6V − i6A)ψ+ +−ψ̄−(6∂ +m− i 6V + i6A)ψ− d x.

If we denote A± = V ±A and define D± = 6∂ − i6A± the action splits into the action
of two non-interacting Dirac particles. That is, the action becomes

S =

∫

R4

−ψ̄+(D+ +m)ψ+ +−ψ̄−(D− +m)ψ− d x. (3.11)

Using Fujikawas method we calculate how the generating functional changes under
the chiral symmetry. The generating functional Z =

∫

Dψ̄+Dψ+Dψ̄−Dψ− exp[−S]
transforms under equation 3.10 into

Z̃ =

∫

Dψ̄+Dψ+Dψ̄−Dψ− Jψ̄+
Jψ+Jψ̄−

Jψ− exp[−S̃] (3.12)
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where S̃ equals

S̃ = S +

∫

R4

d4 x α(x)
[

∂µ
(

ψ̄γµγ5Tψ
)

+ ψ̄γµγ5
(

iV b
µ + iAbµγ5

)

[T, λb]ψ − 2im ψ̄γ5Tψ
]

.

The transformed action S̃ was found using Noethers theorem and was calculated in
equation 2.4. We note that P±γ5 = γ5P± and hence the chiral symmetry equals

ψ± 7→ eiα(x)Tγ5ψ± ψ̄± 7→ ψ̄±e
iα(x)Tγ5 .

By definition of the fermionic path integral the Jacobian equals

Jψ̄±
= Jψ± = det −1 exp(iα Sγ5).

If we assume that α and α̇ are infinitely small, we get by the Baker–Campbell–Hausdorff
formula

Jψ̄±
= Jψ± = expTr(−iα Tγ5) +O(α2, α̇).

Again, this might diverge and we need to regulate this. We regulate the same way as
we regulated the Jacobian in the previous paragraph. For this we need to pick a real
valued maps f+, f− : R → R that vanishes at infinity and f±(0) = 1. We regulate
Jψ̄±

and Jψ± with D±. The combined regularized Jacobian equals

J = lim
t±→0

expTr
[

−2i α Tγ5 · (f+(t+ D2
+) + f−(t− D

2
−)
]

. (3.13)

Here Tr denotes the trace over the fields, spin-indices and the Lie algebra of the gauge
group. We split this trace into the trace trg over the Lie algebra and the trace Tr over
the fields and spin indices. Equation 3.13 then equals

log J = trg

[

T ·
(

lim
t+→0

Tr
[

−2iα · γ5 f+(t+D2
+)
]

+ lim
t−→0

Tr
[

−2iα · γ5 f−(t−D2
−)
]

)]

.

We already calculated lim
t±→0

Tr
[

−2iα · γ5 f±(t±D2
±)
]

in the previous paragraph. By

equation 3.9 we conclude

log J =
i

16
eµνρσ

∫

d4 x α(x) trg
[

T ·
(

F+
µνF

+
ρσ + F−

µνF
−
ρσ

)]
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where F±
µν is the field strength with respect to A±

µ . Hence equation 3.12 equals

Z̃ =

∫

Dψ̄+Dψ+Dψ̄−Dψ− exp (−S)×

×
(

−
∫

ℜ4

d4 x α(x)
[

∂µ(ψ̄γ
µγ5ψ)− ψ̄γµγ5

(

iV b
µ + iAbµγ5

)

[T, λb]ψ − 2imψ̄γ5ψ
]

)

×

×
(

+

∫

ℜ4

d4 x α(x) trg
[

T ·
(

F+
µνF

+
ρσ + F−

µνF
−
ρσ

)]

)

.

Because Z is conserved under the chiral transformation we get a conservation law.
However it does not coincide with the classical conservation equation. This shows
that the Abelian chiral current is anomalous. We call this anomaly the covariant
anomaly.

3.3 The Bardeen anomaly

In Fujikawas method, we have to regulate in order to get a well-defined Jacobian.
However, the result depends on the method of regularization. In this paragraph we
consider another regulator for the chiral current. Again the result is anomalous, but
this time it coincides with the one-loop calculations.
We consider the chiral symmetry given in equation 3.10:

ψ 7→ eiα(x)Tγ5ψ ψ̄ 7→ ψ̄eiα(x)Tγ5 (3.10)

The generating functional Z transforms under this transformation and the Jacobian
of the path integral equals

Jψ = Jψ̄ = det −1 exp(iαγ5) = exp(−iTr[α · γ5]).
We need to regulate the Jacobian in order to get a well-defined result. For the
covariant anomaly we used D± as the regulator. We now try to regulate the Jacobian
with the differential operator 6∂ − i 6V − i6Aγ5. This operator is not Hermitian. Even
more, it doesn’t commute with its adjoint. Hence it is not suitable to use in functional
calculus. To solve this, we take the analytic continuation of Aµ and we transform Aµ
to iAµ. We regulate the Jacobian with the differential operator D = 6∂−i 6V + 6Aγ5. At
the end of our calculation we undo the transformation. Note that Tr[αγ5 exp(−tD2)]
diverges in the limit t → 0. This is due to the factor γ5 in the differential operator
D. There are two approaches to solve this problem:

1. We can renormalize the theory such that the divergent terms are canceled.6

6For the mathematicians: Renormalization is the process of modifying the action with t dependent
terms such that the final result is finite.
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2. According to Hu et al. [1984], the t-divergent terms cancels if we choose a
different regulator for d ψ̄ and dψ: They regulate the Jacobian for dψ with
e−t D

2
but they use e−t D̄

2
(with D̄µ := ∂µ − iVµ − Aµ) for d ψ̄.

We use the second method, but to prevent extra terms from the Baker-Campbell-
Hausdorff formula we regulate both dψ and d ψ̄ with 1

2
(e−t D

2
+e−t D̄

2
). The regulated

Jacobian equals

J = lim
t→0

exp
[

−iTr(γ5 α (e−t D
2

+ e−t D̄
2

))
]

where Tr is the trace over spinor fields and over all spin indices. We expand this
trace using the plane wave basis eik·x. This yields an expression for the trace over
space-time, but we still need a trace over the spin-indices. If we denote the trace over
the spin indices as tr, we get

log J =− i lim
t→0

∫

d4 x α(x) ·
∫

d4 k

(2π)4
tr
(

γ5e
−ik·x (e−t D

2

+ e−t D̄
2

)eik·x
)

.

Using the Leibniz rule [D, eik·x] = i6keik·x, we pull eik·x to the left

log J =− i lim
t→0

∫

d4 x α(x) ·
∫

d4 k

(2π)4
tr
(

γ5

(

e−t (D+i6k)2 + e−t (D̄+i6k)2
))

and as before we rescale kµ with t−1/2kµ:

log J =− i lim
t→0

∫

d4 x α(x) ·
∫

d4 k

(2π)4
t−2 tr

(

γ5

(

e−(t1/2D+i6k)2 + e−(t1/2D̄+i6k)2
))

.

(3.14)

We consider the Taylor series in t1/2 at t = 0. In this approximation the integrand of
equation 3.14 equals

e−k
2

tr[γ5(2t
−2+

− it−3/2
(

{D, 6k}+ {D̄, 6k}
)

− t−1

(

D2 + D̄2 +
1

2
({D, 6k})2 + 1

2

(

{D̄, 6k}
)2
)

i

2
t−1/2

(

D2{D, 6k}+ D̄2{D̄, 6k}
)

)] + . . .
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3.3. The Bardeen anomaly Andries Salm

The order t−2 vanishes because it is proportional to tr(γ5) = 0. We notice that
the orders t−3/2 and t−1/2 are odd in k. Hence these orders also vanishes when we
integrate over k. To calculate the t−1 order let D0 = 6∂ + i 6V and notice that

D2 + D̄2 +
1

2
({D, 6k})2 + 1

2

(

{D̄, 6k}
)2

=2D2
0 + 2A2 + ({D0, 6k})2 + ([6k, 6A])2 .

(3.15)

All notions of γ5 disappears. We apply the trace identities by counting the Clifford
degree. The terms D2

0 and A
2 vanishes in the trace. The other terms in equation 3.15

are proportional to ǫµνρσkµkν . However, the integral
∫

d4 ke−k
2
kµkν equals

π2

2
ηµν and

so the t−1 order vanishes completely. We conclude that the Jacobian does not diverge
when t→ 0.

The calculation of the t-independent part of equation 3.14 is tedious and hence
we use computer algebra to solve this problem. We calculate the Jacobian using
FORM(Vermaseren [2000]) and the source code is given in the appendix. The basic
structure of the calculation is as follows:

1. We expand the exponent in equation 3.14 using the series exp(x) =
∑∞

n=0
xn

n!
.

We only consider the taylor series with five orders. All higher order terms van-
ishes because they are a multiple of t1/2.

2. We work out the trace using the gamma matrix identities

tr(γ5) = 0 tr(γ5γ
µγν) = 0 tr(γ5γ

µγνγργσ) = 4ǫµνρσ.

3. We integrate over k using the identities:
∫

d4ke−k
2

= π2

∫

d4ke−k
2

kµkν =
π2

2
ηµν

∫

d4ke−k
2

kµkνkρkσ =
π2

4
(ηµνηρσ + ηµρηνσ + ηµσηνρ).

4. We simplify the result and we recall that we transformed iAµ to Aµ.

After the calculation we conclude that the Jacobian equals

J =exp

[
∫

d4 k

16π2
α(x)ǫµνρσ tr

(

FµνFρσ +
1

3
GµνGρσ +

32

3
AµAνAρAσ−

−8

3
(AµAνFρσ + AµFνρAσ + FµνAρAσ)

)]
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where

Fµν =∂µVν − ∂νVµ + [Vµ, Vν ] + [Aµ, Aν ]

Gµν =∂µAν − ∂νAµ + [Vµ, Aν ] + [Aµ, Vν ].

This result coincide with the results in Bertlmann [1996] and van Nieuwenhuizen [1989]
and was first found by Bardeen [1969]. Therefore, Fµν and Gµν are called Bardeen
curvatures.

We compare the difference between the Bardeen anomaly and the covariant anomaly.
We notice that the Bardeen anomaly is not covariant under gauge transformation.
From this we immediately see that the Covariant anomaly and the Bardeen anomaly
must differ. There are two possible factors where the difference can come from:

1. We used different regulators for the different anomalies.

2. We changed Aµ to iAµ when we calculated the Bardeen anomaly.

When we set Aµ to zero, the Dirac operators D, D̄ and D± become equal and hence
the regulators are equal. The act of making making Aµ imaginary is irrelevant, when
Aµ = 0. Hence the results must be equal when Aµ = 0. This is indeed true, because
the Bardeen anomaly simplifies to

ǫµνρσ (∂µVν − ∂νVµ + [Vµ, Vν]) (∂ρVσ − ∂σVρ + [Vρ, Vσ]) .

This is equal to the covariant anomaly.

Earlier we calculated the chiral anomaly using Feynman diagrams. Recall that the
rules for Feynman diagrams comes from the perturbation theory of the path integral
formalism. In table 5 we compare our earlier calculated results with the results found
by Bardeen. For example, the term ǫµνρσAµAνAρAσ corresponds to an interaction
with four external A-fields. Up to first loop approximation, this is calculated in a
pentagon diagram7. In this diagram we denote

F lin
µν =∂µVν − ∂νVµ

Glin
µν =∂µAν − ∂νAµ.

See that the factor 1
3
difference in the AVV and AAA diagram corresponds to the

factor 1
3
between F lin

µν F
lin
ρσ and Glin

µνG
lin
ρσ . We see that the one loop approximation fully

7Although a pentagon diagram has 5 external fields, one is contracted to calculate the anomaly.
Hence, it correspond to ǫµνρσAµAνAρAσ
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captures the anomaly. This is first found by Adler and Bardeen [1969] and is called
the Adler-Bardeen theorem:

Theorem 3.1 (Adler and Bardeen [1969]). The chiral anomaly can be fully deter-
mined in the one loop approximation.

Bardeen anomaly Factor Feynman diagram Amplitude

F lin
µν F

lin
ρσ 1 AVV ǫµνρσqρpσ

Glin
µνG

lin
ρσ

1
3

AAA 1
3
ǫµνρσqρpσ

F lin
µν VρVσ + VµVνF

lin
ρσ 2 AVVV ǫµνρσp

(i)
σ

Glin
µνVρAσ +Glin

µνAρVσ+

VµAνG
lin
ρσ + AµVνG

lin
ρσ− 2

3
AAAV -

−F lin
µν AρAσ − 4AµF

lin
νρ Aσ − AµAνF

lin
ρσ

VµVνVρVσ 4 AVVVV ǫµνρσ

VµAνVρAσ − VµVνAρAσ+

AµVνAρVσ −AµAνVρVσ+
4
3

AAAVV -

VµAνAρVσ − 4AµVνVρAσ

AµAνAρAσ −4
3

AAAAA -

Table 5: The Bardeen anomaly has an one loop approximation using Feynman dia-
grams. In this table every term in the Bardeen anomaly is related to a triangle, box
or pentagon diagram. The prefactor of each term in the Bardeen anomaly are given
relative to F lin

µν F
lin
ρσ . Also, the results from chapter 2 are again stated.

3.4 The consistent anomaly

When we calculated the covariant anomaly, we simplified the calculation by considering
the γ5 eigenbasis. We concluded that the action given in equation 3.11 describes two
non-interacting particles. We now ask what happens to the chiral anomaly if we only
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consider massless right-handed particles ψ+. That is, what is the chiral anomaly if we
consider the action

S =

∫

R4

−ψ̄+(6∂ − i6A+)ψ+ d x?

However, this does not define a well-defined quantum theory. Using ψ+ = P+ψ =
1
2
(1 + γ5) and D+ = 6∂ − i6A+ we rewrite this action as

S =

∫

R4

−ψ̄(D+)P+ψ d x.

The operator D+P+ maps right-handed chirality spinors into left-handed chirality
spinors. Therefore, this operator has no eigenvalues and the generating functional,
which is the formal determinant of iD+P+, cannot be defined. Alvarez-Gaumé and
Ginsparg [1984] [1985] noticed that if we consider the action

S =

∫

R4

−ψ̄(D+P+ + 6∂P−)ψ d x

we get a well-defined quantum theory. Also the gauge couples only to the positive chi-
rality spinors and the non-zero eigenmodes are all right-handed. Hence the gauge the-
ories coincide. We assume that ψ+ is invariant under the symmetry ψ+ 7→ eiα(x)γ5ψ+.
Here we assume that α is an infinitely small Lie algebra valued smooth map. The
action transforms into

S̃ =S +

∫

R4

−iψ̄+γ
µ(D̃+

µα(x))ψ+ d x. +O(α2) (3.16)

where D̃+
µ = δµ − i[A+

µ , ·]. The generating functional Z[A+
µ ] transforms into

Z̃[A+
µ ] =

∫

Dψ̄DψJ · exp
(

−S̃
)

(3.17)

where J is the Jacobian of the path integral. We can use Fujikawas method to
calculate the Jacobian. However, this is a special case (Andrianov and Bonora [1984])
of Bardeens anomaly if we substitute

Vµ → 1

2
A+
µ Aµ → 1

2
A+
µ .

The Jacobian J equals
∫

d4 x tr(α(x) ·G[A+]) where G[A+] is

G[A+] =
1

32π2
ǫµνρσ

(

1

3
A+
µA

+
ν (∂ρA

+
σ )−

1

3
A+
µ (∂νA

+
ρ )A

+
σ

+
1

3
(∂µA

+
ν )A

+
ρ A

+
σ +

2

3
(∂µA

+
ν )(∂ρA

+
σ )

)
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We simplify G[A+] into

G[A+] =
1

24π2
ǫµνρσ∂µ

(

A+
ν (∂ρA

+
σ ) +

1

2
A+
ν A

+
ρ A

+
σ

)

.

This result is called the consistent anomaly. It is called this way, because G[A+]
satisfies the Wess-Zumino consistency condition [1971].

We now derive this condition. By assumption the generating functional is invariant
under the chiral symmetry. So from Equations 3.16 and 3.17 it follows that

Z[A+
µ + D̃+

µα(x)] =Z̃[A+
µ + D̃+

µ α(x)]

=

∫

Dψ̄Dψ exp

(

−S +

∫

α(x)G[A+] d4 x

)

and we conclude

lim
t→0

1

t

(

logZ[A+
µ + tD̃+

µ α(x)]− logZ[A+
µ ]
)

=

∫

α(x)G[A+](x) d4 x. (3.18)

In terms of the variational derivative we yield the anomalous Ward identity δ
δα

logZ =
G[A+]. The Ward identity can also be written in terms of differential forms8. For this
we view Z as a smooth real-valued map on the space of all fields A+

µ . That is, Z is
a 0-form on a infinite dimensional manifold. The left hand side of equation 3.18 can
be interpreted as the Lie derivative of log(Z) in the direction D̃+

µα. The right hand
side is the L2 inner product on the space of Lie algebra valued smooth maps. Hence,
the anomalous Ward identity equals

LD̃+α logZ = 〈α,G[A+]〉L2. (3.19)

Let G̃ be the exterior derivative d log(Z). It is the unique 1-form such that G̃(δAµ) =
LδAµ log(Z). By equation 3.19 we conclude G̃(D̃+α) = 〈α,G[A+]〉L2 . Using Cartans

magic formula we calculate the exterior derivative of G̃ which is

d G̃(D̃+α, D̃+β) =ιD̃+β ◦ ιD̃+α ◦ d G̃
=− ιD̃+β ◦ d ◦ιD̃+αG̃+ ιD̃+β ◦ LD̃+αG̃

=d ◦ιD̃+β ◦ ιD̃+αG̃−LD̃+β ◦ ιD̃+αG̃+ ιD̃+β ◦ LD̃+αG̃.

8See the appendix for a short introduction.
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We notice that ιD̃+β ◦ ιD̃+αG̃ is a (−1)-form. These forms does not exists and

hence d ◦ιD̃+β ◦ ιD̃+αG̃ is zero. We also recall that the commutator between a Lie
derivative and the interior product is the interior product of a Lie bracket. That is,
[Lx, ιY ] = ι[X,Y ] and hence

d G̃(D̃+α, D̃+β) =− [LD̃+α, ιD̃+β]G̃+ LD̃+α ◦ ιD̃+βG̃− LD̃+β ◦ ιD̃+αG̃

=− ι[D̃+α,D̃+β]G̃+ LD̃+α ◦ ιD̃+βG̃− LD̃+β ◦ ιD̃+αG̃. (3.20)

By the definition of the exterior derivative d2 = 0, and so equation 3.20 equals zero.
Using the Ward identity we simplify equation 3.20 into

LD̃+α〈D̃+β,G[A+]〉L2 − LD̃+β〈D̃+α,G[A+]〉L2 − 〈[D̃+α, D̃+β], G[A+]〉L2 =0.

This is the Wess-Zumino consistency condition.

3.5 Mathematical interpretation of the Fujikawa method

At last we give a mathematical interpretation to the Fujikawa method. In section 3.1
we calculated the chiral anomaly for a Dirac particle in quantum electrodynamics. The
anomaly was due to the Jacobian of the path integral. By equation 3.9 the Jacobian
equals

log J =
i

16
eµνρσ

∫

R4

d x α(x)FµνFρσ. (3.9)

For simplicity we assume that α(x) = 1. We rewrite J in terms of differential forms9.
Recall that F µν are the components of the curvature tensor F . For quantum electro-
dynamics F is a complex valued 2-form. By definition the wedge product between F
and itself equals (F ∧ F )0123 = 1

2
ǫµνρσFµνFρσ. This shows that

log J =
i

8

∫

R4

F ∧ F.

By stokes theorem we conclude that the Jacobian is determined by the cohomology
class of F ∧ F . In Chapter 6 we will show that this cohomology class only depends
on topology of the gauge bundle. At the same time, the regulated Jacobian equals

log J = −2i lim
t→0

Tr
[

γ5 f
(

t ·D2
)]

.

9See the appendix for a basic introduction.
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In the orthonormal eigenbasis φn of D where λn is the corresponding eigenvalue this
trace is given by

log J =− 2i lim
t→0

∑

n

〈φn|γ5 f
(

t ·D2
)

|φn〉

=− 2i lim
t→0

∑

n

f(t · λ2n)〈φn|γ5|φn〉.

Recall that γ5 anti-commutes with the Dirac operatorD and hence γ5φn is an eigenvec-
tor of D with eigenvalue −λn. By the orthonormality of the eigenspaces we conclude
that 〈φn|γ5|φn〉 = 0 if λn 6= 0. If n± denotes the number of independent left- resp.
right-handed zero modes of D, then

log J =− 2i
∑

left-handed
zero modes

〈φn|γ5|φn〉 − 2i
∑

right-handed
zero modes

〈φn|γ5|φn〉

=2i
∑

left-handed
zero modes

〈φn|φn〉 − 2i
∑

right-handed
zero modes

〈φn|φn〉

=− 2i(n+ − n−).

This result is found by McKean and Singer [1967]. In mathematics the quantity
n+ − n− is called the index of D. Using the Fujikawa method we see that the
index is determined by the topology of a vector bundle. This relation is first found by
Atiyah and Singer [1968] and is called the Atiyah-Singer index theorem.

In the next chapters we prove this theorem for Dirac operators on compact spaces10

by using Fujikawas method. In chapter 4 we define the operator exp(−tD2). We
will not define it using the eigenvalues of D, but as the unique operator that satisfies
( ∂
∂t

+D2)e−tD
2
= 0. In chapter 5 we show that the trace over γ5e

−tD2
is finite and

does not depend on the choice of basis. Hence, we show that e−tD
2
is a well-chosen

regulator for J .

In the next step Fujikawa considered the trace in the plane wave basis eik·x and showed
that the index of D equals the integral over a trace. In chapter 4 we show that e−tD

2

has a kernel. That is, we show that there exists an operator kt such that e−tD
2
is the

integral over this operator. Later in chapter 5 we show that the trace over γ5e
−tD2

10That is, we assume that the space-time is of finite size and we assume that it does not contain
any singularities.
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reduces to the integral
∫

tr(γ5 kt).

In the last step Fujikawa calculated a Taylor series. In chapter 7 we formalize this
in the theory of graded and filtered algebras. We show that the number of gamma
matrices induce a grading. Also, Taylor series in kµ forms a grading. However the
grading Fujikawa used is a combination of both and is due to Getzler [1983]. Till
now we explicitly calculated each term of the Taylor series. This is tedious and is
not useful when we consider the general case. Hence we investigate how the Getzler
grading behaves under the differential equation ∂

∂t
+D2. This yields another differential

equation that we can explicitly solve.
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4 Smoothing operators and Heat kernels

In chapter 3 we saw how the Abelian anomaly was related to the index of a Dirac
operator. In the following chapters we analyze this method and work out the technical
details. In this chapter we question whether a Dirac operator can be exponentiated.
This is indeed possible and we also show that we can write it as a integral.

We follow the approach given by Berline et al. [2004]. We construct the exponential
by solving a differential equation. This is still a formal solution, because we need to
show that this formal solution converges. We prove this in two steps. First we modify
the formal solution into an approximate solution that does converge. Secondly we
increase the accuracy of the approximate solution. So the basic steps in this chapter
are

Formal solution =⇒ Approximate solution =⇒ Existence.

4.1 Definitions

We want to study e−tD
2
. From the Lichnerowicz formula, we know that

D2 = ∇∗∇ + FS +
1

4
κ

where FS + 1
4
κ is a section of End(S). In this chapter we don’t need the Clifford

structure and hence we study generalized Laplacians:

Definition 4.1. Let (M, g) be a Riemannian manifold and let E be a vector bundle
overM with a positive definite inner product. A self-adjoint mapH : Γ(E) → Γ(E)
is a generalized Laplacian if there exists a compatible connection ∇ such that
H −∇∗∇ is a section of End(E).

We want to write e−tD
2
as an integral. Although vector-valued integration is well-

defined, vector bundle valued integration is not. To solve this, we construct an operator
which maps all fibers into a single one. Then vector bundle integration reduces to
vector space integration which is well defined. Such an operator is called a kernel.
Informally, for two vector bundles E1 and E2 and x, y ∈ M a kernel is a ”smooth”
linear map p(x, y) from E1

y to E2
x. To define smoothness we recall that Hom(E1

y , E
2
x)
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is isomorphic to (E1
y)

∗⊗E2
x. Using the canonical projections pr1 and pr2 fromM×M

to M we can write this as

pr∗1E
2 ⊗ pr∗2E

1
(x,y) ≃ (E2)x ⊗ (E1

y)
∗ ≃ Hom(E1

y , E
2
x).

To simplify notation we write the vector bundle pr∗1E
2 ⊗ pr∗2E

1 → M × M as
E1

⊠ E2 → M ×M . We see p is a section of E1
⊠ E2. Smoothness of a kernel

follows from the fact that sections are smooth.

Definition 4.2. Let (M, g) be a compact Riemannian manifold and let E1 and
E2 be vector bundles over M with positive definite inner products. A kernel is
a section p ∈ Γ(E1

⊠ E2) (which is a linear map p(x, y) : E1
y → E2

x). A linear
operator P : Γ(M,E1) → Γ(M,E2) is a smoothing operator if there exists a
kernel p ∈ Γ(E1

⊠ E2) such that

(Ps)(x) =

∫

y∈M
p(x, y)s(y) Vol(g).

The are two methods to define e−tD
2
. One method is to consider the eigenvalues λi

of D2 and construct an eigenbasis {vi} of D2. Then we define e−tD
2
by e−tD

2
vi =

e−tλivi. For this method we need to estimate the eigenvalues of D2 before we can
show that the exponent converges. Also, if we want to show that this is a smoothing
operator, then we need to prove this separately. We follow a more direct approach:
We consider all smoothing operators that satisfy ∂

∂t
e−tD

2
= −D2e−tD

2
. We then

show that there is a unique operator satisfying this equation which has therefore the
properties we would formally expect from e−tD

2
.

Definition 4.3. Let (M, g) be a compact Riemannian manifold, E be a vector bun-
dle overM with a positive definite inner product and H be a generalized Laplacian.
A heat kernel for H is a section kH of the vector bundle E⊠E → R+ ×M ×M
which has the following properties:

1. The kernel kH is at least once continuous differentiable in the first component

2. The kernel kH is at least twice continuous differentiable in the second com-
ponent

3. The kernel k satisfies the heat equation:
(

∂

∂t
+Hx

)

kH(t, x, y) = 0 ∀x, y ∈M, t ∈ R+
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4. The kernel kH satisfies the boundary condition. That is, in the supremum
norm

lim
t→0

∫

y∈M
kH(t, x, y) s(y) Vol(g) = s(x)

for all x ∈ M and s ∈ Γ(E).

We denote kH(t, ·, ·) as kHt (·, ·).

4.2 Examples of heat kernels

In this paragraph we give some useful examples of heat kernels for Laplacians on the
real line. Although R is not compact we can define a heat kernel if we restrict the
boundary condition to only square integrable sections of R. Note that on the real line
pt reduces to a smooth map R× R× R+ → R.

The simplest generalized Laplacian is the standard Laplacian H = − ∂
∂x2

. The heat
equation ∂

∂t
− ∂

∂x2
= 0 suggests that the heat kernel is a Gaussian function. By trial

and error we can find that the map kHt (x, y) =
1√
4πt
e−(x−y)2/4t satisfies

(

∂

∂t
− ∂2

∂x2

)

kHt (x, y) = 0.

This suggests that kHt is a heat kernel. This is indeed true.

Lemma 4.4 (Berline et al. [2004], Lemma 2.12). The map kHt (x, y) =
1√
4πt
e−(x−y)2/4t is a heat kernel for the generalized Laplacian H = − ∂2

∂x2
on R.

Proof. We are left to show that
∫

R
kHt (x, y)s(y) dy = s(x) for all s ∈ L2(R). Recall

that compactly supported smooth maps are dense in L2(R) and on this compact
support we can approximate these maps with polynomials. Hence it is sufficient to
that this is true if s(x) = xk. Consider the map

A(s, t) =
1√
4πt

∫

R

e−(x−y)2/4t+sy d y. (4.1)
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This map converges, because if we substitute y with y =
√
4tỹ + 2st+ x we get

A(s, t) =
1√
π

∫

R

e−(x−(
√
4tỹ+2st+x))2/4t+s(

√
4tỹ+2st+x) d y

=
1√
π

∫

R

e−ỹ
2+s2t+sx d ỹ

=exp(s2t+ sx). (4.2)

We calculate the Taylor series of A(s, t) in s. Comparing equation 4.1 and 4.2 we see
that

∞
∑

k=0

sk

k!

(

1√
4πt

∫

R

e−(x−y)2/4tyk d y

)

=

∞
∑

k=0

sk

k!
· (st+ x)k.

In the limit t→ 0 this simplifies to

∞
∑

k=0

sk

k!

(

lim
t→0

1√
4πt

∫

R

e−(x−y)2/4tyk d y

)

=
∞
∑

k=0

sk

k!
· xk.

This proves
∫

R
kHt (x, y)s(y) dy = s(x) for all s ∈ L2(R).

Another example is the quantum mechanical harmonic oscillator in one dimension .
Up to constants the Schrödinger equation for this system is

∂

∂t
− ∂2

∂x2
+ ω2x2 = 0

where ω ∈ R is the angular frequency. Notice that this is the heat equation for the
generalized Laplacian

H = − ∂2

∂x2
+ ω2x2.

The heat kernel is found by Mehler [1866] and in the next lemma we give the formula.

Lemma 4.5 (Mehler [1866]). Let H be the generalized Laplacian on R that is
given by H = − ∂2

∂x2
+ ω2x2. Then the heat kernel w.r.t. H exists and equals

kHt (x, y) =

√

ω

2π sinh(2ωt)
exp

[−ω(x2 + y2) coth(2ωt) + 2ω cosech(2ωt)xy

2

]

.
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Proof. To solve the heat equation, we use the ansatz:

kHt (x, y) = exp

(

a(t)

2
(x2 + y2) + b(t)xy + c(t)

)

The heat equation we need to solve is then

0 =
α̇

2
x2 + β̇xy +

α̇

2
y2 + γ̇ − (αx+ βy)2 − α + ω2x2

=x2
(

α̇

2
− α2 + ω2

)

+ y2
(

α̇

2
− β2

)

+ xy
(

β̇ − 2αβ
)

+ (γ̇ − α) .

This equation must be valid for any x, y ∈ R. Hence, we have the following system
of differential equations

α̇(t)

2
= α2(t)− ω2 = β2(t) β̇(t) = 2α(t)β(t) γ̇(t) = α(t).

The differential equation for α can be written as
∫

R
1

α2−ω2 d a = 2t+ c1 where c1 ∈ R

is an integration constant. Using change of variables this simplifies to
∫

R

α̇(t)
α2(t)−ω2 d t =

2t+ c1. The primitive is a cotangent hyperbolic11 and α equals

α(t) =− ω coth (2ωt+ c1) .

By integration and differentiation we find expressions for β and γ and hence we have

α(t) =− ω coth (2ωt+ c1)

β(t) = + ω cosech (2ωt+ c1)

γ(t) =− 1

2
log (sinh (2ωt+ c1) ∗ c2) .

Here c1 and c2 are integration constants and we find them by using the boundary
condition. Already we notice that kHt is a bounded map and so it is a well defined
operator on L2(R).

When we apply the smoothing operator on 1 and x2, we conclude that c1 must vanish.
We approximate the resulting kernel using a taylor series in t and we get that

kHt (x, y) =
1√
4πt

e−(x−y)2/4t ·
(
√

2π

ωc2
+O(t)

)

.

Using Lemma 4.4, we conclude that kHt satisfies the boundary condition if c2 =
ω
2π
.

11 Recall that coth = cosh
sinh and cosech = 1

sinh
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In our last example we generalize Mehlers kernel for Rn. This extension will be
important in the proof of Atiyahs index theorem.

Lemma 4.6 (Roe [1998], Proposition 12.25). Let R ∈ Mn×n(R) be a skew-
symmetric matrix and let F ∈ R. Let H be the generalized Laplacian on Rn given

by H = −∑i

(

∂
∂xi

+ 1
4

∑

j Rijxj

)2

+ F . Then the heat kernel kHt w.r.t. H is

given by

kHt (x, 0) =
1

(4πt)n/2
det 1/2

(

tR/2

sinh(tR/2)

)

exp

[

− 1

4t

〈

tR

2
coth

(

tR

2

)

x, x

〉

− tF

]

.

Proof. Assume that the heat kernel kHt can be written as

kHt (x, y) = wt(x, y)e
−tF .

The heat equation ( ∂
∂t
+Hx)K

H
t (x, y) = 0 simplifies to

e−tF





∂wt
∂t

−
∑

i

(

∂

∂xi
+

1

4

∑

j

Rijx
j

)2

wt



 =0 (4.3)

and this gives us a differential equation for wt. Next we consider the eigenvalue
decomposition of R. Extend R to RC : C

n → Cn and let {zi} be the eigenbasis of
RC. The eigenvalues λi w.r.t. zi must be imaginary, because R is skew symmetric. So
there exists θi ∈ R such that λi = iθi. We split zi in its real and complex components
zi = xi + iyi. We decompose the eigenvalue equation RCzi = λizi into its real and
complex components. It follows that

Rxi = −θiyi Ryi = θixi.

Because z̄i is an eigenvector of RC and xi and yi forms a linear combination of zi
and z̄i, we get that the set {xi, yi} forms a basis of Rn. Even more, this basis can be
chosen orthonormal. This follows from the relations

〈xi, Rxi〉 =− 〈Rxi, xi〉 = θi〈yi, xi〉 = 0

〈xi, Ryi〉 =− 〈Rxi, yi〉 = θi‖xi‖2 = θi‖yi‖2.s

In the orthonormal basis {xi, yi}, equation 4.3 becomes

∂wt
∂t

−
∑

i

(

∂

∂xi
+

1

4
θiyi

)2

wt −
∑

i

(

∂

∂yi
− 1

4
θixi

)2

wt = 0.
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We also assume that wt =
∏

i ui · vi, where ui is a smooth map in xi and t and vi is
a map in yi and t. From this ansatz the heat equation reduces a differential equation
for all i ≤ n:

vi

(

∂ui
∂t

− ∂2ui
∂x2i

− θi
16
x2ui

)

+ui

(

∂vi
∂t

− ∂2vi
∂y2i

− θi
16
y2vi

)

=

− θi
4

(

xi
∂

∂yi
− yi

∂

∂xi

)

ui · vi.
(4.4)

We further postulate that the left hand side and right hand side of equation 4.4 are
independent differential equations and are both equal to zero. From the left hand side
we notice that ui and vi are the heat kernels for the harmonic oscillator. That is

ui(xi, 0, t) =
1√
4πt

√

itθi/2

sinh(itθi/2)
exp

[

−1

8
iθix

2
i coth(itθi/2)

]

vi(xi, 0, t) =
1√
4πt

√

itθi/2

sinh(itθi/2)
exp

[

−1

8
iθiy

2
i coth(itθi/2)

]

.

Notice that the product ui · vi is rotation invariant. Therefore is
(

xi
∂
∂yi

− yi
∂
∂xi

)

ui ·
vi = 0. Thus the right hand side of equation 4.4 also vanishes. We finally have a
solution of the heat equation which is given by

kHt (x, 0) =e
−tF
∏

i

1

4πt

itθ/2

sinh(itθ/2)
exp

[

−1

8
iθ(x2i + y2i ) coth(itθ/2)

]

.

This equals the heat kernel proposed in the lemma. At last we need to check the
boundary condition. Note that

tR/2

sinh(tR/2)
= Id+O(t2) and

tR

2
coth

rR

2
= Id+O(t2).

Hence in the limit t→ 0,
∫

Rn k
H
t (x, 0)s(x) = s(0) for all s ∈ L2(Rn).

4.3 Uniqueness of the heat kernel

Proposition 4.7 (Berline et al. [2004], Proposition 2.17). Let (M, g) be a compact
Riemannian manifold and let E be a vector bundle on M with a positive definite
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inner product. Let H be a generalized Laplacian and suppose that H admits a heat
kernel kHt ∈ Γ(E ⊠ E). Then kt is unique and is self adjoint in te sense that

kHt (x, y)
∗ = kHt (y, x)

for all x, y ∈ M and t ∈ R+.

Proof. Let k̃Ht ∈ Γ(E ⊠E) be another heat kernel of H and let KH
t and K̃H

t be the
corresponding smoothing operators. Pick two sections u, v ∈ Γ(E) and denote 〈·, ·〉
as the inner product on E. Consider the smooth map

f(θ) = 〈KH
θ u, K̃

H
t−θv〉 0 < θ < t.

From the heat equation it follows that

∂f

∂θ
=〈−HKH

θ u, K̃
H
t−θv〉+ 〈KH

θ u,HK̃
H
t−θv〉.

This equals zero for all 0 < θ < t, because H is self-adjoint and hence f is constant.
Taking the limits θ → 0 and θ → t we conclude that

〈KH
t u, v〉 = 〈u, K̃H

t v〉.
If we multiply u and v with bump functions, then for all x, y ∈M and t ∈ R+ we get
(kHt )

∗(x, y) = k̃Ht (y, x). If we choose k̃Ht = kHt , we conclude that kHt is self adjoint.
In the general case we get for all x, y ∈M and t ∈ R+

kHt (x, y) = (k̃Ht )
∗(y, x) = k̃Ht (x, y).

Therefore the heat kernel is unique.

With a slight modification of this proof we show that smoothing operators of heat
kernels form a semi group. That is, KH

s+t = KH
s ◦KH

t . This property will be useful

later, when we show that the trace of e−tD
2
is well-defined.

Lemma 4.8 (Berline et al. [2004], Proposition 2.17(3)). Let (M, g) be a compact
Riemannian manifold, let E be a vector bundle on M with a positive definite
inner product and let H be a generalized Laplacian. If H admits a heat kernel
kHt ∈ Γ(E ⊠ E), then the corresponding smoothing operator KH

t satisfies

KH
s+t = KH

s ◦KH
t

for all s, t ∈ R+.
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Proof. Let u, v ∈ Γ(E) be two sections on E. Consider the differentiable map

f(θ) = 〈KH
θ+tu,K

H
s−θv〉 − t < θ < s.

From the heat equation it follows that

∂f

∂θ
= 〈−HKH

θ+tu,K
H
s−θv〉+ 〈KH

θ+tu,HK
H
s−θv〉.

Again, this equals zero for all −t < θ < s, because H is self-adjoint. Hence, f is
constant. Comparing f at different values of θ we conclude

〈KH
t u,K

H
s v〉 = 〈KH

s+tu, v〉

and so KH
s ◦KH

t = KH
t+s.

4.4 The formal solution of the heat kernel

In section 4.2 we found that 1√
4πt
e−x

2/4t was the heat kernel for the Laplacian on
R. For an n dimensional Riemannian manifold this kernel can be generalized into

1
(4πt)n/2 exp(−r2/4t) where r is the geodesic distance. In order to construct the heat

kernel kHt we consider the map st which is defined by st = (4πt)n/2 exp(r2/4t) · kHt .
This map measures the difference between the ’Euclidian’ heat kernel and the heat
kernel we are interested in. We show that if st is a formal power series

∑

i t
iΦi, then

st has a unique solution.

In this section we work with the following setup: Let (M, g) be an n dimensional
Riemannian manifold and let y ∈M . Consider a neighborhood Uy such that the map
exp−1

y : Uy → TyM is a chart of M . Let E → Uy be a vector bundle with a positive
definite inner product and let H be a generalized Laplacian on E. The ”Euclidian”
heat kernel we denote by

qt(x, y) =
1

(4πt)n/2
exp(−d(x, y)2/4t) ∀x ∈ Uy (4.5)

where d(x, y) is the geodesic distance between x and y.

Definition 4.9. A formal power series kHt ∈ Γ(E ⊠E) of the form

kHt (x, y) = qt(x, y)
∞
∑

i=0

tiΦi(x, y)
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is a formal solution of the heat equation if

(

∂

∂t
+Hx

)

kHt = 0

If we let kHt = qt · st be a candidate for the heat kernel, then st must satisfy a
differential equation. In the next lemmas we make this explicit.

Lemma 4.10 (Roe [1998], Lemma 7.12 and 7.13). Let st ∈ Γ(E → U×R+)⊗E∗
y

be a time-dependent section on E and let qt(·, y) : U×R+ → R be the map defined
in equation 4.5. Then

H(qt · st)− qtHst = (∆xqt)st − 2∇∇qtst.

Proof. By definition of the generalized Laplacian, the only non-commuting part of
H is the Laplacian. In a Riemannian normal coordinate system {xµ} it is given by
−
∑

µ∇µ∇µ. In this coordinate system the commutator between H and qt is given
by

[H, qt]st =−
∑

µ

[∇µ∇µ, qt]st.

Using the properties of the commutator this can be written as

[H, qt]st =−
∑

µ

∇µ[∇µ, qt]st + [∇µ, qt]∇µst

=−
∑

µ

[∇µ, [∇µ, qt]]st + 2[∇µ, qt]∇µst.

According to the Leibniz rule, the commutator between a connection and a smooth
function is the Lie derivative and hence

[H, qt]st =−
∑

µ

(LµLµqt)st + 2(Lµqt)∇µst.

Recall that −
∑

µ(LµLµqt) is the Laplacian of qt. We only need to show that
∑

µLµqt ∂
∂xµ

is the gradient of qt. Indeed, the gradient is the dual of the exterior

derivative. The dual of
∑

µ Lµqt ∂
∂xµ

equals
∑

µLµqt dxµ. This is the exterior deriva-
tive of qt in local coordinates.
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We need to calculate the Laplacian and the gradient of qt in a suitable coordinate
system. Namely, take the Riemannian normal coordinate frame and pick the polar
coordinates {r, φ1, . . . , φn−1} on TyM . In this coordinate frame the map qt reduces
to

qt =
1

(4πt)n/2
exp(−r2/4t).

For this calculation we also need the Hodge dual12, because the Laplacian can be
written as − ∗ d ∗ d. The next lemma calculates ∗ d r and after this we calculate ∆qt
and ∇qt.

Lemma 4.11. Let {r, φ1, . . . φn−1} be the polar coordinates on TyM and use the
exponential map as a coordinate frame around y. Then,

∗ d r = rn−1√g dφ1 ∧ . . . ∧ dφn−1

where g is the determinant of the metric.

Proof. First we show that ∗ d r is a multiple of dφ1 ∧ . . .dφn−1. For simplicity we
write dφ1 ∧ . . .dφn−1 = dΩ. Indeed, d r can be expanded into

∗ d r = cr dΩ +
∑

i

ci d r ∧ dφ1 ∧ . . .dφi−1 ∧ dφi+1 ∧ . . . dφn−1

where cr, ci ∈ R are the components of the vector field. We calculate dφk ∧ ∗ d r in
this local basis and using the Hodge dual. Comparing them gives

dφk ∧ ∗ d r = (−1)k+1ck d r ∧ dΩ = 〈dφk, d r〉Vol(g).

By Gauss lemma it follows that 〈dφk, d r〉 = 0 in a local neighborhood around the
origin and so ck = 0 for all k. This shows that ∗ d r = cr dΩ.

We explicitly calculate cr by computing d r∧∗ d r. Because
∥

∥

∂
∂r

∥

∥

g
= 1 it follows that

d r ∧ ∗ d r = cr d r ∧ dΩ = 〈d r, d r〉Vol(g) = Vol(g).

For polar coordinates the volume form is given by rn−1√q d r∧dΩ. Hence we conclude
that ∗ d r = rn−1√q dΩ.

12Recall that the Hodge dual ∗ is the unique operator which is defined by the property α ∧ ∗β =
〈α, β〉Vol(g) for all α, β ∈ Ω•(M).
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Lemma 4.12. In the coordinates defined in Lemma 4.11 the gradient of qt is

∇qt = −qt
r

2t

∂

∂r

and the Laplacian of qt is

∆qt = qt

(

− r2

4t2
+
n

2t
+

r

4gt

∂g

∂r

)

where g is the determinant of the metric.

Proof. The gradient is the dual of the exterior derivative and so

∇qt = (d qt)
♭ =

(

− qt
2t
r d r

)♭

= −qt
r

2t

∂

∂r
.

For the Laplacian we need to calculate −∗ d ∗ d qt. From Lemma 4.11, we know that

∗ d qt =− qt
2t
r ∗ d r = −qt

rn

2t

√
q dφ1 ∧ . . . ∧ dφn−1.

The Laplacian can now be easily calculated

∆qt =− ∗qt
(

r2

4t2
− n

2t
− r

4gt

∂g

∂r

)

rn−1√g d r ∧ dφ1 ∧ . . . ∧ dφn−1

and this proves the result.

Theorem 4.13 (Roe [1998], Theorem 7.15). For any generalized Laplacian H ,
there exists a unique formal solution of the heat equation of the form

kt(x, y) =
1

(4πt)n/2
e−d(x,y)

2/4t
∞
∑

i=0

tiΦi(x, y)

such that Φ0(y, y) is the identity map on Ey.
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Proof. Denote st =
∑

i t
iΦi. The kernel kHt = qtst must satisfy the heat equation.

By Lemmas 4.10 - 4.12 the heat equation applied on kHt equals

(

∂

∂t
+H

)

kHt =
∂

∂t
(qt · st) + qtHkt + (∆qt)st − 2∇∇qtst = 0

=
∂qt
∂t
st + qt

(

∂

∂t
+H − r2

4t2
+
n

2t
+

r

4gt

∂g

∂r
− 2

1

t
∇r∂/∂r

)

st.

The t-derivative of qt can be easily calculated and it equals

∂

∂t
qt = qt

(

− n

2t
+

r2

4t2

)

and so the heat equation simplifies to
(

∂

∂t
+H

)

kHt = qt

(

∂

∂t
+H +

r

4gt

∂g

∂r
− 2

1

t
∇r∂/∂r

)

st = 0.

This induces a differential equation for st. By expanding st into
∑

iΦi we get a
differential equation for each factor of t. We get the system of equations

(

r

4g

∂g

∂r
+∇r∂/∂r

)

Φ0 =0 (4.6)

(

i+
r

4g

∂g

∂r
+∇r∂/∂r

)

Φi =−HΦi−1 ∀i > 0. (4.7)

This can be simplified into

∇∂/∂r

(

g1/4Φ0

)

=0 (4.8)

∇∂/∂r

(

rig1/4Φi
)

=− ri−1g1/4HΦi−1 ∀i > 0. (4.9)

Equation 4.8 and 4.9 are first order differential equations. Both are uniquely deter-
mined by its initial value at the origin. We set the integration constant for Φ0 such
that Φ0(y, y) is the identity map on Ey. Note that rig1/4Φi will be of order ri if and
only if the integration constant is set to zero. So the requirement that Φi is smooth
determines Φi uniquely.

4.5 The existence of the heat kernel

We have seen that for any generalized Laplacian has a unique formal solution of the
heat equation. However we do not know if this formal solution is globally defined
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and we do not know if the power series converges. In this section we construct the
heat kernel by considering globally defined approximations to the formal solution.
These approximations are not necessary smooth, but we require them to be l times
continuous differentiable for some l ∈ N. In this paragraph we denote the space of
l-times differentiable sections on a vector bundle E →M as Γl(E). We often use the
norm

‖s‖l(x) = sup
k≤l

sup
v∈TxM

‖(Lv)ks‖.

The first approximation to kHt = qt
∑

i t
iΦi we consider is the partial sum multiplied

by a bump function. The next proposition states some properties this approximation
has.

In this section we work with the following setup: Let E → (M, g) be a vector bundle
with a positive definite inner product over an oriented n dimensional compact Rie-
mannian manifold, let H be a generalized Laplacian and let kHt =

∑

i t
iΦi be the

formal solution of the heat equation. Let y ∈ M and consider a neighborhood Uy
such that the map exp−1

y : Uy → TyM is a chart of M .

Proposition 4.14 (Berline et al. [2004], Theorem 2.20). For a small enough ǫ > 0
pick a smooth map ψ : R → R such that

ψ(x) =

{

1 if x < ǫ2/4
0 if x > ǫ2

.

Then kH,Nt (x, y) = 1
(4πt)n/2 e

−d(x,y)2/4t ·ψ(d2(x, y))
∑N

i=0 t
iΦi(x, y) is a smooth fam-

ily of sections of E ⊠ E →M ×M for which the following holds:

1. The smoothing operators KH,N
t which has kH,Nt as their kernel, form a uni-

form bounded family of operators on Γl(E) for all 0 ≤ t ≤ T for all T .

2. For all l ∈ N and s ∈ Γl(E) the norm ‖KH,N
t s − s‖l tends to zero when t

tends to zero.

3. For all l ∈ N, there exists a constant C ∈ R such that the kernel satisfies the
estimate

∥

∥

∥

∥

(

∂

∂t
+H

)

kH,Nt (x, y)

∥

∥

∥

∥

≤ CtN−n+l
2 .
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Proof. Pick ǫ > 0 such that the ball of radius ǫ centered at y lies inside Uy. For this ǫ

the map kH,Nt can be globally extended on M ×M by zero. Hence kH,Nt is a smooth
family of sections of E ⊠ E. The corresponding smoothing operator equals

(

KH,N
t s

)

(x) =
1

(4πt)n/2

∫

y∈M
e−

d(x,y)2

4t ψ(d(x, y)2)

N
∑

i=0

tiΦi(x, y)s(y) Vol(g).

The integrand is almost everywhere zero, except in the neighborhood of x ∈ M . For
this neighborhood we pick the local coordinates y = expx y and we have

(

KH,N
t s

)

(x) =
1

(4πt)n/2

∫

y∈TxM
e−

‖y‖2

4t

N
∑

i=0

tiΨi(x, ~y)s(expx(y)) d
n
y

for some compactly supported Ψi ∈ Γ(E ⊠ E). It follows from applying the vector
space transformation y = t1/2v that

(

KH,N
t s

)

(x) = (4π)−n/2
∫

Rn

e−‖v‖2/4
N
∑

i=0

tiΨi(x, t
1/2v)s(expx(t

1/2v)) dn v. (4.10)

This is bounded for all t. Because [0, T ] is compact for all T > 0, we conclude that
KN
t is uniformly bounded on [0, T ]. This proves the first part.

In the limit t→ 0 equation 4.10 equals

(

KH,N
0 s

)

(x) =(4π)−n/2
∫

Rn

e−‖v‖2/4Ψ0(x, 0)s(expx(0)) d
n v

=(4π)−n/2
∫

Rn

e−‖v‖2/4ψ(d(x, x)2)Ψ0(x, x)s(x) d
n v. (4.11)

Clearly, the distance between x and itself is zero and hence ψ(d(x, x)2) = 1. Recall
that Ψ0(x, x) is the identity operator on Ex. So equation 4.11 simplifies to

(

KH,N
t s

)

(x) =s(x) · (4π)−n/2
∫

Rn

e−‖v‖2/4 dn v.

By comparing this result to the Euclidean heat kernel we conclude that lim
t→0

KH,N
t s = s.

This shows the second part.
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Finally we estimate
∥

∥

∥

(

∂
∂t
+H

)

kH,Nt (x, y)
∥

∥

∥
. For simplicity we write rNt =

(

∂
∂t
+H

)

kH,Nt (x, y).

From lemmas Lemmas 4.10 - 4.12, we know that

rNt (x, y) =qt

(

∂

∂t
+H +

1

t
∇r∂/∂r +

r

4gt

∂g

∂r

)

ψ(d(x, y)2)
N
∑

i=0

tiΦi(x, y)

=qtψ(d(x, y)
2)

(

∂

∂t
+H +

1

t
∇r∂/∂r +

r

4gt

∂g

∂r

) N
∑

i=0

tiΦi(x, y)+

+ qt

(

∆ψ(r2)− 2∇∇ψ(r2) +
r

t

∂ψ(r2)

∂r

) N
∑

i=0

tiΦi(x, y).

The kernels Φi will cancel most terms. However, we are left with

rNt (x, y) =qtψ(d(x, y)
2)tNHΦN(x, y)+

+qt

(

∆ψ(r2)− 2∇∇ψ(r2) +
r

t

∂ψ(r2)

∂r

) N
∑

i=0

tiΦi(x, y).

The first terms is of order tN−n/2. We show that this is true for

qt

(

∆ψ(r2)− 2∇∇ψ(r2) +
r

t

∂ψ(r2)

∂r

) N
∑

i=0

tiΦi(x, y). (4.12)

This vanishes if d(x, y) < ǫ, because ψ is constant in this area. If this term is zero,
then it is of order tN−n/2. So we only need to show that equation 4.12 is of the right
degree when d(x, y) > ǫ.

If d(x, y) > ǫ, then ‖t−N+n
2 qt(x)‖0 is bounded by ‖t−N+n

2 qt(ǫ)‖0. This follows from
the fact that qt is a decreasing map. For t > 1 the norm ‖t−N+n

2 qt(x)‖0 is bounded
by one. Because t−N+n

2 qt(ǫ) is continuous in t and [0, 1] is compact follows that
t−N+n

2 qt(ǫ) has an upper bound. So rNt is bounded in the supremum norm by tN−n
2 .

To consider higher order derivatives of rNt (x, y) in x, we note that we can only lower
the degree of t by differentiating over qt. Because

∂
∂x
qt = O(t−1/2), we conclude that

‖rNt ‖l < CtN−n+l
2 .

New kernels can be constructed using old kernels. Indeed let p, q ∈ Γ(E ⊠ E) be
two kernels. The composition

∫

z∈M p(x, z)q(z, y) Vol(g) is a map from Ey to Ex.
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4.5. The existence of the heat kernel Andries Salm

Therefore it is a section on E⊠E. For smooth families of kernels pt, qt ∈ Γ(E⊠E →
M ×M × R+) we consider the composition

(x, y, t) 7→
∫ t

0

d s

∫

z∈M
pt−s(x, z)qs(z, y) Vol(g).

This is also a section of Γ(E ⊠ E → M ×M × R+). As our second approximation
attempt we consider compositions of kH,Nt and

(

∂
∂t
+Hx

)

kH,Nt . To simplify our
notation we inductively define

rH,N,1t (x, y) =

(

∂

∂t
+Hx

)

kH,Nt (4.13)

rH,N,m+1
t (x, y) =

∫ t

0

d s

∫

z∈M
rH,N,1t−s (x, z)rH,N,ms (z, y) Vol(g) (4.14)

kH,N,0t (x, y) =kH,Nt (x, y) (4.15)

kH,N,mt (x, y) =

∫ t

0

d s

∫

z∈M
kH,Nt−s (x, z)r

H,N,m
s (z, y) Vol(g). (4.16)

In the following lemma we give an estimation of kH,N,mt and rH,N,mt .

Lemma 4.15 (Berline et al. [2004], Lemma 2.21 and 2.22(1)). Let kH,Nt be the
family of kernels defined in Proposition 4.14. Then for all l, m ∈ N and N > n+l

2

the kernel rH,N,m+1
t (x, y), which is defined in equation 4.13 and 4.14, is l-times

continuous differentiable with respect to x and y and satisfies the estimate

‖rH,N,m+1
t ‖l ≤ Cm+1t(m+1)(N−n+l

2
)Vol(M)m

tm

m!
(4.17)

for some C ∈ R. The kernel kH,N,mt , which is defined in equation 4.15 and 4.16,
is also l-times continuous differentiable with respect to x and y and satisfies the
estimate

‖kH,N,m+1
t ‖l ≤ C̃Cm+1t(m+1)(N−n+l

2
)Vol(M)m

tm

m!
.

for some C̃ ∈ R.

Proof. From Theorem 4.14 follows that rH,N,1t is bounded by t. Hence we extend
rH,N,1t (and its derivatives) continuously to t = 0 and so rH,N,1t has a well defined
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l-norm. This is equivalent to the fact that it is l-times continuously differentiable.

We show the first estimate using induction. From Definition 4.13 and Theorem 4.14
it follows that

‖rH,N,0+1
t ‖l ≤ CtN−n+l

2 .

This coincides with equation 4.17 for m = 0. Now assume that equation 4.17 holds
for some m ∈ N. Then rH,N,m+1

t is estimated by

∥

∥

∥
rH,N,m+1
t (x, y)

∥

∥

∥

l
≤
∫ t

0

d s

∫

z∈M

∥

∥

∥
rH,N,1t−s (x, z)

∥

∥

∥

l
·
∥

∥rH,N,ms (x, z)
∥

∥

l
.

From the induction hypothesis it follows that

∥

∥

∥
rH,N,m+1
t (x, y)

∥

∥

∥

l
≤
∫ t

0

d s

∫

z∈M
C(t− s)N−n+l

2 · Cmsm(N−n+l
2

)Vol(M)m−1 sm−1

m− 1!

and this simplifies to

∥

∥

∥
rH,N,m+1
t (x, y)

∥

∥

∥

l
≤Cm+1Vol(M)m

∫ t

0

d s(t− s)N−n+l
2 sm(N−n+l

2
) s

m−1

m− 1!

≤Cm+1t(m+1)(N−n+l
2

)Vol(M)m
∫ t

0

d s
sm−1

m− 1!
.

Integrating
∫ t

0
d s s

m−1

m−1!
yields a factor tm

m!
and this proves that equation 4.17 is satisfied

for m+ 1. By induction we conclude that it is satisfied for all m ∈ N.

From Theorem 4.14 it follows that the smoothing operators w.r.t. kNt are uniform
bounded on 0 ≤ t ≤ T for all T . Hence for all s ∈ [0, t] and x, y ∈M

∥

∥

∥

∥

∫

z∈M
kH,Nt−s (x, z)r

H,N,m
s (z, y) Vol(g)

∥

∥

∥

∥

l

≤ C̃‖rH,N,ms (x, y)‖l

for some C̃ ∈ R. Notice that the left hand side is a norm estimate of kH,N,mt . From
this and equation 4.17 we conclude the result.

The kernels rH,N,mt and kH,N,mt are bounded by (C Vol(M)tN−n+l
2 )m

m!
. Hence we can use

them for constructing convergent power series, because we can bound these series by
exp(C Vol(M)tN−n+l

2 ). To find which series is the heat kernel, we need to investigate
how the heat equation behaves for kH,N,mt :
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4.5. The existence of the heat kernel Andries Salm

Lemma 4.16 (Berline et al. [2004], Lemma 2.22(2)). For all l, m ∈ N and N >
n+l
2

the kernel kH,N,mt (x, y), which is defined in equation 4.15 and 4.16, satisfies

(

∂

∂t
+Hx

)

kH,N,mt = rH,N,m+1
t + rH,N,mt .

Proof. Consider the map b(t, s, x, y) =
∫

z∈M kH,Nt−s (x, z)r
H,N,m
s (z, y) Vol(g). The in-

tegral
∫ t

0
b(t, s, x, y) d s equals the map kH,N,mt . The map b(t, s, x, y) is continuous

in s ∈ [0, t], because the smoothing operator KN
t is uniform bounded. So the heat

equation applied on kH,N,mt equals
(

∂

∂t
+Hx

)

kH,N,mt =

(

∂

∂t
+Hx

)
∫ t

0

b(t, s, x, y) d s

=b(t, t, x, y)− b(t, 0, x, y) +

∫ t

0

(

∂

∂t
+Hx

)

b(t, s, x, y) d s.

(4.18)

From Theorem 4.14 it follows that b(t, 0, x, y) =
∫

z∈M kH,Nt (x, z)rH,N,m0 (z, y) Vol(g) =

0. Also, b(t, t, x, y) =
∫

z∈M kH,N0 (x, z)rH,N,mt (z, y) Vol(g) = rH,N,mt (x, y). Equation
4.18 therefore becomes

(

∂

∂t
+Hx

)

kH,N,mt =rH,N,mt (x, y) +

∫ t

0

(

∂

∂t
+Hx

)

b(t, s, x, y) d s.

We calculate the heat equation acted on b(t, s, x, y). By definition it equals:
(

∂

∂t
+Hx

)

b(t, s, x, y) =

(

∂

∂t
+Hx

)
∫

z∈M
kH,Nt−s (x, z)r

H,N,m
s (z, y) Vol(g)

The heat equation acts only on terms which depend on t and x and so
(

∂

∂t
+Hx

)

b(t, s, x, y) =

∫

z∈M

((

∂

∂t
+Hx

)

kH,Nt−s (x, z)

)

rH,N,ms (z, y) Vol(g)

=

∫

z∈M
rH,N,1t−s (x, z)rH,N,ms (z, y) Vol(g).

By equation 4.14 it follows that
(

∂

∂t
+Hx

)

kH,N,mt =rH,N,mt (x, y) + rH,N,m+1
t (x, y)

and we finish the proof.
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Assume that the heat kernel is of the form
∑∞

m=0 cmk
H,N,m
t . We now search for which

values of cm ∈ R the heat equation is satisfied. From the previous lemma it follows
that

(

∂

∂t
+H

) ∞
∑

m=0

cmk
H,N,m
t =

∑

m

cm(r
H,N,m
t + rH,N,m+1

t )

=
∑

m

rH,N,mt (ck + cm−1).

The alternating sum of kH,N,mt will satisfy the heat equation. We show that it is
indeed the heat kernel.

Theorem 4.17 (Berline et al. [2004], Theorem 2.23). Let (M, g) be a compact
Riemannian manifold of dimension n and let E → M be a vector bundle with a
positive definite inner product. Let H be a generalized Laplacian and let kt be the
formal solution to the heat kernel. Then the following is true:

1. For any N ∈ N and l ∈ N such that N > n+l+1
2

, the series

pH,Nt (x, y) =

∞
∑

m=0

(−1)mkH,N,mt (x, y)

converges in the ‖ · ‖l+1-norm over M ×M and it is continuous differentiable
in t. It satisfies the heat equation.

2. The kernel kH,Nt ∈ Γ(E ⊠ E) approximates pt in the sense that

∥

∥

∥

∥

∂m

∂tm
(pH,Nt − kH,Nt )

∥

∥

∥

∥

l

= O(tN−n+l
2

−m+1)

for all m ∈ N and N > n+l+1
2

when t approaches zero.

3. The kernel pHt = pH,n+1
t is a heat kernel for the operator H .

Proof. In the above discussion we showed that pt converges because it can be esti-
mated using the exponential series. Therefore the kernel pt converges in the l+1-norm.
From Lemma 4.16 it follows that

∂

∂t
kH,N,mt = rH,N,m+1

t + rH,N,mt −Hxk
H,N,m
t
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and we estimate

∥

∥

∥

∥

∂

∂t
pt

∥

∥

∥

∥

l

= lim
M→∞

∥

∥

∥

∥

∥

M
∑

m=0

(−1)m(rH,N,m+1
t + rH,N,mt −Hxm

H,N,m
t )

∥

∥

∥

∥

∥

l

= lim
M→∞

∥

∥

∥
(−1)MrH,N,M+1

t −Hxpt

∥

∥

∥

l
.

This converges for all t and so pt is continuous differentiable in the t component. It
also satisfies the heat equation. This prove the first part.

To show the second part, recall that qH,N,0t = kH,Nt . From Lemma 4.15 we estimate

‖pt − kNt ‖l =
∥

∥

∥

∥

∥

∞
∑

j=1

(−1)jqj,Nt

∥

∥

∥

∥

∥

l

= O(tN−n+l
2

+1).

The second part of the theorem follows after m-times differentiation.

Before we show that pHt is a heat kernel, we prove that pH,Nt is a C l-heat kernel if
N > n+l+1

2
. We only need to show the boundary condition

lim
t→0

∫

y∈M
pH,Nt (x, y)s(y) = s(x) for all s ∈ Γl(E).

From the second part of this theorem we know that lim
t→0

‖
∫

y∈M pH,Nt (x, y)s(y) −
s(x)‖l = lim

t→0
‖
∫

y∈M kH,Nt (x, y)s(y)− s(x)‖. By Theorem 4.14 is equals zero. Hence,

pH,Nt is a C l-heat kernel w.r.t. H .

Finally notice that Γl(E) ⊆ Γ0(E). Hence, pH,Nt and pH,n+1
t are both C0-heat kernels.

By unicity of the heat kernel it follows that they are equal. Hence, pH,n+1
t is the smooth

heat kernel w.r.t. H .
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5 Traces and the Index of a Dirac operator

In chapter 3 we saw how the Fujikawa method relates the chiral anomaly to the index
of a Dirac operator. Although we calculated the trace over γ5e

−tD2
we did not check

whether it converges. We also never checked if the trace was independent of basis.
Now we rigorously introduce a class of operators for which the trace is well defined
and show that the heat kernel is in this class.

Because the trace is the sum of the eigenvalues, we retrieve some properties of the
eigenvalues of the heat kernel. Using the heat equation we get that a generalized
Laplacian has countably many eigenvalues. Using this spectrum analysis we can prove
McKean-Singer formula. It relates the index of a Dirac operator with the trace of the
heat kernel.

Next we investigate how the trace interacts with the Clifford action. We prove the
trace identities which we used in chapter 2 and we generalize them to higher dimen-
sions.

At last we study the topological properties of traces. We study the trace over dif-
ferential forms and we show that they characterize vector bundles. We introduce the
characteristic classes needed for the Atiyah-Singer index theorem.

The theory of traceclass operators is standard. For more information see Murphy
[1990].

5.1 Traceclass operators

Definition 5.1. A linear operator A on a Hilbert space H is called Hilbert-
Schmidt if

∑

i ‖Aei‖2 is finite for all orthonormal basis {ei}.

Hilbert-Schmidt operators are bounded operators. Indeed let H be a Hilbert space, A
a Hilbert-Schmidt operator and let v ∈ H. In an orthonormal basis {ei} of H we can
write v as

∑

i vie
i. Let vmax be the largest component of v. That is, vmax = maxi |vi|.

We can estimate

‖Av‖2
‖v‖2 ≤

∑

i

|vi|2
‖v‖2 · ‖Aei‖2 ≤ v2max

‖v‖2
∑

i

‖Aei‖2 ≤
∑

i

‖Aei‖2
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and so the operator norm is bounded by

‖A‖2op = sup
v∈H

‖Av‖2
‖v‖2 ≤ sup

v∈H

∑

i

‖Aei‖2 =
∑

i

‖Aei‖2. (5.1)

By definition
∑

i ‖Aei‖2 is finite and hence A is bounded.

Linear combinations of Hilbert-Schmidt operators are also Hilbert-Schmidt. To see
this let A and B be Hilbert-Schmidt operators on a Hilbert space H, let λ ∈ C and
let {ei} be an orthonormal basis of H. For all N ∈ N we estimate

N
∑

i=0

‖(A+ λB)ei‖2 ≤
N
∑

i=0

‖Aei‖2 + |λ|2 ·
N
∑

i=0

‖Bei‖2

and in the limit N → ∞ we conclude that
∑N

i=0 ‖(A+ λB)ei‖2 is finite.

The product between a Bounded operator B and a Hilbert-Schmidt operator A is also
Hilbert-Schmidt. This follows from the estimate

∑

i

‖BAei‖2 ≤ ‖B‖2op ·
∑

i

‖Aei‖2.

This shows that the space of Hilbert-Schmidt operators is an ideal in the space of
Bounded operators.

Lemma 5.2. Let H be a Hilbert space. Then for all orthonormal frames {ei} of H
the map A 7→

√
∑

i ‖Aei‖2 is a norm on the space of Hilbert-Schmidt operators.

Proof. Let A be a Hilbert-Schmidt operator. Clearly,
∑

i ‖Aei‖2 ≥ 0 and so this
norm is positive. It is also definite. In the case that

∑

i ‖Aei‖2 = 0, then by Equation
5.1 the operator norm of A is zero. Hence the norm is positive definite.

This map is also absolutely scalable: For all N ∈ N and λ ∈ C the finite sum
∑N

i=0 ‖λ AeI‖2 equals |λ|2
∑N

i=0 ‖Aei‖2. Absolutely scalability follows if we take the
limit N → ∞.

Finally we show that it satisfies the triangle inequality. Let A andB be Hilbert-Schmidt
operators. Then for all N ∈ N these operators satisfy

N
∑

i=0

‖(A+B)ei‖2 ≤
N
∑

i=0

‖Aei‖2 +
N
∑

i=0

‖Bei‖2 ≤
∞
∑

i=0

‖Aei‖2 +
∞
∑

i=0

‖Bei‖2.
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The triangle inequality follows if we take N → ∞.

Lemma 5.3. If A is a Hilbert-Schmidt operator on a Hilbert space H then the
following is true:

1. The adjoint A∗ is a Hilbert-Schmidt operator.

2. The norm
√
∑

i ‖A∗ei‖2 equals
√
∑

i ‖Aei‖2.

3. The norm
√
∑

i ‖Aei‖2 does not depend on the choice of orthonormal basis
{ei}.

Proof. Let {ei} and {ẽi} be two orthonormal bases of H. By Parsevals identity it
follows that for all N ∈ N

N
∑

i=0

‖A∗ei‖2 =
N
∑

i=0

∞
∑

j=0

|〈A∗ei, ẽj〉|2 =
∞
∑

j=0

N
∑

i=0

|〈ei, Aẽj〉|2 ≤
∞
∑

j=0

‖Aẽj‖2.

Because
∑∞

j=0 ‖Aẽj‖2 is finite, we conclude that A∗ is Hilbert-Schmidt. Using a

similar method we can show that
∑∞

i=0 ‖Aei‖2 ≤
∑∞

i=0 ‖A∗ẽi‖2. Hence A has the
same norm as A∗ and

√

∑

i

‖Aei‖2 =
√

∑

i

‖A∗ẽi‖2 =
√

∑

i

‖Aei‖2.

So the norm is independent of the choice of basis.

Definition 5.4. Let H be a Hilbert space and let {ei} be an orthonormal basis of
H. The Hilbert-Schmidt norm is the norm on the space of all Hilbert-Schmidt
operators on H defined by

‖A‖2HS =
∑

i

‖Aei‖2.

Given a norm, we can ask whether it is induced from an inner product. Recall that
any Hermitian inner product 〈·, ·〉 on Hilbert space H satisfies the polarization identity

〈u, v〉 = 1

4

3
∑

k=0

ik‖u+ ikv‖2 ∀u, v ∈ H.

82



5.1. Traceclass operators Andries Salm

Hence we investigate if the pairing (A,B) 7→ 1
4

∑3
k=0 i

k‖A + ikB‖2HS is an inner
product on the space of Hilbert-Schmidt operators.

Lemma 5.5. Let H be a Hilbert space. The function that maps two Hilbert-
Schmidt operators A and B to

1

4

3
∑

k=0

ik‖A+ ikB‖2HS

is an inner product on the space of Hilbert-Schmidt operators. Given an orthonormal
basis {ei} this inner product is given by

(A,B) 7→
∑

i

〈Aei, Bei〉. (5.2)

Proof. This pairing is clearly positive definite, because the norm is positive definite.
We only need to check for linearity and conjugate-symmetry. Let {ei} be an orthonor-
mal basis of H. Then the pairing of A and B equals

1

4

3
∑

k=0

∑

j

ik‖Aej + ikBej‖2HS. (5.3)

Applying the polarization identity on H Equation 5.3 simplifies to

1

4

∑

j

3
∑

k=0

ik‖Aej + ikBej‖2HS =
∑

j

〈Aei, Bei〉.

This concludes Equation 5.2. From this Equation we directly conclude that the pairing
is linear and skew-symmetric.

Definition 5.6. Let H be a Hilbert space, {ei} be an orthonormal basis of H
and let A and B be two Hilbert-Schmidt operators. The Hilbert-Schmidt inner
product is the inner product that maps A and B to

∑

i

〈Aei, Bei〉

and is denoted by 〈·, ·〉HS.
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For a finite dimensional Hilbert space H, all linear operators are Hilbert Schmidt. Note
that for any linear operator A,B on H,

〈A,B〉HS =
∑

i

〈Aei, Bei〉 =
∑

i

〈B∗Aei, ei〉 = Tr(B∗A). (5.4)

Equation 5.4 suggests that we can define a trace for products of Hilbert Schmidt
operators.

Definition 5.7. A linear operator T on a Hilbert space H is traceclass if it is the
product of two Hilbert-Schmidt operators.

Let T be a traceclass operator. Hence, there exists two Hilbert-Schmidt operators
A and B such that T = AB. Now suppose that there is another decomposition
of T . That is, there exists also some Hilbert-Schmidt operators Ã and B̃ such that
T = AB = ÃB̃. In both cases we have

〈B,A∗〉HS =
∑

i

〈Bei, A∗ei〉 =
∑

i

〈ABei, A∗ei〉 =
∑

i

〈Tei, ei〉

〈B̃, Ã∗〉HS =
∑

i

〈B̃ei, Ã∗ei〉 =
∑

i

〈ÃB̃ei, A∗ei〉 =
∑

i

〈Tei, ei〉.

and we conclude that 〈B,A∗〉HS does not depend on the decomposition of T . Using
Equation 5.4 we extend the definition of the trace to traceclass operators.

Definition 5.8. Let T be a traceclass operator and let A and B Hilbert-Schmidt
operators such that T = AB. The trace of T is the Hilbert-Schmidt inner product
Tr(T ) = 〈B,A∗〉HS.

In the previous chapter we studied generalized Laplacians. We showed that for each
generalized Laplacian H there exists a smoothinh operator e−tH that satisfies the heat
equation. We now show that e−tH is traceclass. Observe that it is enough to show
that e−tH is Hilbert-Schmidt, because of the semi-group property. Indeed, if we show
that e−tH is Hilbert-Schmidt for all t ∈ R+ then e−

t
2
H · e− t

2
H is traceclass. By the

semi-group property e−
t
2
H · e− t

2
H simplifies to e−tH .
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Proposition 5.9. Let E is a vector bundle with a positive definite inner product
over a compact Riemannian manifold (M, g) and let H be a generalized Laplacian.
Let kHt be the heat kernel and let e−tH be the corresponding smoothing operator
of kHt . Then e

−tH , which we view as a operator on the space of sections of E with
L2 norm, is traceclass.

Proof. First we observe that it is enough to prove that e−tH is Hilbert-Schmidt for all
t ∈ R+, since in this case e−tH = e−

t
2
H · e− t

2
H by the semi-group property. Pick an

orthonormal basis {ei} on the space of sections of E. The Hilbert-Schmidt norm of
e−tH equals

‖e−tH‖2HS =

∞
∑

i=0

‖e−tHei‖L2 =

∞
∑

i=0

〈

e−tHei, e−tHei
〉

L2 .

In Lemma 4.7 we showed that e−tD
2
is self-adjoint. Using this and the fact that e−tH

is a smoothing operator we conclude that the Hilbert-Schmidt norm of e−tH equals

‖e−tH‖2HS =
∞
∑

i=0

〈

e−2tHei, ei
〉

L2

=

∞
∑

i=0

∫

x∈M

〈

k2t(·, x)ei(x), ei
〉

L2 .

Let {fj} be an orthonormal frame of the fiber Ex. Using the identity ei(x) =
∑dimE

j=0 〈ei(x), f j〉f j we see

‖e−tH‖2HS =
dimE
∑

j=0

∞
∑

i=0

∫

x∈M

〈〈

k2t(·, x)f j, ei
〉

L2 · ei(x), f j
〉

.

Because {ei} is a basis of Γ(E) we conclude that
∑∞

i=0 〈k2t(·, x)f j, ei〉L2 · ei equals
k2t(·, x) and hence

‖e−tH‖2HS =
dimE
∑

j=0

∫

x∈M

〈

k2t(x, x)f
j , f j

〉

=

∫

x∈M
tr(k2t(x, x)).

Because the manifold is compact, we conclude that e−tH is Hilbert-Schmidt.
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Proposition 5.10 (Berline et al. [2004], Proposition 2.32). Let E is a vector bun-
dle with a positive definite inner product over a compact Riemannian manifold
(M, g), let H be a generalized Laplacian, let kHt be its heat kernel and let e−tH

be the corresponding smoothing operator. Let B be a bounded operator on Γ(E).
The operator Be−tH is trace-class and its trace is given by

Tr
(

Be−tH
)

=

∫

x∈M
tr(Bkt(x, x)).

Proof. Because Hilbert-Schmidt operators is an ideal in the space of bounded opera-
tors it follows that Be−t/2H is Hilbert-Schmidt. Hence the product Be−

t
2
H · e− t

2
H =

Be−tH is traceclass.

To show the explicit expression of the trace, let {ei} be an orthonormal basis of the
space of all sections on E. Equip Γ(E) with the L2 norm. In this orthonormal basis
the trace equals

Tr(Be−tH) =
∞
∑

i=0

〈Be−tHei, ei〉L2.

From the definition of a smoothing operator follows that

Tr(Be−tH) =
∞
∑

i=0

∫

x∈M
〈Bkt(·, x)ei(x), ei〉L2 .

Let f j be an orthonormal basis of Ex. Using the identity e
i(x) =

∑dimEx

j=1 〈ei(x), f j〉f j
we see

Tr(Be−tH) =
dimEx
∑

j=1

∞
∑

i=0

∫

x∈M
〈ei(x), f j〉 · 〈Bkt(·, x)f j, ei〉L2

=

dimEx
∑

j=1

∞
∑

i=0

∫

x∈M

〈

〈Bkt(·, x)f j, ei〉L2 · ei(x), f j
〉

.

Because {ei} is a basis of Γ(E) we conclude that
∑∞

i=0 〈kt(·, x)f j, ei〉L2 · ei equals
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kt(·, x) and hence

Tr(Be−tH) =
dimEx
∑

j=1

∫

x∈M

〈

Bkt(x, x)f
j , f j

〉

=

∫

x∈M
tr (Bkt(x, x)) .

The grading operator γ5 is a bounded operator. On a Clifford bundle with Dirac
operator D we have the generalized Laplacian D2. We conclude that γ5e

−tD2
is

traceclass and so Tr(γ5e
−tD2

) is well-defined. In the next section we will study the
eigenvalues of the Dirac operator so that we can express Tr(γ5e

−tD2
) in terms of these

eigenvalues.

5.2 Spectral theory of generalized Laplacians

In functional analysis there is a generalized notion of eigenvalues and it is called the
spectrum. The spectrum of an operator A is the collection λ ∈ C such that A− λ Id
is not invertible. There is a class of operators for which the spectrum behaves well,
namely the class of compact13 operators. We recall the following theorems from
functional analysis. For more information see Murphy [1990].

Theorem 5.11. On a Hilbert space, the space of finite rank operators lies dense
in the space of compact operators.

Using this theorem we can create compact operator by considering the limit of a
converging sequence of finite rank operators. The next two theorems, we describe the
spectrum of compact operators

Theorem 5.12. If A is a compact operator on a Banach space B, then the spectrum
of A is at most countable, each non-zero element of the spectrum is an eigenvalue
and all eigenvalues are isolated.

13Do not confuse it with the notion of compact spaces!
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Not all elements in the spectrum are eigenvalues, but all eigenvalues are part of the
spectrum. The previous theorem states that for compact operators, the spectrum and
the set of eigenvalues coincide (except for zero). Isolated means that eigenvalues does
not lie infinitely close to each other.

Theorem 5.13. If A is a compact self-adjoint operator on a Hilbert space H, then
H can be decomposed in a countable family of finite eigenspaces.

We show that Hilbert-Schmidt operators are compact. Especially we get that smooth-
ing operators of heat kernels are compact. Using the eigenspace decomposition of we
then calculate the spectrum of a generalized Laplacian.

Lemma 5.14. Hilbert-Schmidt operators are compact.

Proof. Let K : H → H be a Hilbert-Schmidt operator on a Hilbert space H. Let
{ei} be an orthonormal basis of H. Denote KN as the projection of K to the span
of {e1, . . . , eN}. That is KN =

∑N
i=1K(ei)e♭i where ♭ denotes the dual. We estimate

the difference of K and KN in the operator norm:

‖K −KN‖op ≤
∞
∑

i=N+1

‖(Kei)e♭i‖op ≤
∞
∑

i=N+1

‖Kei‖.

This is arbitrary small when N tends to infinity, because K is Hilbert-Schmidt. Hence,
K is a limit of finite rank operators and thus compact.

Smoothing operators e−tH of heat kernels are compact operators. Hence, for each
t ∈ R+, we have a eigenvalue decomposition of ΓL2(E) with respect to e−tH . If we
defined e−tH using functional calculus, we get that λ is an eigenvalue of H if and
only if e−tλ is an eigenvalue of e−tH . We replicate this result using the heat equation.
First we relate the different eigenvalue decompositions of e−tH . That is, we show that
there only one eigenvalue decomposition for e−tH and the rest is related using the
exponential map.

Lemma 5.15. Let E be a vector bundle with a positive definite inner product over
a compact Riemannian manifold (M, g) and let H be a generalized Laplacian. Let
kHt be the heat kernel and let e−tH be the corresponding smoothing operator. The
operator e−tH has only positive eigenvalues and its kernel is empty.
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Proof. Let λ be an eigenvalue of e−tH and let Hλ be the eigenspace of e−tH corre-
sponding to the eigenvalue λ. Because e−tH is self-adjoint, we have that λ is real.
Let z ∈ Hλ. From the semi-group property of the heat kernel follows that

e−tH(e−t/2Hz) = e−
3
2
t H = e−t/2He−tHz = λ(e−t/2Hz).

This shows e−t/2H(Hλ) is a subset of Hλ. From the spectral theory of compact
operators it follows that

Hλ =
⊕

i

Hλ,µi

where Hλ,µi is the eigenspace of e
−t/2H with eigenvalue µi and the eigenspace of e−tH

with eigenvalue λ. Also µi is real valued, because e
−t/2H |Hλ

is self-adjoint. So for all
z ∈ Hλ1,µi we get

λz = e−tHz = (e−t/2H)2z = µ2z.

We conclude that the eigenvalues of e−tH are non-negative.

If e−tH has a non-empty kernel, then we can construct a sequence {ti} converging to
zero such that e−tiHz = 0 for all ti. Hence the limit of e−tHz tends to zero when
t tends to zero. This is in conflict with the boundary condition of the heat kernel.
Therefore, the kernel is empty.

Theorem 5.16. Let E be a vector bundle with a positive definite inner product
over a compact Riemannian manifold (M, g) and let H be a generalized Laplacian.
Let kHt be the heat kernel and let e−tH be the corresponding smoothing operator.
The space ΓL2(E) can be decomposed in an countable family of finite eigenspaces
Hλ such that

e−tH |Hλ
= λt · Id .

Proof. Let λ be an eigenvalue of e−H and let Hλ be the eigenspace of e−H corre-
sponding to the eigenvalue λ. Fix n,m ∈ N. The operators e−H and e−

n
m
H commute

and so e−
n
m
H(Hλ) ⊆ Hλ. From the spectral theory of compact operators it follows

that
Hλ =

⊕

i

Hλ1,µi

where Hλ,µi is also the eigenspace of e−
n
m
H with eigenvalue µi. Let z ∈ Hλ,µi . By

comparing eigenvalues we get

µmi z = (e−
n
m
H)mz = e−nHz = (e−H)nz = λnz.
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Because µi and λ are strictly larger then zero, we conclude that µi = λn/m and is
proves the theorem for all t ∈ Q+. Finally recall that e

−tH is continuous in t and thus
the theorem holds for all t > 0.

Finally, we study the eigenvalues of H . We use the heat equation to show that there
is a one to one correspondence between the spectrum of e−tH and H . The proof
is straight forward, but we need that H and e−tH commute. This is proven in the
following lemma.

Lemma 5.17. Let E be a vector bundle with a positive definite inner product over
a compact Riemannian manifold (M, g) and let H be a generalized Laplacian. Let
kHt be the heat kernel and let e−tH be the corresponding smoothing operator. The
operators H and e−tH commute for all t > 0.

Proof. Because H and e−tH are self-adjoint, we get

He−tH − e−tHH = He−tH − (He−tH)∗.

Using the heat equation, we rewrite this into

He−tH − e−tHH = − ∂

∂t
e−tH +

(

∂

∂t
e−tH

)∗
= − ∂

∂t

(

e−tH − (e−tH)∗
)

.

Because e−tH is self-adjoint we conclude that H and e−tH commute.

Theorem 5.18. Let E be a vector bundle with a positive definite inner product
over a compact Riemannian manifold (M, g) and let H be a generalized Laplacian.
Let kHt be the heat kernel and let e−tH be the corresponding smoothing operator.
A section s ∈ ΓL2(E) is an eigenvector of H with eigenvalue λ if and only if it
is an eigenvector of e−H with eigenvalue e−λ. Therefore, H has countably many
eigenvalues which are isolated.

Proof. Let e−λ be an eigenvalue of e−H . Let s ∈ ΓL2(E) such that e−Hs = e−λs.
From the heat equation and Theorem 5.16 it follows that

0 =

(

∂

∂t
+H

)

e−tHs =

(

∂

∂t
+H

)

e−λts = (−λ+H) e−λts.

After the limit t → 0, one concludes that Hs = λs. Because ΓL2(E) can be fully
decomposed by the eigenvalues of e−H , we know that H has no other eigenvalues.

90



5.3. The McKean-Singer formula Andries Salm

5.3 The McKean-Singer formula

When we considered the Abelian anomaly using the Fujikawa method we showed that
the anomaly was proportional to Tr(γ5e

−tD2
) where γ5 is the grading operator and

D is the Dirac operator. We already found that this is a well-defined quantity for
Clifford bundles on compact Riemannian manifolds. We now study this trace using
the eigenvalue decomposition we found in the previous section.

Theorem 5.19 (McKean and Singer [1967]). Let S be a Clifford bundle over a
compact Riemannian manifold (M, g) and let D be the Dirac operator. Let kHt be
the heat kernel of D2 and let e−tD

2
be the corresponding smoothing operator. Let

γ5 be the grading operator and let D± be the restriction of D to the ±1 eigenspace
of γ5. Then,

Tr(γ5e
−tD2

) = dimkerD+ − dim kerD−.

This result is called the McKean-Singer formula

Proof. By Theorem 5.18 we can decompose Γ(S) into the eigenspaces

Γ(S) =
⊕

i

Hλi

where Hλi is the λiR eigenspace of D. Denote {sλij } as an orthonormal basis of Hλi .

The trace of γ5e
−tD2

equals

Tr(γ5e
−tD2

) =
∑

i

∑

j

〈sλij , γ5e−tD
2

sλij 〉 =
∑

i

e−tλ
2
i

∑

j

〈sλij , γ5sλij 〉.

However, 〈sλij , γ5sλij 〉 will vanish if λi 6= 0. Indeed, the grading operator and the Dirac
operator anti-commute and so for all i and j and so

Dγ5s
λi
j =− γ5Ds

λi
j = −λiγ5sλij .

This shows that γ5s
λi
j is an element of H−λi. From the orthonormality of the

eigenspaces it follows that 〈sλij , γ5sλij 〉 = 0 if λi 6= 0. Therefore, the trace simpli-
fies to

Tr(γ5e
−tD2

) =
∑

j

〈s0j , γ5s0j〉.
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The grading operator decomposes the kernel of D into two eigenspaces kerD+ ⊕
kerD−. Let {s±j } be an orthonormal basis of kerD±. We conclude that the trace of

γ5e
−tD2

equals

Tr(γ5e
−tD2

) =
∑

j

〈s+j , s+j 〉 − 〈s−j , s−j 〉 = dimkerD+ − dimkerD−.

Notice that the adjoint of D+ is D−. Therefore, we can write the McKean-Singer
formula as Tr(ǫe−tD

2
) = dimkerD+−dim cokerD+. This quantity is called the index

of the operator D+. When considering Dirac operators some writers(Roe [1998],
Berline et al. [2004]) call this the index of D. Although they look similar, those
definitions does not coincide. Indeed, recall that D is a formally self-adjoint operator.
Hence the kernel equals the cokernel and dim kerD − dim cokerD is zero. In this
thesis we only calculate the index of Dirac operators and hence define the index as
follows:

Definition 5.20. Let S be a graded Clifford bundle over a compact Riemannian
manifold (M, g). Let D be the Dirac operator and let e−tD

2
be the smoothing

operator for which the kernel is the heat kernel kD
2

t . The index of D, which we
denote by Ind(D), is defined as

Ind(D) = dimkerD+ − dimkerD−

where D± is the restriction of D on the ±1 eigenspace of the grading operator.

One of the main results of the Atiyah-Singer index theorem is that the index of a
Dirac operator is topologically determined. That is, it does not depend on the choice
of metric or connection, but only depends on the topology of the vector bundle. A
similar result can be deduced from the McKean-Singer formula.

Corollary 5.21 (Roe [1998], Proposition 11.13). Let Dt be a continuous family
of graded Dirac operators. That is, Let gt, be a continuous family of Riemannian
metrics on a compact manifold M , γt be a continuous family of Clifford actions
on a Clifford bundle E → M and let ∇t be a continuous family of compatible
connections on E. Dt is the resulting Dirac operator. Then the index of Dt is
independent of t.

92



5.4. The trace and the Clifford action Andries Salm

Proof. The map (s, t) 7→ Tr(γ5,te
−sD2

t ) is a continuous map. By the McKean-Singer
formula this map equals (s, t) 7→ Index(Dt). Notice that the index is an integer. The
only continuous maps from R to Z are the constant maps and hence Index(Dt) is
constant.

In theory the index of a Dirac operator D can be calculated using the formal solution of
the heat equation. Indeed, we know that the index ofD equals

∫

x∈M tr[γ5kt(x, x)] Vol(g)
where kt is the heat kernel. We approximate this using the formal solution of the heat
equation kt(x, y) = 1

(4πt)n/2 e
−d(x,y)2/4t∑

i t
iΦi(x, y). The index is independent of t

and hence

Index(D) =

{ 1
(4π)n/2

∫

x∈M tr[γ5Φn/2(x, x)] if n is even

0 if n is odd.

Although this calculation is straight forward, it is not easy to calculate Φn/2 by hand.
To solve this equation we need to study the behavior of the heat kernel and the Clifford
action with the trace. In the next section we study the interaction between the Clifford
action and the trace.

5.4 The trace and the Clifford action

When we considered chiral anomalies using perturbation theory, we often used the
’trace identities’

Tr(γ5) = Tr(γ5γ
µ) = Tr(γ5γ

µγν) = Tr(γ5γ
µγνγρ) = 0

for indices µ, ν and ρ and

Tr(γ5γ
µγνγργσ) = 4iǫµνρσ

where ǫµνρσ is ±1 depending on the permutation of {µ, ν, ρ, σ}. One can find these
results by calculating the trace over the gamma matrices. However these identities
can also be deduced from the Clifford algebra. We show this in the following lemma.

Lemma 5.22 (Roe [1998], Lemma 11.5). Let V be a 2n dimensional vector space
with a positive definite inner product g. Let Cl(V ) be the Clifford algebra and let
S be a left Cl(V )-module. Let γ5 be a grading operator, let F ∈ EndCl(V )(S) and
let γ : V → End(S) be the Clifford action. For any orthonormal basis {si} of V
there is

Tr(γ5F ) =0

Tr(γ5γ(s0) . . . γ(sk)F ) =0 ∀k < 2n.
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If γ5 is the canonical grading operator then,

Tr(γ5γ(s0) . . . γ(s2n)F ) =(−i)n Tr(F ).

Proof. Let v ∈ V with norm 1. By the anti-commutation property of the Clifford
algebra it follows that γ(v)2 = − IdS and hence Tr(γ5F ) = −Tr(γ5γ(v)γ(v)F ). The
Clifford action anti-commutes with the grading operator and so

Tr(γ5F ) = −Tr(γ5γ(v)γ(v)F ) = +Tr(γ(v)γ5γ(v)F ) = +Tr(γ5γ(v)Fγ(v)).

Because F commutes with the Clifford action it follows that Tr(γ5F ) = 0. This trick
can be repeated for Tr(γ5γ(s0) . . . γ(s2k)F ) for all k < n. That is, we add the term
−γ(s2k+1)γ(s2k+1) and we cyclically permute. Hence, Tr(γ5γ(s0) . . . γ(s2k)F ) = 0
for all k < n.

To show that Tr(γ5γ(s0) . . . γ(s2k+1)F ) = 0 for all 2k+1 ∈ N we just pull γ5 through
the other side of the trace. That is, we use that γ5 anti-commutes with the Clifford
action and commutes with F . Hence,

Tr(γ5γ(s0) . . . γ(s2k+1)F ) =(−1)2k+1Tr(γ(s0) . . . γ(s2k+1)Fγ5).

By the cyclic property of the trace and (−1)2k+1 = −1 we conclude

Tr(γ5γ(s0) . . . γ(s2k+1)F ) = 0.

Finally we assume that γ5 is the canonical grading operator and we calculate Tr(γ5 ·
γ(s0) . . . γ(s2n)F ). Recall that γ5 = inγ(s0) . . . γ(s2n) and thus

Tr(γ5γ(s0) . . . γ(s2n)F ) = (−in) Tr(γ25F ).

From γ25 = 1 follows the result.

With this lemma we characterize the trace for all elements in Cl(V ) ⊗ EndCl(V )(S).
Clearly these are endomorphisms on S. The next question is whether all endomor-
phisms on S can be decomposed into Cl(V ) ⊗ EndCl(V )(S). That is, is every linear
map the product of Clifford actions and a Clifford endomorphism? The following
proposition shows that this is indeed true.
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Proposition 5.23. Let V be a 2n-dimensional vector space with a positive definite
inner product and let S be a left Cl(V )-module. Assume that the Clifford action
is normal with respect to the norm on S. Then the map which injects Cl(V ) ⊗
EndCl(S) into EndC(S) using the Clifford action is an isomorphism.

Proof. Because elements of the Clifford algebra are invertible we have that Cl(V )⊗
EndCl(S) → EndC(S) is injective. We only need to show that is map is surjective.
Let F ∈ EndC(S) be a linear map on S and let v ∈ V be a vector of length one. We
first show that F can be decomposed into two terms that (anti)-commute with γ(v).

Indeed, Let P±
v be bounded linear operators on S defined by P±

v = 1∓i γ(v)
2

. These
operators have the properties:

P±
v · P±

v = P±
v P±

v · P∓
v = 0

P+
v + P−

v = IdS P±
v γ(v) = γ(v) P±

v = ±iP±
v .

Hence P±
v are the orthogonal eigenspace projectors of γ(v). From these properties it

follows that

P±
v FP

±
v γ(v) =± i P±

v FP
±
v = +γ(v) P±

v FP
±
v (5.5)

P∓
v FP

±
v γ(v) =± i P∓

v FP
±
v = −γ(v) P∓

v FP
±
v . (5.6)

and thus we decompose F into

F =(P+
v + P−

v )F (P
+
v + P−

v )

=(P+
v FP

+
v + P−

v FP
−
v ) + (P+

v FP
−
v + P−

v FP
+
v ).

We denote F±
v for the operator that is defined by F±

v = P+
v FP

±
v F + P−

v FP
∓. By

equations 5.5 and 5.6 it follows that F+
v commutes and F−

v anti-commutes with γ(v).
Hence, F = F+ + F− is the sum of (anti)-commuting terms w.r.t γ(v).

Assume w.l.o.g. that F (anti)-commutes with γ(v). That is, suppose that Fγ(v) =
ǫγ(v)F for some ǫ ∈ {0, 1}. Let w ∈ V be of length one and normal to v. By the
anti-commutation property of the Clifford algebra it follows that P±

w γ(v) = γ(v)P∓
w .

However, F±
w is defined such that F±

w γ(v) = ǫγ(v)F±
w . By induction we conclude

that F can be decomposed into the sum of terms that (anti)-commute with a whole
orthonormal basis {eµ} of V .
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Now pick an orthonormal basis {ei} of V and assume w.l.o.g. that F commutes with
e1, . . . , ek and anti-commutes with ek+1 . . . e2n. Let F̃+, F̃− ∈ End(S) be opera-
tors defined as F̃+ = γ1 . . . γkF and F̃− = γk+1 . . . γ2nF By the anti-commutation
property of the Clifford algebra it follows that

γµF̃
+ = (−1)k−1γ1 . . . γkγµF = (−1)k−1F̃+γµ ∀µ ≤ k

γµF̃
+ = (−1)kγ1 . . . γkγµF = (−1)k+1F̃+γµ ∀µ > k

γµF̃
− = (−1)2n−kγk+1 . . . γ2nγµF = (−1)2n−kF̃−γµ ∀µ ≤ k

γµF̃
− = (−1)2n−k−1γk+1 . . . γ2nγµF = (−1)2n−kF̃−γµ ∀µ > k.

This calculation shows that if k is even, then F̃− is a Clifford endomorphism and if
k is odd, then F̃+ is a Clifford bundle endomorphism. So in both cases, F has a
representative in Cl(V ) ⊗ EndCl(V )(S). So Cl(V ) ⊗ EndCl(V )(S) is isomorphic to
EndC S.

In the next chapter we decompose the heat kernel kt into Cl(V )⊗ EndCl(V )(S) and
we will calculate the index of a Dirac operator.
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6 Characteristic classes

In this chapter we consider the following question: ”How can we distinguish two
different vector bundles?” The answer to this question is studied in the theory of
characteristic classes. We introduce this theory by following the Chern-Weil method.

6.1 Chern-Weil method

Definition 6.1. Given a complex vector space V , an invariant polynomial p on
V is an element of ⊕k Sym

k End∗
C V that is invariant under conjugation. That is,

if Mi ∈ EndC V and S ∈ Gl(V ) then

p(SM1S
−1, . . . , SMkS

−1) = p(M1, . . . ,Mk).

To simplify the notation we denote the space of polynomials as Sym• End∗
C V . Clearly

the trace and the determinant are invariant polynomials on any vector space V . They
are both invariant under cyclic permutations. This also holds for invariant polynomials
and we will show this in the next lemma.

Lemma 6.2. Let p ∈ Symk End∗
C V be a degree k polynomial. Then p is invariant

under conjugation if and only if it is invariant under cyclic permutations.

Proof. Let M1, . . . ,Mk ∈ End(V ) and let S ∈ Gl(V ). Suppose that p is invariant
under cyclic permutations. Then it satisfies

p(SM1S
−1, . . . SMkS

−1) =p(M1S
−1S, . . .MkS

−1S)

=p(M1, . . .Mk)

and we conclude that it is invariant under conjugation. Now assume that p is invariant
under conjugation. By definition it satisfies

p(M1S, . . .MkS) =p(SM1SS
−1, . . . SMkSS

−1)

=p(SM1, . . . SMk)

and so it is invariant under cyclic permutations of invertible elements. Because GL(V )
is dense in End(V ) we conclude that p is invariant under all cyclic permutations.
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Given a polynomial p ∈ Sym• End∗
C(V ) we can interpret p as a map from V to C.

Indeed, we inject Sym• End∗
C(V ) into ⊗• EndC(V ) by

p1 ⊙ . . .⊙ pn 7→ 1

n!

∑

σ∈Sn

pσ(1) ⊗ . . . pσ(n).

The tensor algebra satisfies the following universal property: If A is a complex algebra
and f : EndC(V ) → A is a linear map, then there exist a unique algebra homomor-
phism f̃ : ⊗• EndC(V ) → C such that the following diagram commutes:

EndC(V ) //

f
''P

PP
PP

PP
PP

PP
PP

⊗• EndC(V )

f̃
��

A

Now let A = C and M ∈ EndC(V ) and consider the map ιM : EndC(V ) → C

that is defined by ιM(p) = p(M). Using this universal property there is a unique
algebra homomorphism ι̃M : ⊗• EndC(V ) → C extending ιM . Combining ι̃M with
the injection of Sym• EndC(V ) we constructed a map from Sym• EndC(V ) → C.
Notice that this maps p ∈ Symk EndC(V ) to p(M, . . . ,M). The map ι•p is a map
from V to C which we also denote as p.

Example 6.3. Consider the vector space C2 and let M be a complex 2 × 2 matrix.
The components ofM we denote asMij . Let pij : M2(C) → C be the projection onto
the (i, j)th component. In this case the map ιM : M2(C)

∗ → C equals ιM(pij) =Mij

for all i and j. We now consider the determinant which is formally the element
p00 ⊙ p11 − p01 ⊙ p10 in Sym•M2(C)

∗. We inject p into ⊗•M2(C) to

1

2
(p00 ⊗ p11 + p11 ⊗ p00 − p01 ⊗ p10 − p10 ⊗ p01) .

Calculating ι̃M (det) we get

ι̃M(det) =
1

2
ι̃M (p00 ⊗ p11 + p11 ⊗ p00 − p01 ⊗ p10 − p10 ⊗ p01)

=
1

2
(ι̃M(p00) · ι̃M(p11) + ι̃M(p11) · ι̃M(p00)

− ι̃M(p01) · ι̃M(p10)− ι̃M(p10) · ι̃M(p01))

=ι̃M (p00) · ι̃M (p11)− ι̃M(p01) · ι̃M(p10)

=M00M11 −M10M01.

Hence ι̃M(det) equals the determinant of M .
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We can replace C with any commutative algebra A. Indeed, let p ∈ Sym• End∗
C(V )

be a polynomial, let M be an element of EndC(V ) ⊗ A and consider the map
ιM : EndC(V ) → A that is defined by ιM (p) = p(M). By the same universal property
we used before, there exists a unique algebra homomorphism ι̃M : ⊗• End∗

C(V ) → A
that extends ιM . Because A is commutative, we have for any polynomial

ι̃M(p1 ⊙ . . .⊙ pn) =ι̃M

(

1

n!

∑

σ∈Sn

pσ(1) ⊗ . . .⊗ p(σ(n))

)

=
1

n!

∑

σ∈Sn

ιM(pσ(1)) · . . . · ιM(pσ(n))

=ιM (p1) · . . . · ιM (pn)

and so we interpret polynomials as maps from V to A.

Example 6.4. We review Example 6.3. Consider C2 and let A be a commutative
algebra. We denote the matrix multiplication with ∗. Let M be a matrix on R2 with
values in A. We want to interpret the determinant of M as

det(M) =M00 ∗M11 −M01 ∗M10.

With the above construction this is indeed possible. Indeed, the map ιM is given by
ιM(pij) =Mij ∈ A for all i, j. We conclude that

ι̃M(det) =
1

2
ι̃M (p00 ⊗ p11 + p11 ⊗ p00 − p01 ⊗ p10 − p10 ⊗ p01)

=
1

2
(ι̃M(p00) ∗ ι̃M(p11) + ι̃M(p11) ∗ ι̃M (p00)

− ι̃M(p01) ∗ ι̃M (p10)− ι̃M(p10) ∗ ι̃M(p01))

=ι̃M (p00) ∗ ι̃M (p11)− ι̃M(p01) ∗ ι̃M (p10)

=M00 ∗M11 −M10 ∗M01.

Hence we define the determinant of an element M ∈ M2(A) as ιM (det).

Let E →M be a rank k complex vector bundle over an n-dimensional manifold. We
view invariant polynomials on E as sections of Sym• EndC(E) which are invariant in
each fiber. Consider the vector bundle EndC(E) ⊗ (⊕kΛ

2kT ∗M) which we denote
as EndC(E) ⊗ ΛevT ∗M . The algebra on Γ(ΛevT ∗M) is a commutative algebra and
hence we can use the construction described above.
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Let ∇ : Γ(E) → Γ(T ∗M ⊗ E) be a connection on E and let p be an invariant
polynomial. The curvature K is a section of End(E) ⊗ Λ2T ∗M . We show that
p(K) ∈ Γ(ΛevT ∗M) is a useful measure for some invariant polynomials. For this we
need the following lemma.

Theorem 6.5 (Milnor and Stasheff [1974], Page 298). Let E → M be a vector
bundle and let p be an invariant polynomial such that for all curvature tensors K
the form p(K) is closed. Then the cohomology class of p(K) does not depend on
the choice of connection.

Proof. Let π : M ×R →M be defined as π(x, t) = x and let for all t ∈ R, ιt : M →
M × R be defined as ιt(x) = (x, t). Let π∗E and ι∗tπ

∗E be the pull-back bundles.
Because π ◦ ι is the identity map we have that the pull-back bundle ι∗tπ

∗E → M is
equal to E →M . Now consider the following diagram:

E ∼= ι∗tπ
∗E

��

π∗E

��

E

��

M
ιt

//M × R
π

//M

Let ∇0 and ∇1 be two connections on E → M . Using the pull-back14 we get two
connections π∗∇0 an π∗∇1 on π∗E. Also the linear combination

∇′ = tπ∗∇1 + (1− t)π∗∇0

is a connection on π∗E. We pull-back ∇′ on ι∗tπ
∗E and we calculate ι0π

∗∇′. Let
s ∈ Γ(E) and note that s = ι∗tπ

∗s for all t ∈ R. Hence for all u ∈ Γ(T ∗M) we have

(ι∗0∇′)us = (ι∗0∇′)u(ι
∗
0π

∗s) = ι∗0(∇′
d ιt(u)π

∗s).

Note that for ι∗0(∇′
d ιt(u)

π∗s) we only consider the fibers of (π∗E)(·,0) and so ι
∗
0(∇′

d ιt(u)
π∗s)

equals ι∗0((π
∗∇0)d ιt(u)π

∗s). By the definition of the pull-back connection π∗∇0 (ι∗0∇′)us
simplifies to

(ι∗0∇′)us = ι∗0π
∗∇0

dπ ◦ d ιt(u)s = ∇0.

14Recall that for a vector bundle E → M and a smooth map between manifolds φ : N → M the
pull-back connection is the unique connection on φ∗E such that (φ∗∇)X(φ∗s) = φ∗(∇d φ(X)s) for
all X ∈ T ∗N and s ∈ Γ(φ∗E)
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Using a similar argument we can show that ι∗1∇′ = ∇1.

Let K0, K1 and K ′ be the curvature with respect to the curvatures ∇0, ∇1 and ∇′.
Note that ιt is a homotopy between ι0 and ι1. Hence the induced maps ι∗0, ι

∗
1 : H

•(M×
R) → H•(M) are isomorphic. Therefore, we have

[p(K0)] = ι∗0[p(K
′)] = ι∗1[p(K

′)] = [p(K1)] ∈ H•(M).

So the cohomology class of p(K) does not depend on the choice of connection.

Definition 6.6. Let E →M be a complex vector bundle and let p be an invariant
polynomial such that p(K) is closed for all curvature tensors K. A characteristic
class of E w.r.t. p is the cohomology class of p(K) which we denote as p(E).

Notice that the characteristic class w.r.t. p only depends on the isomorphism class of
a vector bundle, because p is invariant. Hence, characteristic classes are useful tools to
distinguish different vector bundles using their topology. To construct characteristic
classes we need to define covariantly constant polynomials. For this we need to
extend the connection on a vector bundle E to a connection on EndC(E)⊗ Λ•T ∗M
and Sym• End∗

C(E).

Lemma 6.7. let E → M be a vector bundle and let ∇ be a connection on E.
Then ∇ induces a connection over E∗ by the relation

d f(v) = f(∇v) + (∇f)(v)

for all f ∈ Γ(E∗) and v ∈ Γ(E).

Proof. Clearly ∇f is an element of Γ(T ∗M ⊗ E∗). It is also linear, because for all
f, g ∈ Γ(E∗), v ∈ Γ(E) and λ ∈ R we have

∇(f + λg)(v) = d(f(v) + λg(v))− (f + λg)(∇v)
=∇(f)(v) + λ∇(g)(v).

The Leibniz rule is satisfied, because for all f ∈ Γ(E∗), v ∈ Γ(E) and α ∈ C∞(M)
there is

∇(α f)(v) = d(α f(v))− α f(∇v)
= dα · f(v) + α d(f(v))− α f(∇v)
= dα · f(v) + α (∇f)(v).
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So we conclude that ∇ induces a connection on E∗.

Lemma 6.8. Let E, F → M be two vector bundles on M and let ∇E be a
connection on E and let ∇F be a connection on F . Then ∇E and ∇F induces a
connection on E ⊗ F by the relation

∇(e⊗ f) = ∇Ee⊗ f + e⊗F ∇f.

Proof. By the universal property of the tensor algebra this map is well-defined. Clearly
∇ is a linear map from Γ(E ⊗ F ) to Γ(T ∗M ⊗ E ⊗ F ). We only need to show the
Leibniz rule. Let e ∈ Γ(E), f ∈ Γ(F ) and let α ∈ C∞(M). By the Leibniz rule of
∇E and ∇F we have

∇(α e⊗ f) =∇((αe)⊗ f)

=dα⊗ e⊗ f + α⊗∇Ee⊗ f + α⊗ e⊗∇Ff

=dα⊗ e⊗ f + α⊗∇(e⊗ f).

Notice that this proof is independent if we considered ∇(e⊗ (α f)). So we conclude
the proof.

Recall that EndCE is isomorphic to E ⊗C E
∗. So the connection ∇ induces a

connection on EndC(E) and a connection on the space of invariant polynomials.
For sections of EndC(E)⊗ Λ•T ∗M we consider the exterior covariant derivative d∇.

Corollary 6.9. Let E → M be a vector bundle equipped with a connection ∇.
Let p, q ∈ Γ(E) and let f ∈ Γ(E∗). Then the induced connection on Γ(End(E))
satisfies

∇ ((p⊗ f)(q)) =(∇(p⊗ f))(q) + (p⊗ f)(∇q).

Proof. Notice that (p⊗ f)(q) equals p · f(q) and hence

∇ ((p⊗ f)(q)) = d(f(q)) · p+ f(q) · ∇p.
By the definition of the induced connection on E∗ we conclude

∇ ((p⊗ f)(q)) =(∇f)(q) · p+ f(∇q) · p + f(q) · ∇p
=(∇p⊗ f)(q) + (p⊗ f)(∇q).
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Lemma 6.10. Let E → M be a vector bundle with a connection and let p ∈
Γ(Symk End∗

CE) then for all X1, . . .Xk ∈ Γ(EndCE ⊗ Λ•T ∗M) we have

d(p(X1, . . . , Xk)) =(∇p)(X1, . . . , Xk) + p(d∇X1, X2, . . . , Xk)

+ p(X1, d∇X2, X3, . . .XK) + . . .

where ∇ is the induced connection.

Proof. We prove by induction. Pick a local coordinate basis {xµ} ofM . Assume that
k = 1 and pick w.l.o.g. X = d x1 ∧ . . .d xj · X1,...j. Then for all p ∈ Γ(End∗

C(E))
there is

d p(X) = d
(

p(X1,...j) · d x1 ∧ . . .d xj
)

.

By the previous lemma we conclude that

d p(X) =(∇p)(X1,...j) ∧ d x1 ∧ . . .d xj + p(∇X1,...j) ∧ d x1 ∧ . . . dxj
=(∇p)(X) + p(d∇X).

For the induction step let p1, . . . pk ∈ Γ(End(E)) and letX1 . . .Xk ∈ Γ(E⊗Λ•T ∗M).
By the definition of the symmetric algebra we get

d(p1 ⊙ . . .⊙ pk(X1, . . .Xk)) = d
1

k!

∑

σ∈Sk

k
∏

j=1

pj(Xσ(j))

=
1

k!

∑

σ∈Sk

k
∑

i=0

d pi(Xσ(i))
∏

j 6=i
pj(Xσ(j)).

Using the induction base we conclude

d(p1 ⊙ . . .⊙ pk(X1, . . .Xk)) =
1

k!

∑

σ∈Sk

k
∑

i=0

(∇pi)(Xσ(i))
∏

j 6=i
pj(Xσ(j))

+
1

k!

∑

σ∈Sk

k
∑

i=0

pi(d∇Xσ(i))
∏

j 6=i
pj(Xσ(j))

and this simplifies into

d(p1 ⊙ . . .⊙ pk(X1, . . .Xk)) =
1

k!

∑

σ∈Sk

(∇(p1 ⊗ . . .⊗ pk))(Xσ(1), . . . , Xσ(k))

+
1

k!

∑

σ∈Sk

(∇(p1 ⊗ . . .⊗ pk))(Xσ(1), . . . , d∇Xσ(i), . . . , Xσ(k)).
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By rewriting the right hand side in terms of the symmetric algebra we conclude the
proof.

Definition 6.11. Let E → M be a complex vector bundle equipped with a con-
nection ∇ and a curvature K. A polynomial p ∈ Γ(Sym•End∗

C(E) is covariantly
constant if ∇p = 0.

Theorem 6.12. Let E →M be a complex vector bundle equipped with connection
∇ and curvature K. Let p be a covariantly constant polynomial on E. Then
p(K, . . . , K) is closed.

Proof. By the previous lemma we know

d p(K, . . . , K) = (∇p)(K, . . .K) + p(d∇K,K, . . . , K) + p(K, d∇K,K, . . . , K) + . . .

By assumption ∇p(K, . . .K) vanishes and by Bianchi identity d∇K = 0. This con-
cludes that p(K, . . . , K) is closed.

The previous theorem states that covariantly constant invariant polynomials induce
characteristic classes. Next we will show that the trace is covariantly constant and
how we can use this to create many more characteristic classes.

Lemma 6.13. Let E → M be a rank k vector bundle and let K be a curvature
on E. The covariant derivative of the trace vanishes and so d tr(K) = 0.

Proof. Let {ei} be a local frame of E and let {ei♭} de the dual frame. In this local
basis the trace of a section F ∈ Γ(EndC(E)⊗ΛevT ∗M) equals

∑

i e
i♭Fei. Expanding

the exterior derivative in terms of the connection of E and E∗ we get that

dTr(F ) =
∑

i

d ei♭Fei

=
∑

i

(∇ei♭)(Fei) + ei♭(d∇ F )e
i + ei♭F (∇ei).

Recall that ei♭ej is one if i = j and zero otherwise. Hence the exterior derivative of
ei♭ej vanishes and so

0 = d(ei♭ej) = (∇ei♭)(ej) + ei♭(∇ej).
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This concludes

dTr(F ) =
∑

i

ei♭(d∇ F )e
i + ei♭F (∇ei) +

∑

ij

(∇ei♭)(ej) · ej♭(Fei)

=
∑

i

ei♭(d∇ F )e
i + ei♭F (∇ei)−

∑

ij

ei♭(∇ej) · ej♭(Fei)

=
∑

i

ei♭(d∇ F )e
i.

Hence, ∇ tr = 0. For F = K Bianchi identity states that d∇ F = 0 and so dTr(K) =
0.

We create more examples of characteristic classes using formal power series on C.
If E → M is a vector bundle, K is a curvature tensor and f(z) =

∑∞
k=0 akz

k is
a formal power series on C, we extend f to an element of Γ(ΛevT ∗M) by setting
f(K) =

∑∞
k=0 akK

k. Notice that Γ(⊕∞
k=1Λ

2kT ∗M) is a nilpotent algebra and so
∑∞

k=0 akK
k has only finitely many nonzero terms. This concludes that f(K) is well-

defined.

Lemma 6.14. Let E → M be a vector bundle, let p be a covariantly constant
polynomial and let f and g be formal power series on C. If K is a curvature on E,
then g ◦ p ◦ f(K) is well-defined invariant polynomial and is closed.

Proof. Clearly, g ◦ p ◦ f is a formal power series on E. The algebra generated by K is
nilpotent and so g ◦ p ◦ f is a polynomial on E. Because f is equivariant15 we know
that g ◦ p ◦ f is invariant.

To show closedness we need to calculate the exterior derivative of g◦p◦f(K). Assume
that f(z) =

∑

i aiz
i and g(z) =

∑

j bjz
j . The exterior derivative of g ◦ p ◦ f(K)

equals

d g ◦ p ◦ f(K) = d





∑

j

bjp

(

∑

i

aiK
i

)j




=
∑

j

bjp

(

∑

i

aiK
i

)j−1

×

× ((∇p)(f(K)) + p(d∇ f(K), f(K), . . . , f(K)) + . . .) .

15That is, f(SMS−1) = f(M) for all M ∈ End(E) and S ∈ Gl(E)
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We only need to show that d∇ f(K) vanishes. Note that for all A,B ∈ Γ(EndC(E))
and v ∈ Γ(E) there is

∇(ABv) = (∇A)Bv + A(∇B)v + AB(∇v) = (∇(AB))v + AB(∇(v)).

This concludes that d∇ F k = k(d∇ F )F k−1. By the Bianchi identity this vanishes and
so d∇ f(K) = 0.

Example 6.15. Using the previous lemma we show that the determinant defines a
characteristic class. For this we use that the determinant of the exponent of a matrix
is the exponent of its trace. For suitable λ ∈ C we have the matrix identity

det(K + λI) = exp(tr log(K + λI)).

The logarithm might be ill-defined, but if K ∈ Γ(EndC(E)⊗⊕∞
k=1Λ

2kT ∗M) then K
is a section of a nilpotent algebra and the power series of the logarithm,

log(K + λI) = log(λ)−
∞
∑

i=1

(−1)i

iλi
Ki,

converges. This proves that for all rank r vector bundles

det(K + λI) = exp

(

k log(λ)−
∞
∑

i=1

(−1)i

iλi
tr(Ki)

)

= λk
∞
∏

i=1

∞
∑

j=0

(−1)j+i·j

j!ijλi·j
tr(Ki)j.

The left hand side is a polynomial in λ and the right hand side is a (finite) Laurent
polynomial in λ. This concludes that the determinant of K is a polynomial map over
the traces of Ki and so the determinant defines a characteristic map.

6.2 Examples of characteristic classes

We now revisit some examples of characteristic classes. All are based on the construc-
tion described in Lemma 6.14.

Example 6.16. Let E → M be a complex vector bundle, let K be a curvature
tensor on E and let f be a formal power series on C. The Chern f -genus of E
is the characteristic class with respect to the polynomial

Πf (X) = det

[

f

(−X
2πi

)]

and is denoted by Πf(E).
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Example 6.17. Let E →M be a complex vector bundle. The total Chern class
c(E) ∈ Hev(M) is the Chern f -genus with respect to the power series f(z) = 1+z.
The ith Chern class is the projection of the total Chern class into H2i(M)⊗ C.

Example 6.18. Let E → M be a complex vector bundle and let K be a curvature
tensor on E. The Chern character Ch(E) ∈ Hev(M) ⊗ C is the characteristic
class with respect to the polynomial

P (X) = tr

[

exp

(−X
2πi

)]

.

For the Atiyah-Singer index theorem we mainly focus on the Chern Character and the

Chern f -genus of TM where f(z) =
√

z/2
sinh(z/2)

. The latter is a cohomology class

in H•(M) and not in H•(M) ⊗ C. Indeed, if R is the curvature tensor on TM ,
then R is a skew-symmetric matrix. Hence, it has eigenvalues of the form ±iλ where
λ ∈ Ω2(M). Hence, the Chern f -genus is

Πf (R) =
∏

j

√

λj/2

sinhλj/2
·
√

−λj/2
sinh−λj/2

=
∏

j

λj/2

sinhλj/2
.

This shows that Πf (TM ⊗C) indeed represents a real cohomology class. Also it does
not depend on the choice of branch of the square root. This is not a special property
of TM and so we define:

Example 6.19. Let E → M be a real vector bundle. The Â-genus Â(E) is the

Chern f -genus of E ⊗ C where f is the holomorphic map z 7→
√

z/2
sinh z/2

.

6.3 Characteristic classes of Clifford bundles

When we consider a Clifford bundle S → (M, g) the curvature K is not the only
section of End(S)⊗ Λev T ∗M we study. Namely, for a Clifford bundle we also have
the twisting curvature F S and the Riemann endomorphism RS. We study if invariant
polynomials over F S and RS also define characteristic classes.
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Lemma 6.20. Let A be an algebra and let V,W be two vector spaces. Let P
be an element of Sym•(V ⊕W )∗. Let P̃ be the projection of P onto Sym•W ∗.
Them for all w ∈ W ⊗ A, v ∈ V ⊗A the polynomials P and P̃ satisfies

P (w) = P̃ (v + w).

Proof. Assume w.l.o.g. that P has a unique representation as
∑

i

∏i
j=0(fij + gij)

where fij ∈ V ∗ and gij ∈ W ∗ for all i and j. Then p̃ is the sum
∑

i

∏i
j=0 gij. Let

v ∈ V ⊗ A and w ∈ W ⊗A. Because fij(w) = 0 and gij(v) = 0 there is

P (w) =
∑

i

i
∏

j=0

(fij(w) + gij(w)) =
∑

i

i
∏

j=0

gij(w)

P̃ (v + w) =
∑

i

i
∏

j=0

(gij(v) + gij(w)) =
∑

i

i
∏

j=0

gij(w).

This concludes that P (w) = P̃ (v + w).

Theorem 6.21. Let S → (M, g) be a Clifford bundle, let RS be the Riemann
endomorphism and let F S be the twisting curvature. For all invariant polynomials
P , the differential forms P (RS) and P (F S) are closed.

Proof. Let K ∈ Γ(End(S)⊗Λ2T ∗M) be the curvature on S. Recall that EndC(S) is
isomorphic to Cl(TM)⊗EndCl(S) where Cl(TM) is the Clifford action and EndCl(S)
is the bundle of Clifford endomorphisms. Because Cl(TM) is unital we can decompose
End(S) into V ⊕W where W = {C · Id} ⊗ EndCl(S) and V is the rest. Let P̃ be
the projection of P onto W . By the previous lemma we know that P (F S) = P̃ (F S +
RS) = P̃ (K). Notice that P̃ is also an invariant polynomial. Hence, d P̃ (K) =
dP (F S) = 0. Using the same argument we can show that dP (RS) = 0.

For Clifford bundles we can also use F S and RS to calculate characteristic classes.
For the Atiyah-Singer theorem we only use the following:
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Definition 6.22. The relative Chern character Chrel(S) ∈ Hev(M) ⊗ C of a
Clifford bundle S → M on an n dimensional manifold is the cohomology class of
P (F S) where P is the invariant polynomial

P (X) = (−2)n/2 tr

[

exp

(−X
2πi

)]

.
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7 Symbol Calculus

In chapter 3 we saw how the Fujikawa method relates the chiral anomaly to the
index of a Dirac operator. In one of the steps we considered a Taylor approximation
and we showed that only a single order contributed. We formalize this approach by
introducing graded and filtered algebras. We show that the Taylor approximation used
by Fujikawa is related to the Getzler filtration. Secondly we investigate how the heat
equation changes the Getzler filtration. The result is related to the heat equation for
Mehlers kernel and this proves the Atiyah-Singer index theorem.

7.1 Definitions

Definition 7.1. A graded algebra is an algebra G with a direct product decom-
position G =

∏

i∈ZGi such that Gi ·Gj ⊆ Gi+j for all i, j ∈ Z. An element g ∈ G
is of degree k if g ∈ Gk.

Example 7.2 (Trivial grading). We can turn any algebra G into a graded algebra.
For this let G0 = G and Gi = {0} if i 6= 0. Clearly G has the decomposition

∏

iGi.
Because G is an algebra G0 · G0 ⊆ G0. Also {0} · G = G · {0} = {0} and hence
Gi ·Gj ⊆ Gi+j . We call this the trivial grading.

Example 7.3 (Taylor series). Let V be a vector space let G = C [[x]] be the space of
formal power series of maps on V . Homogeneous polynomials span this space and it
even induces a direct product decomposition. Indeed, we say that a formal series is of
degree16 −k and only if it is a homogeneous polynomial of degree k. Under change of
coordinates a homogeneous polynomial stays homogeneous and the degree stays the
same. Hence the homogeneous polynomials induce a direct product decomposition of
G. Also the multiplication between a degree i and j homogeneous polynomial induces
a degree i + j homogeneous polynomial. Hence the property Gi · Gj ⊆ Gi+j is also
satisfied.

Example 7.4 (Exterior algebra). Let V be a vector space and let Gk = ΛkV be the
k-times wedge product of elements in V . The exterior algebra is the direct product
G =

∏

k∈N Λ
kV . The wedge product between an i- and j-form is a (i + j)-form.

Hence Gi ∧Gj ⊆ Gi+j and the exterior algebra is a graded algebra.

16Although the minus sign is not necessarily, it will be useful in later calculations.
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Let V be a vector space with inner product g and let Clk(V, g) be the linear span
of k products of pairwise orthonormal Clifford actions. The space Cl(V, g) has the
direct product decomposition

∏

k Clk(V, g) but is not a graded algebra. Indeed, for
all v ∈ V the Clifford action γ(v) is an element of Cl1(V, g). However γ(v)2 is an
element of Cl0(V, g) instead of Cl2(V, g), because γ(v)

2 = −g(v, v) · Id. To assign
degrees for elements in the Clifford algebra we use filtered algebras:

Definition 7.5. A filtered algebra is an algebra A with a family of subspaces Ai,
i ∈ Z such that Ai ⊆ Ai+1 and Ai · Aj ⊆ Ai+j. An element a ∈ A is of degree
k ∈ Z if a ∈ Ak, but a 6∈ Ak−1.

Example 7.6. (Clifford algebra) Consider the Clifford algebra A = Cl(V, g) and let
Ai =

∏

j<iClj(V, g). Clearly A is the union of all Ai and for all i and j the product
of an element in Ai and in Aj is an element of Ai+j . Hence the Clifford algebra is a
filtered algebra.

Example 7.7. (Differential operators) Recall that for a manifold M a differential
operator is a smooth operator on C∞(M) such that in a local coordinate frame {xµ}
the differential operator is given by

∑

cµ1,...,µk
∂

∂xµ1
∂

∂xµ2
. . .

∂

∂xµk
.

Here cµ1,...,µk is a smooth maps on M . If we use multi-index notation we say that a
differential must locally be of the form

∑

I cI
∂
∂xI

. Let |I| be the degree of the multi
index I and let Ak be the vector space generated by the differential operators that are
locally of the form

∑

|I|≤k cI
∂
∂xI

. Notice that Ak is independent of choice of basis and
Ai · Aj ⊆ Ai+j for all i+ j. Hence Ak induce a filtration on the space of differential
operators. We denote differential operators as D(M).

Lemma 7.8. Let G =
∏

kGk be a graded algebra and let Ak =
∏

j≤kGj. If there
exists an M ∈ Z such that Gk = {0} for all k > M , then

⋃

k Ak is a filtration of
G

Proof. Clearly G is the union of all Ak and by definition Ak ⊆ Ak+1 for all k. Because
G is graded we conclude that Ai · Aj ⊆ Ai+j . Hence Ai is a filtration of G.

From the previous lemma we conclude that all our examples of graded algebras are
also filtered algebras. Not every filtered algebra is a graded algebra. However for every
filtered algebra we can construct a graded algebra by considering quotient spaces.
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Definition 7.9. Let A be a filtered algebra. The associated graded algebra is
the graded algebra G(A) that is defined by

G(A) =
∏

k

Ak/Ak−1.

Given a filtered algebra A =
⋃

iAi consider the associated graded algebra G(A).
Notice that the quotient map πk : Ak → Ak/Ak−1 describes the relation between the
filtration of A and the grading of G(A). Also notice that for all a ∈ Ai and a

′ ∈ Aj

πi(a) · πj(a′) = πi+j(a · a′).

This is an example of a symbol map.

Definition 7.10. Let A =
⋃

k∈I Ak be a filtered algebra and let G =
∏

k∈I Gk be
a graded algebra. A symbol map is a family of linear maps σk : Ak → Gk such
that

1. for all k ∈ I and a ∈ Ak−1 the map σk satisfies σk(a) = 0.

2. for all i, j ∈ I, a ∈ Ai and a
′ ∈ Aj the symbol map satisfies σi(a) · σj(a′) =

σi+j(a · a′).

If G is the associated graded algebra of A, then the associated symbol map is
the family of projection maps πk : Ak → Ak/Ak−1, which is a symbol map between
A and G(A).

Example 7.11. Consider the trivially filtered algebra A. That is, Ai = A if i ≥ 0
and Ai = {0} else. The associated graded algebra G(A) is isomorphic to the trivially
graded algebra of A. Hence, the associated symbol map equals σk = IdA if k = 0
and σk = 0 else.

Example 7.12. (Clifford algebra) Let V be a vector space with symmetric 2-form
g. Consider the associated graded algebra of Cl(V, g). By the definition of a Clifford
algebra the projection map πi satisfies

π1(v1) ·π1(v2)+π1(v2) ·π1(v1) = π2(v1 ·v2+v2 ·v1) = −g(v1, v2) ·π2(Id) = 0 (7.1)

for all v1, v2 ∈ V . This shows that the associated graded algebra of Cl(V, g) is
isomorphic to the exterior algebra Λ•V ∗. Equation 7.1 also shows that the associated
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symbol map interchanges the Clifford multiplication with the wedge product. That is,
for all v1 . . . vk ∈ V , the map πk(v1 · . . . · vk) equals v♭1 ∧ . . . ∧ v♭k.

Example 7.13 (Endomorphisms of algebras). Given an filtered algebra A =
⋃

iAi
we can create a filtered subalgebra on End(A). Indeed, Endn(A) be the subspace of
End(A) such that for all k ∈ Z the map f |Ak

maps into Ak+n. Because Ak+n is a
subspace of Ak+n+1 we conclude that Endn(A) ⊆ Endn+1(A). Using the composition
of maps we notice that Endn(A) ◦ Endm(A) ⊆ Endn+m(A). Hence,

⋃

n Endn(A) is
a filtered algebra and a subalgebra of End(A). This property can also been shown for
graded algebras G. That is, the subalgebra

∏

n Endn(G) of End(G) is also a graded
algebra.

We construct a symbol map between
⋃

n Endn(A) and
∏

n Endn(G(A)). Fix n ∈ Z

and let f ∈ Endn(A). For any k ∈ Z and a ∈ Ak−1 we have f(a) ∈ Ak+n−1. This
shows that πn+k ◦ f(a) = 0. We conclude that πn+k ◦ f factors over Ak/Ak−1 and
we can define σn(f) : G(A) → G(A) as the unique map such that for all k ∈ Z the
following diagram commutes:

Ak
f

//

πk
��

Ak+n

πk+n

��

Ak/Ak−1
σn(f)

// Ak+n/Ak+n−1

We see that σn is a family of linear maps from Endn(A) to Endn(G(A)). It is also
a symbol map. We already showed that σn(Endn−1(A)) = 0 for all n ∈ Z. To show
the homomorphism property let n,m ∈ Z, f ∈ Endn(A) and let g ∈ Endm(A). For
all k ∈ Z we get the commuting diagram:

Ak
f

//

πk
��

Ak+n
g

//

πk+n

��

Ak+n+m

πk+n+m

��

Ak/Ak−1
σn(f)

//

σn+m(g◦f)

55
Ak+n/Ak+n−1

σm(g)
// Ak+n+m/Ak+n+m−1

By uniqueness we conclude that σn+m(g ◦ f) = σm(g) ◦ σn(f) and so σ is a symbol
map.

Example 7.14 (Taylor series). Consider formal power series C [[x]] over R. Note that

for all αi, βj ∈ C the differential operator
∑n

i=0 αi
(

∂
∂x

)i
maps the formal power series
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∑∞
j=m βjx

j to
∑n

i=0

∑∞
j=m αi βj · j!i!xj−i. Hence, the space Dn(R) is a subalgebra of

Endn(C [[x]]) for all n ∈ Z. However the filtrations of Dn(R) and Endn(C [[x]]) differs.
To see this note that the operator p 7→ x · p is a differential operator of degree zero,
but this operator is an element of End−1(C [[x]]).

7.2 Getzler filtration

In paragraph 3.1 we calculated the trace over γ5e
−tD2

by considering a Taylor approx-
imation in t1/2 for Equation 3.8

∫

d4 k

(2π)4
t−2 tr

[

γ5 f

(

−(t1/2∇µ + ikµ)
2 − it

4
[γµ, γν ]Fµν

)]

. (3.8)

Notice that we have a factor t1/2 for every kµ and for every γµ. Now we rephrase
this in terms of filtrations. The element kµ is the Fourier transform for a degree
one differential operator. Also, γµ is a degree one Clifford action. By applying a
Taylor approximation we combine the filtration of the Clifford action with the filtration
induced by differential operators. In general we always can combine multiple filtrations
using the tensor algebra.

Lemma 7.15. Let B =
⋃

iBi and C =
⋃

Ci be filtered algebras and let A be
the tensor algebra of B and C. Then A is a filtered algebra spanned by Ak =
∑k

i=0Bi ⊗ Ck−i.

Proof. Let b ∈ B, c ∈ C and consider b ⊗ c ∈ A. Because B and C are filtrations
there exists an i, j ∈ Z such that b ∈ Bi and c ∈ Cj. Hence, b ⊗ c ∈ Bi ⊗ Cj. The
space Bi ⊗ Cj is a subspace of

∑i+j
i=0Bi ⊗ Cj =

∑i+j
i=0Bi ⊗ C(i+j)−i which equals

Ai+j. Hence, A is the union of the family of spaces Ak.

Now let k ∈ Z and consider Ak. By definition it equals
∑k

i=0Bi ⊗ Ck−i. The space
Ak is a subspace of Ak+1, because

Ak =
k
∑

i=0

Bi ⊗ Ck−i ⊆
k
∑

i=0

Bi ⊗ C(k+1)−i ⊆
k+1
∑

i=0

Bi ⊗ C(k+1)−i = Ak+1.

Finally let i, j, k, l ∈ Z and let bi ∈ Bi, cj ∈ Cj, bk ∈ Bk and cl ∈ Cl. Then
bi ⊗ cj ∈ Ai+j and bk ⊗ cl ∈ Ak+1. The tensor product between bi ⊗ cj and bk ⊗ cl
equals (bi · bj) ⊗ (ck · cl). Because B and C are filtrations (bi · bj) ⊗ (ck · cl) is
an element of Bi+j ⊗ Ck+l. This proves that bi ⊗ cj · bk ⊗ cl ∈ Ai+j+kl and so
Ai+j ·Aj+k ∈ Ai+j+k+l. We conclude that A is a filtered algebra.
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We want to create a filtration on the space of smoothing operators. For this let
(M, g) be an even dimensional Riemannian manifold and let y ∈ M . Consider a
neighborhood Uy ⊆ M such that exp−1

y : Uy → TyM is a chart of M . Let S → Uy
be a Clifford bundle and let p ∈ Γ(S ⊠ S) be a kernel. We fix the second component
of p at y and so we only consider p(·, y) ∈ Γ(S ⊗ S∗

y). Using parallel transport
and the exponential map we trivialize S into TyM × Sy. Then locally p(·, y) is a
smooth map from TyM to Sy ⊗ S∗

y . Notice that Sy ⊗ S∗
y is isomorphic to End(Sy).

By Lemma 5.23 the space Sy ⊗ S∗
y is isomorphic to Cl(TyM) ⊗ EndCl(Sy) where

EndCl(Sy) is the space of Clifford endomorphisms on Sy. We conclude that p(·, y) is
locally a map from TyM to Cl(TyM)⊗ EndCl(Sy). That is, p(·, y) is an element of
C∞(TyM) ⊗ Cl(TyM) ⊗ EndCl(Sy). Notice that this space is the tensor product of
filtered algebras. Using Lemma 7.15 we can create a filtration on Γ(S ⊗ S∗

y).

Definition 7.16. The Getzler filtration for kernels on S is the tensor filtration
on S⊗Sy that is induced by the Taylor series on C∞(TyM), the Clifford action on
Cl(TyM) and the trivial filtration on EndCl(Sy). For operators on Γ(S ⊗ S∗

y) we
define the Getzler filtration for operators on Γ(S) and the Getzler symbol as
the filtration and symbol described in Example 7.13.

In the rest of this section we refer to the trivialization TyM × EndC(Sy) of S as the
trivialization induced by parallel transport. Without further introducing we also use
{sk} for an orthonormal frame of TyM and {s̃k} as the local frame of S induced from
{sk} by parallel transport. Note that {s̃k} is also orthonormal, because the connection
on S is metric compatible.

Our goal is to calculate the Getzler symbol of the operator D2. For this we need to
calculate the symbol of the Clifford action and the covariant derivative. We show this
in the next lemmas.

Lemma 7.17. Let vy ∈ TyM and consider the vector field v ∈ Γ(TM) in-
duced by parallel transport. The Clifford action γ(v) along v is locally given by
IdTyM ⊗γ(vy)⊗ IdSy ∈ C∞(TyM)⊗ Cl(TyM)⊗ EndCl(Sy).
The Clifford action γ(v) has Getzler degree one and the Getzler symbol σ1(γ(v))
equals v♭y.

Proof. Let x ∈M and consider a radial path p : [0, 1] → TyM from y to x. The local
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trivialization induced by parallel transport of γ(v) is given as

∑

i,j

〈s̃i, γ(v)s̃j〉x ⊗ si · s♭j ∈ C∞(TyM)⊗ EndC(Sy).

The metric on S is compatible with the covariant derivative ∇ and so

∂

∂t
〈s̃i, γ(v)s̃j〉p(t) =〈∇ṗ(t)s̃i, γ(v)s̃j〉p(t) + 〈s̃i,∇ṗ(t)γ(v)s̃j〉p(t). (7.2)

Because s̃i is a vector field induced by parallel transport, we have the identity ∇ṗ(t)s̃i =
0 for all t. So equation 7.2 simplifies to

∂

∂t
〈s̃i, γ(v)s̃j〉p(t) =〈s̃i,∇ṗ(t)γ(v)s̃j〉p(t)

=〈s̃i, γ(∇ṗ(t)v) s̃j〉p(t) + 〈s̃i, γ(v)∇ṗ(t)s̃j〉p(t)
=〈s̃i, γ(∇ṗ(t)v) s̃j〉p(t).

Also the vector field v is induced from parallel transport and so 〈s̃i, γ(v)s̃j〉p(t) is
constant. We calculate this constant by evaluating at y and we conclude that γ(v)
locally equals

∑

i,j

〈si, γ(vy)sj〉 · IdUy ⊗ si · s♭j ∈ C∞(TyM)⊗ EndC(Sy).

This simplifies to IdTyM ⊗ γ(vy) ∈ C∞(TyM) ⊗ EndC(Sy) and we conclude the
result.

Lemma 7.18. Any endomorphism F ∈ Γ(EndC(S)) is a Clifford endomorphism if
and only if there exists some αi ∈ C∞(TyM) and f i ∈ EndCl(Sy) such that in the
trivialization induced by parallel transport F equals

∑

i

αi ⊗ Id⊗f i ∈ C∞(TyM)⊗ Cl(TyM)⊗ EndCl(Sy).

The Clifford bundle endomorphism F have Getzler degree zero and the Getzler
symbol σ0(F ) equals F (y).
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Proof. Let f ∈ EndCl(Sy) and let α ∈ C∞(TyM). Let F be a section of EndC(S)
such that F is locally given by α ⊗ Id⊗f ∈ C∞(TyM) ⊗ Cl(TyM) ⊗ EndCl(Sy).
Using the orthonormality of {s̃k} we see that F equals

F =
∑

ij

α · 〈si, fsj〉s̃i · s̃♭j .

Let v ∈ Γ(TM) be the parallel transport of vy ∈ TyM . By the identity
∑

k s̃ks̃
♭
k = Id

we conclude

Fγ(v) =
∑

ijk

α · 〈si, fsj〉〈s̃j, γ(v)s̃k〉s̃i · s̃♭k.

By Lemma 7.17 we know that 〈s̃j, γ(v)s̃k〉 is constant and hence equal to 〈sj, γ(vy)sk〉.
This simplifies Fγ(v) into

Fγ(v) =
∑

ijk

α · 〈si, fγ(vy)sk〉s̃i · s̃♭k.

By definition f must commute with γ(vy) and so F commutes with γ(v). Hence F
is a Clifford bundle endomorphism.

At last consider the subbundle of End(S) spanned by the Clifford action and all
Clifford endomorphisms that are locally of the form

∑

i αi ⊗ Id⊗f i ∈ C∞(TyM) ⊗
Cl(TyM)⊗EndCl(Sy). By dimension counting we conclude it spans the whole bundle
and so all Clifford bundle endomorphisms are of the form

∑

i αi⊗ Id⊗f i ∈ C∞(Uy)⊗
Cl(TyM)⊗ EndCl(Sy).

Lemma 7.19 (Roe [1998], Proposition 12.22). Let {xµ} be an orthonormal coor-
dinate frame of TyM and extend this to an orthonormal coordinate frame on TM
using parallel transport. Let R be the Riemann curvature tensor. Then for all µ
the covariant derivative ∇µ is a differential operator of Getzler degree one and the
Getzler symbol of ∇µ equals

σ1(∇µ) =
∂

∂xµ
+

1

4

∑

ν

〈

∂

∂xµ
, R (·, ·) ∂

∂xν

〉

xν .

Proof. Let p be a section of S ⊗ S∗
y and assume without loss of generality that

p =
∑

ij pij · s̃i · s♭j where pij ∈ C∞(Uy). In the trivialization induced by the parallel
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transport p equals
∑

ij pij · si · s♭j . We show that in this trivialization ∇µp equals
σ1(∇µ) p plus lower order terms. From the Leibniz rule it follows that

∇µp =
∑

ij

∇µ

(

pij s̃i s
♭
j

)

=
∑

ij

∂pij
∂xµ

s̃i s
♭
j +
∑

ijk

〈s̃k,∇µs̃i〉 · pij s̃k · s♭j.

Locally we can write ∇µp as (
∂
∂xµ

+ω)p where ω is a linear endomorphism on Sy with
the elements ωki = 〈s̃k,∇µs̃i〉 ∈ C∞(TyM). Clearly ∂

∂xµ
is a degree one operator and

so we only need to show that ω has Getzler degree one. For this we use a trick. Let K
be the curvature tensor w.r.t. the connection ∇ of S and let R be the radial vector
field. That is, R =

∑

ν x
ν ∂
∂xν

. Note that the Lie bracket between ∂
∂xµ

and R equals
∂
∂xµ

. So the matrix element ωki equals = 〈s̃k,∇[ ∂
∂xµ

,R]s̃i〉. We write this in terms of

the curvature.

ωki = 〈s̃k,∇µs̃i〉 =
〈

s̃k,

(

−K
(

∂

∂xµ
,R
)

+∇µ∇R −∇R∇µ

)

s̃i

〉

. (7.3)

By the definition of the parallel transport it follows that ∇Rs̃i = 0. Using that ∇ is
a metric connection equation 7.3 simplifies into

〈s̃k,∇µs̃i〉 =−
〈

s̃k, K

(

∂

∂xµ
,R
)

s̃i

〉

− LR 〈s̃k,∇µs̃i〉 .

Moving LR to the left hand side, we get (1+LR)ω = −K
(

∂
∂xµ

,R
)

. The Weitzenbock
formula states that K = RS + F S where F S is a Clifford endomorphism and RS =
1
4

∑

νρ γνγρ〈R(·, ·) ∂
∂xν

, ∂
∂xρ

〉. So the matrix ω satisfies

(1 + LR)ω =− RS

(

∂

∂xµ
,R
)

− F S

(

∂

∂xµ
,R
)

=
1

4

∑

νρσ

γνγρ

〈

∂

∂xµ
, R

(

∂

∂xν
,
∂

∂xρ

)

∂

∂xσ

〉

xσ − F S

(

∂

∂xµ
,R
)

. (7.4)

Now we write ω in local coordinates. Let I, J be multi-indices over {xµ} with degree
|I| and |J | and write ω as

∑

IJ x
I ⊗ cJ ⊗ωIJ ∈ C∞(TyM)⊗Cl(TyM)⊗EndCl(Sy).

The left hand side of equation 7.4 equals

(1 + LR)ω =
∑

IJ

(

1 +
∑

τ

xτ
∂

∂xτ

)

xI ⊗ cJ ⊗ ωIJ

=
∑

IJ

(

1 +
∑

τ

xτ
I(τ)

xτ

)

xI ⊗ cJ ⊗ ωIJ

=
∑

IJ

(1 + |I|)xI ⊗ cJ ⊗ ωIJ .
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We compare this to the right hand side of equation 7.4. Because F S is a Clifford
endomorphism, we conclude that F S

(

∂
∂xµ

,R
)

is a Getzler degree zero operator. Also,
RS
(

∂
∂xµ

,R
)

has Getzler degree one and so

∑

IJ

(1 + |I|)xI ⊗ cJ ⊗ ωIJ

=
1

4

∑

νρσ

γνγρ

〈

∂

∂xµ
, R

(

∂

∂xν
,
∂

∂xρ

)

∂

∂xσ

〉

xσ + lower order terms.

We conclude for the top order thatXI = xσ, CJ = γνγρ and ωIJ =
〈

∂
∂xµ

, R
(

∂
∂xν

, ∂
∂xρ

)

∂
∂xσ

〉

.
Hence ω has Getzler degree one and is given by

2ω =
1

4

∑

νρσ

γνγρ

〈

∂

∂xµ
, R

(

∂

∂xν
,
∂

∂xρ

)

∂

∂xσ

〉

xσ + lower order terms.

The Getzler symbol of ω equals

σ1(ω) =
1

8

∑

νρσ

〈

∂

∂xµ
, R

(

∂

∂xν
,
∂

∂xρ

)

∂

∂xσ

〉

xσ · dxν ∧ d xρ

=
1

4

∑

σ

〈

∂

∂xµ
, R (·, ·) ∂

∂xσ

〉

xσ

and we finish the proof.

Corollary 7.20 (Roe [1998], Example 12.16). The Dirac operator D has Getzler
degree two and the Getzler symbol of D equals

σ2(D) =
∑

µ

∂

∂xµ
· d xµ + 1

8

∑

µνρσ

〈

∂

∂xµ
, R

(

∂

∂xν
,
∂

∂xρ

)

∂

∂xσ

〉

xσ · d xµ ∧ d xρ ∧ dxσ

where {xµ} is the Riemannian normal coordinate frame.

Proof. Recall that in the Riemannian normal coordinate frame D =
∑

µ γµ∇µ and
use Lemmas 7.17 and 7.19.
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Proposition 7.21 (Roe [1998], Proposition 12.17). Let S → (M, g) be a Clifford
bundle over an even dimensional Riemannian manifold and let D be the Dirac oper-
ator. Let R be the Riemann curvature and F s be the twisting curvature. Let {xµ}
be the Riemannian normal coordinate frame and denote Rµν =

〈

∂
∂xµ

, R(·, ·) ∂
∂xν

〉

∈
Ω2(M). The operator D2 has Getzler degree two and its symbol equals

σ2(D
2) = −

∑

µ

(

∂

∂xµ
+

1

4

∑

ν

Rµνx
ν

)2

+ F S.

Proof. Proposition 1.27 states that D2 = ∇∗∇ + FS + 1
4
κ where FS is the Clifford

contraction of the twisting curvature and κ is the scalar curvature. In Riemannian
normal coordinates we write this identity as

D2 = −
∑

µ

∇µ∇µ +
1

2

∑

µ,ν

γµγνF
s

(

∂

∂xµ
,
∂

∂xν

)

+
1

4
κ.

Recall that the twisting curvature is a Clifford endomorphism. Hence by Lemmas 7.17,
7.18 and 7.19 we conclude that D2 has Getzler degree 2 and the symbol is given by

σ2(D
2) = −

∑

µ

σ2(∇2
µ) +

1

2

∑

µ,ν

σ2

(

γµγνF
s

(

∂

∂xµ
,
∂

∂xν

))

+ σ2

(

1

4
κ

)

. (7.5)

The scalar curvature and F s
(

∂
∂xµ

, ∂
∂xν

)

are Clifford endomorphisms and hence it has
at most degree zero. So we simplify equation 7.5 into

σ2(D
2) =−

∑

µ

σ1(∇µ)
2 +

1

2

∑

µ,ν

σ1(γµ)σ1(γν)σ0

(

F s

(

∂

∂xµ
,
∂

∂xν

))

=−
∑

µ

σ1(∇µ)
2 +

1

2

∑

µ,ν

F s

(

∂

∂xµ
,
∂

∂xν

)

d xµ ∧ d xν

=−
∑

µ

σ1(∇µ)
2 + F s.

Using Lemma 7.19 we conclude the result.

120



7.3. The symbol of the heat kernel Andries Salm

7.3 The symbol of the heat kernel

In chapter 4 we showed that each Dirac operator on a compact Riemannian manifold
has a heat kernel kt. Using the heat equation we calculate the Getzler symbol of the
heat kernel.

Proposition 7.22 (Roe [1998], Proposition 12.24). Let S → (M, g) be a Clifford
bundle over an n dimensional Riemannian manifold and let D be the Dirac operator.
Assume that n is even. Let kt be the heat kernel w.r.t. the generalized Laplacian
D2 and denote the formal power series of kt as

1
(4πt)n/2 e

−r2/4t∑∞
i=0 t

iΦi. Then for

all i the kernel Φi has at most Getzler degree 2i and the symbol of Φi satisfies

r
∂

∂r
σ0(Φ0) =0

(

r
∂

∂r
+ i

)

σ2i(Φi) =− σ2(D
2)σ2i−2(Φi−1) ∀i ∈ N.

Proof. Let y ∈ M . In Theorem 4.13 we showed that kt has a formal solution to the
heat equation by proving that Φi is the unique solution of the differential equations

(

r

4g

∂g

∂r
+∇R

)

Φ0(·, y) =0 (4.6)

(

i+
r

4g

∂g

∂r
+∇R

)

Φi(·, y) =−D2Φi−1(·, y) ∀i > 0. (4.7)

Here r is the distance from y, R = r ∂/∂r is the radial vector field originating in y
and g is the determinant of the metric. Suppose that Φi(·, y) has Getzler degree ki
for some ki ∈ N. The symbol of Φi equals

σk0

((

r

4g

∂g

∂r
+∇R

)

Φ0(·, y)
)

=0

σki

((

i+
r

4g

∂g

∂r
+∇R

)

Φi(·, y)
)

=σki(−D2Φi−1(·, y)) ∀i > 0.

Multiplication by i is a degree zero operator and r
4g
∂g
∂r

has degree -1. Also ∇R is a

degree zero operator. Indeed, let {xµ} be the Riemannian orthonormal coordinate
and notice that ∇R =

∑

µ x
µ · ∇µ. The symbol of ∇R equals

σ0(∇R) =
∑

µ

xµ
∂

∂xµ
+

1

4

∑

ν

Rµνx
µxν .
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Using the anti-symmetry in R we simplify σ0(∇R) into xµ ∂
∂xµ

and this equals r ∂
∂r
.

Therefore the symbol of Φk is

r
∂

∂r
(σk0Φ0(·, y)) =0 (7.6)

(

r
∂

∂r
+ i

)

σkiΦi(·, y) =− σ2(D
2)σki−2(Φi−1) ∀i > 0. (7.7)

Inductively we conclude that Φi has Getzler degree 2i.

Comparing equations 4.6 and 4.7 with 7.6 and 7.7 suggest we need to investigate the
differential equation ∂

∂t
+ σ2(D

2) = 0. Even more, this is a heat equation. Indeed,
it is sufficient to show that σ2(D

2) is a generalized Laplacian. For this consider the
trivial bundle TyM × Λ•TyM ⊗ EndCl(Sy) → TyM . Equip Λ•TyM with the induced
metric from TyM and equip EndCl(Sy) with the Hilbert-Schmidt metric. The operator
∂
∂xµ

+ 1
4

∑

ν Rµνx
ν is a covariant derivative for all xµ. Denote this connection as

∇. This connection is metric compatible, because Rµν is skew-symmetric. Hence
the operator σ2(D

2), which equals ∇∗∇ + F S, is a generalized Laplacian. Next we
explicitly calculate the heat kernel.

Proposition 7.23 (Roe [1998], Proposition 12.24). Let S → (M, g) be a Clif-
ford bundle over an n dimensional Riemannian manifold. Let D be the Dirac
operator and let kt =

1
(4πt)n/2 exp(−r2/4t)

∑

i t
iΦi be the formal solution of the

heat equation with respect to the generalized Laplacian D2. Let y ∈ M and
consider the trivial vector bundle TyM × Λ•TyM ⊗ EndCl(Sy) → TyM . Let
Wt = 1

(4πt)n/2 exp(−r2/4t)
∑

i t
iΘi be the formal solution of the heat equation

with respect to the generalized Laplacian σ2(D
2). Then for all x ∈ TyM and i ∈ N

the components Θi satisfy

Θi(x, y) = σ2i(Φi).

Proof. In Theorem 4.13 we showed that Θi is the solution of the differential equation

(

r

4g

∂g

∂r
+∇R

)

Φ0(·, y) =0 (4.6)

(

i+
r

4g

∂g

∂r
+∇R

)

Φi(·, y) =−D2Φi−1(·, y) ∀i > 0. (4.7)
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Comparing this to Equations 7.6 and 7.7 we conclude that σ2iΦi satisfies the same set
of differential equations. The only possible difference is in the initial conditions. This
is not the case. For i = 0, the initial condition is that Φ0(y, y) equals the identity map.
The symbol map doesn’t alter the identity map and so Φ0(·, y) = σ0(Φ0). For i > 0
the initial condition is determined by the requirement that Φi is differentiable at the
origin. Because σ2i(Φi) is differentiable by construction, we conclude the result.

If we replace TyM × Λ•TyM ⊗ EndCl(Sy) → TyM with the vector bundle R ×
TyM → TyM we already have a heat kernel w.r.t. σ2(D

2), namely Mehlers kernel.
Consider the Taylor series of this kernel in R and F . If replace R ∈ Mn×n(R) with
the Riemann curvature and F with the twisting curvature we created a kernel on
Λ•TyM ⊗ EndCl. Note that the algebra generated by the Riemann curvature and
the Twisting curvature is a nilpotent commutative algebra. Hence the Taylor series
converges on Λ•TyM ⊗ EndCl and satisfies the heat equation. So Mehlers kernels is
also the heat kernel w.r.t. σ2(D

2) and by uniqueness we conclude

Proposition 7.24 (Roe [1998], Proposition 12.26). Let S → (M, g) be a Clifford
bundle over an even dimension Riemannian manifold. Let D be the Dirac oper-
ator and let kt =

1
(4πt)n/2 exp(−r2/4t)

∑

i t
iΦi be the formal solution of the heat

equation w.r.t. D2. Let y ∈ M , Uy ⊆ M be a neighborhood of y such that
exp−1

y : Uy → TyM is a chart of M , let x ∈ Uy and let r be the distance between
x and y. Then for all i the symbol σ2i(Φi) satisfies

det 1/2

(

tR/2

sinh(tR/2)

)

exp

[

− 1

4t

〈

tR

2
coth

(

tR

2

)

x, x

〉

− tF

]

= exp(−r2/4t)
∑

i

tiσ2i(Φi).

7.4 Atiyah-Singer Index theorem

At last we consider the interaction between the symbol map and the trace and we
prove the Atiyah-Singer index theorem. From the trace identities we know that only
top Clifford degree part are non-vanishing in the trace. In the next definition and
lemma we translate this in terms of Getzler symbols.

Definition 7.25. Let S → (M, g) be a Clifford bundle on an even dimensional
Riemannian manifold and let y ∈M . The constant part of the Getzler symbol
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σ0
k is the projection of the Getzler symbol σk to C∞

0 (TyM)⊗Λ•TyM ⊗EndCl(Sy)
where C∞

0 (TyM) denotes the constant part of the Taylor grading.

Lemma 7.26. Let S → (M, g) be a Clifford bundle on an 2n dimensional Rieman-
nian manifold, let y ∈ M and let p be a section of S⊗Sy. Let γ5 be the canonical
grading operator. If S is canonically graded, then

tr(γ5 p(y)) · Vol(g) =(−i)n tr(σ0
2n(p)).

Proof. In this proof we use the letters I and J for multi-indices and we denote their
degrees with |I| resp. |J |. Locally p is represented by an element

∑

IJ x
I ⊗ cJ ⊗ pIJ

in C∞(TyM)⊗ Cl(TyM)⊗ EndCl(Sy). The trace of γ5 p(y) equals

tr(γ5 p(y)) =
∑

IJ

xI · tr(γ5 cJ · pIJ).

Note that if |I| 6= 0, then xI = 0 because we evaluate x at zero. Hence the trace of
p(y) is

tr(γ5 p(y)) =
∑

J

· tr(γ5 cJ · p∅,J).

By lemma 5.22 it follows that tr(γ5 c
J · pIJ) = 0 if |J | 6= 2n. The only non-

vanishing multi-index of J is (1, 2, . . . , 2n). The same lemma states that tr(γ5c
(1,...2n) ·

pI,(1,...,2n)) = (−i)n tr(pI,(1,...,2n)) and we conclude

tr(γ5 p(y)) = (−i)n tr(p∅,(1,...,2n)).

The trace over the constant part of the Getzler symbol equals

tr(σ0
2n(p)) =

∑

I,J
|I|=0

|I|+|J |=2n

tr(xI ⊗ d xJ ⊗ pIJ)

= tr(p∅,(1,2,...,2n)) dx
1 ∧ d x2 ∧ . . . ∧ d x2n

and so tr(γ5p(y)) = (−i)n/2 tr(σ0
2n(p)).

We finally have all the ingredients to prove the Atiyah-Singer index theorem.
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Theorem 7.27 (Atiyah and Singer [1968]). Let S → (M, g) be a Clifford bundle
on a compact oriented n-dimensional Riemannian manifoldM . Let D be the Dirac
operator. If S is canonically graded, then the index of D is the integral over the
n-form part of Â(TM) ∧ chrel(S). That is,

Index(D) =

∫

M

Â(TM) ∧ chrel(S).

Proof. By Theorem 4.17 each Dirac operator has a unique heat kernel kHt ∈ Γ(S⊠S)
such that the corresponding smoothing operator e−tD

2
satisfies ( ∂

∂t
+D2)e−tD

2
= 0.

From Proposition 5.10 we know that the composition between the canonical grading
operator γ5 and the operator e−tD

2
is traceclass and its trace equals

Tr(γ5e
−tD2

) =

∫

y∈M
tr(γ5 kt(y, y)) Vol(g).

The McKean-Singer formula states that the trace of γ5e
−tD2

equals the index of D
and we conclude

Index(D) =

∫

y∈M
tr(γ5kt(x, x)) Vol(g).

Now Theorem 4.13 states that kt has a formal solution 1
(4πt)n/2 e

−r2/4t∑
i t
iΦi. Because

Index(D) is independent of the choice of t, all t-dependent terms in 1
(4πt)n/2 e

−r2/4t∑
i t
iΦi

will vanish and so

Index(D) =

{ 1
(4π)n/2

∫

y∈M tr(γ5Φn/2(x, x)) Vol(M) if n is even

0 if n is odd.

By definition Â(TM) ∧ chrel(S) is an element of Hev(M) ⊗ C. Hence if n is odd,
then the n-form part of Â(TM) ∧ chrel(S) is zero and we conclude

Index(D) =

∫

M

Â(TM) ∧ chrel(S).

Now assume that n is even. By Lemma 7.26 the index of D equals

Index(D) =
1

(4πi)n/2

∫

M

tr(σ0
n(Φn/2)).
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According to Proposition 7.24 the constant part of the Getzler symbol σ0
n(Φn/2) equals

the n-form part of

det 1/2

(

R/2

sinh(R/2)

)

exp(−F S).

where R is the Riemann curvature and F S is the twisting curvature. Up to the
constant 2n/2 × (2πi)n/2 this equals the n-form part of Â(TM) ∧ chrel(S) and we
conclude

Index(D) =

∫

M

Â(TM) ∧ chrel(S)

for all n ∈ N.

7.5 Final remarks

In the previous section we finally concluded the proof of the Atiyah-Singer index
theorem. For this we required that the manifold was compact. There is a version
of the index theorem that does not require compactness. It is the local Atiyah-Singer
index theorem and it states that for a Clifford bundle S on a (non)-compact oriented
Riemannian manifold (M, g) the formal solution of the heat equation kt satisfies

lim
t→0

tr(γ5kt(x, x)) · Vol(M) = Â(TM) ∧ chrel(S) (7.8)

for all x ∈M . Compactness was needed to show the existence of the heat kernel and
the existence of the trace. In the local index theorem we only take the trace over a
fiber and hence the trace is well-defined. For a non-compact manifold it is uncertain
if the heat kernel exists. However, there always exists a unique formal power series.
The limit lim

t→0
kt denotes the constant part of this formal power series and so Equation

7.8 is well-defined. Therefore, the given proof of the Atiyah-Singer index theorem also
proves the local version.

Notice that the local index theorem extends the Fujikawa method for Abelian chiral
anomalies to curved spacetime. Indeed, we regularize the Jacobian J = exp(−2iTr(γ5α))
of Equation 3.3 as

log J =− 2i

∫

x∈M
Tr(γ5 αkt(x, x) Vol(M)).
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By the local Atiyah-Singer index theorem this equals

log J =− 2i

∫

x∈M
α · Â(TM) ∧ chrel(S).

By requiring that the curvatures are rapidly decreasing the Jacobian converges.

Also the non-Abelian chiral anomalies can be related to the Atiyah-Singer index the-
orem. Using a technique called descend equations(Stora [1985], Zumino [1983],
Zumino et al. [1984], Zumino [1985]) one can relate the non-Abelian chiral anomaly
in n dimensions with the Abelian chiral anomaly in n+ 2 dimensions. This technique
is heavily based on Poincaré lemma and variational calculus. It can be formalized in
K-theory and and the resulting theorem is called the family index theorem. For more
information on descend equations see Bertlmann [1996] and for more information on
the family index theorem see Berline et al. [2004].
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Glossary: Differential geometry for physicists

There is a joke that ”differential geometry is the study of properties that are invariant
under change of notation” (Lee [2013]). This is especially true when we compare the
notation in Riemannian geometry and gauge theory. If one is familiar with general
relativity and field theory, then one has already seen many of the constructions used
by mathematicians. So in this chapter we will translate the language used by mathe-
maticians into the language used by physicists.
If one is already familiar with differential geometry, one can safely skip this chapter.

In this chapter we assume that M is a manifold, and we denote x as a point on
M . In general we don’t assume that M has a metric g. If we have an Euclidean
metric g we call M a Riemannian manifold. For an Minkowski metric g we say
thatM is Pseudo-Riemannian. On a (Pseudo)-Riemannian manifold we often write
the integral

∫

M
f(x)

√
g d x1 . . .d xn as

∫

M
f(x) Vol(M). We say that Vol(M) is the

Riemannian volume form.

Sections and fields

Vector fields is important in particle physics and in geometry. We see however that
there physicists and mathematicians use them for different purposes and so use dif-
ferent notation. In physics we use fields to model the reality and we compare these
models with experiments. To calculate comparable results we always need expressions
in local coordinates. In geometry we study the global properties of vector fields and
so we often prefer index-free notation. So if physicists denote a vector field they just
write down Aµ(x) and say ”Aµ(x) is a field”. Mathematicians on the other hand
write down A ∈ Γ(TM) and say ”A is a section of the tangent bundle”.

An example of a vector field is given in Figure 6. Note that the vector field assigns
each point of the manifold exactly one vector. Also note that each vector lies in a
different vector space. Therefore we consider vector bundles: If we have for each point
x ∈ M a vector space Ex, we call the collection of all these vector spaces a vector
bundle17. The collection of all tangent spaces is an example of a vector bundle. We
call this bundle the tangent bundle and we denote it as TM . To emphasize the de-
pendence of M we often write E →M for a vector bundle over M .

When we consider the tangent bundle TM ofM we often consider one tangent space

17There are also some smoothness and compatibility requirements.
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TxM of M at x. This principle we can generalize to vector bundles. Each single
vector space Ex inside of the vector bundle E = {Ex} is called a fiber of E at x.

Figure 5: An example of a vector bundle is the tangent bundle. It is the collection of
all tangent spaces. A single vector space inside of a vector bundle called a fiber. So
the blue tangent space depicted is an example of a fiber in a vector bundle.

A synonym for a vector field is a section. A section of a vector bundle E → M is a
function that assigns each point x ∈ M a vector of Ex. This requirement is needed
because we want that each base point obtains exactly one vector. We denote the
space of all section of E as Γ(E). We use this notation often in this thesis, because
with a few symbols we can explain the whole structure of a vector field. For example,
if you want to explain the electromagnetic four-potential Aµ in seven characters you
just write ”A ∈ Γ(TM)”.
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Figure 6: An example of a vector field on a sphere. Notice that every basepoint has
exactly one vector attached to it. Another word for a vector field is a section.

We can also generalize the concept of bases of vector spaces to vector bundles. If
we have a collection of vector fields which uniquely span all vector fields we call such
collection a frame. For example the vectors { ∂

∂xµ
} span the tangent spaces, but also

defines local vector fields. Hence, { ∂
∂xµ

} is a local frame of TM .

There is a trivial method to create a vector bundle from a vector space V . Just create
a copy of V for each point x ∈ M and bundle them in a set. Vector bundles that
can be created this way are called trivial vector bundles. For example, A real scalar
field is related to the trivial vector bundle M × R.

Must constructions we use to create new vector spaces from old ones we also can use
to create new vector bundles. For example given a vector space we can consider the
dual space, namely we can consider the space of bras instead of the space of kets.
Hence if E = {Ex} is a vector bundle then the bundle of dual spaces is also a vector
bundle. We denote this vector bundle as E∗. Tensor products and direct sums are
also constructions we generalize to vector bundles. In table 6 we give some examples
of such constructions we show where they are used in physics.
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Type Field Section of Alternative nota-
tions

Real scalar field φ M × R Γ(M × R) = C∞(M)

Complex scalar field φ M × C Γ(M×R) = C∞(M)⊗
C

Real vector field φµ TM

φµ T ∗M Γ(T ∗M) = Ω1(M)

Complex vector field φµ TM ⊗ C

φµ T ∗M ⊗ C

Real gauge Field Aaµ T ∗M ⊗ g

Tensor field T µν TM ⊗ TM

T µν TM ⊗ T ∗M TM ⊗ T ∗M =
End(TM)

Tµν T ∗M ⊗ T ∗M

Antisymmetric tensor field F µν TM ∧ TM Λ2TM

Fµν Λ2T ∗M Γ(Λ2T ∗M) = Ω2(M).

ǫµνρσ Λ4T ∗M Γ(Λ4T ∗M) = Ω4(M)

Classical Dirac field on R4 ψµ,a R4 × C4

Table 6: Examples of different fields and the common used notation.

Derivatives and curvature

In calculus we defined the derivative of a function f(x) at a ∈ R as the limit

limx→a
f(x)−f(a)

x−a . For functions there is a canonical way to extend this definition
to manifolds. That is, we take the flow φt in a given direction v ∈ TaM and we follow
it for a given time t. This gives us a point x = φt(a) ∈ M . The derivative ∂f

∂v
is

defined as lim
t→0

f(x)−f(a)
t

. However, on curved manifolds there is no canonical method

to extend the directional derivative for fields. This is because there is no canonical
way to compare different fibers. See figure 7. In this paragraph we study different
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generalizations of derivatives on fields and we study which extra structure they require.

Figure 7: In this picture we see a manifold(blue line) and different vectors(red) in
a vector bundle. We cannot compare the vectors, because they are in a different
fibre(dotted line). So there is no canonical method to generalize the derivative for
sections on curved manifolds, because there is no canonical method to compare dif-
ferent fibers.

For vector fields on the tangent bundle there is a canonical derivative and it is called
the Lie derivative. For the tangent bundle we use the flow φt to identify different
fibers. Under this identification the Lie derivative of a field ψ ∈ Γ(TM) in the direc-

tion v ∈ Γ(TM) at a ∈M is lim
t→0

ψ(φt(a))−ψ(a)
t

. Usually we write this as Lv(ψ).

Note that v and ψ are the same type of field. To show this equal footing, one also
writes Lvψ as [v, ψ]. This bracket is called the Lie bracket. It also behaves like a
bracket, because one can show that [v, ψ] = −[ψ, v]. In general the flow identifies
different fibers of the dual tangent bundle, but it also works for tensor bundles of TM .
So for all these cases we can define an derivative and for all these cases we call it the
Lie derivative.

Another method to define the derivative on fields uses the Leibniz rule. Recall that
for multi-variable calculus, the Leibniz rule reads

∂

∂v
(f · ~g) = ∂f

∂v
· ~g + f · ∂~g

∂v

for all f ∈ Rn → R, ~g ∈ Rn → Rm and v ∈ Rn. A covariant derivative on a vector
bundle E is a map which maps a vector field of TM and a section of E to a section
of E such that the Leibniz rule holds

∇µ(f · ψ) = f · ∇µψ +
∂f

∂xµ
ψ.
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It must also be linear in the following way:

∇v(ψ1 + ψ2) = ∇v(ψ1) +∇v(ψ2)

∇v1+f(x)v2ψ = ∇v1ψ + f(x) · ∇v2ψ (7.9)

As you see we usually denote the vector field of TM with a subscript.

In gauge theory the covariant derivative is defined such that it acts covariant under
gauge transformations. However, it also satisfies the properties listed above. There-
fore, the covariant derivative in gauge theory is an example of a covariant derivative.
Another example is the Levi-Civita connection. It is the unique covariant derivative on
TM such that it is compatible18 with the metric and torsion free19. A non-example
is the Lie-derivative on vector fields. Indeed, for any smooth map f ∈ C∞(M) and
vector fields u, v ∈ Γ(M), we have

Lfuv =−Lv(f · u)
=− ∂vf · u− f · Lvu
=− ∂vf · u+ f · Luv.

This does not satisfy condition 7.9. Another word for the covariant derivative is a
connection. Both words are frequently used in this thesis.

For a given connection ∇ : Γ(E) → Γ(E ⊗ T ∗M) we define the curvature tensor
K ∈ Γ(T ∗M ⊗ T ∗M ⊗ End(E)) as

K(u, v) = ∇u∇v −∇v∇u −∇[u,v].

In local coordinates the term ∇[u,v] vanishes and is usually omitted in physics litera-
ture. However due to this term, the curvature tensor doesn’t acts like a differential
operator but acts tensorial.

At last we introduce the exterior derivative. This derivative makes use of the fact that
antisymmetric tensor fields forms a Grassmann algebra where fields on T ∗M are the
Grassmann numbers. In mathematics this algebra is more commonly known as the
exterior algebra on forms and it is defined as follows: Let φ be am antisymmetric
(0, k)-tensor field and let ψ be am antisymmetric (0, m)-tensor field. The wedge
product φ ∧ ψ is an antisymmetric (0, k + m)-tensor field. Up to an constant it is

18That is Lug(v, w) = g(∇uv, w) + g(v,∇uw) for all u, v, w ∈ Γ(TM)
19That is ∇uv −∇vu = [u, v] for all u, v ∈ Γ(TM).
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the graded sum of all permutation of the indices. For example if φ is a (0, 2)-tensor
field and ψ is a (0, 1)-tensor field, then

(φ ∧ ψ)µνρ =
1

2
(φµνψρ + φνρψµ + φρµψν−
−φνµψρ − φρνψµ − φµρψν).

By direct calculation we can check that φ∧ψ is antisymmetric in its indices and that
φ ∧ ψ = (−1)kψ ∧ φ. So the wedge product defines a Grassmann algebra on the
antisymmetric tensor fields. Usually the space of antisymmetric (0, k)-tensors is de-
noted by Γ(ΛkT ∗M) or Ωk(M). Antisymmetric (0, k)-tensors are also called k-forms.

Notice that Ω0(M) is just the space of smooth functions and Ω1(M) is the space of
vector fields. The exterior derivative for a function f ∈ Ω0(M) is the unique dual
vector field d f : Γ(TM) → C∞(M) such that d f(v) = ∂f

∂v
(Compare this to the

definition of the variational derivative). Hence, d is a map from Ω0(M) to Ω1(M).
We extend d to a map from Ωk(M) to Ωk+1(M) using the following rules:

• d ◦ d: Ωk(M) → Ωk+2(M) = 0 ∀k ∈ N

• d(α ∧ β) = (dα) ∧ β − (−1)kα ∧ (dβ) ∀α ∈ Ωk(M), β ∈ Ωm(M).

The exterior derivative is related to the Lie derivative by the use of the interior
product. This is a map ι : Γ(TM)×Ωk(M) → Ωk−1(M) which reduces a form with
one degree. For a (0, k)-tensor field T it is defined as

(ιµT )νρσ... = Tµνρσ....

Cartan showed that the Lie derivative can be expressed as

Lµ = ιµ d+d ιµ.

This result is called Cartans magic formula.

Topology of vector bundles

As mathematicians we often ask the question: ”How can we tell two spaces apart?”.
One of the main theorems in differential geometry is that the exterior derivative can
be used to discriminate different manifolds. First we recall this result and then we
explain how this is relevant for physics.

134



7.5. Final remarks Andries Salm

Figure 8: How to transform a coffee mug into a donut (Commons [2007])

Before we know the difference between manifold we need to know when they are the
same. There is a saying that for a mathematician a donut and a coffee mug are
equal. How weird as this sounds but if the mug was not baked then the mag can be
continuously molded into a donut. That is, it can be molded without tearing, gluing,
creating holes or closing holes. This is shown in figure 8. We say that if two spaces
are equivalent up to continuous deformation they are homotopy equivalent.

Look at figure 9. We added a subscript to the exterior derivative to keep track of the
vector spaces it acts on. So dk−1 is a map from Ωk−1(M) into Ωk(M). It doesn’t
necessary mean that the whole space Ωk(M) is reached. We call the subspace in
Ωk(M) that is is reached the image of dk−1 and is denoted by Im dk−1. In figure 9
the images are depicted as red squares. The blue square represent the kernel of dk.
It is the subspace in Ωk(M) that is mapped to zero by dk and we denote it by ker dk.
Because dkdk−1 = 0, the image always lies inside of the kernel. That is, the red square
lies inside the blue square. The part of the blue that is not covered by the red square
is called the k-th cohomology class. We denote this by Hk

dR(M). The collection of
all Hk

dR(M) is called the de Rham cohomology. Formally Hk
dR(M) is a subspace

of ker dk that is orthogonal to Imdk−1.

One of the main theorem in differential geometry is that cohomology is invariant under
continuous deformations. That means that if two spaces are homotopy equivalent,
then they must have the same cohomology classes. So if the cohomology classes
differ, then the manifolds must differ.

Also vector bundles can be characterized using differential operators. For this we
don’t use the exterior derivative but the curvature tensor. The idea is that from
the curvature tensor we create elements in H•

dR(M) called characteristic classes.
These classes don’t depend on the choice of connection and so it only depends on the
shape of the vector bundle. This plays an important role in the study of anomalies.
Indeed, anomalies are given in terms of characteristic classes. For example, the abelian
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Ωk−1(M) Ωk(M) Ωk+1(M)
dk−−−−−−−−→dk−1−−−−−−−−→

Figure 9: In this image the red squares represents the image of the exterior derivative.
The blue squares represent the kernel of d. Because d2 = 0, the image always lies
inside the kernel.

anomaly is proportional to
ǫµνρσ Tr(FµνFρσ).

This is proportional to the second Chern class. So the shape of the vector bundle
breaks the classical conservation laws. More details on characteristic classes can be
found in chapter 6.
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Appendix: Source code

In this chapter we add the source codes we used to do the nasty calculations. We
performed the calculations using FORM from Vermaseren [2000].

∗#−;

∗
∗ Def i n e g l o b a l v a r i a b l e s
∗

I n d i c e s m1, . . . , m10 ;
I n d i c e s x1 , . . . , x10 ;

Func t i on s g5 , g ;
CFunct ion ep ( a ) ;

Symbol i ;
Symbol z1 , . . . , z10 ;

. g l o b a l

∗
∗ Give an e x p l i c i t e x p r e s s i o n f o r Dˆ2 .
∗ The r e s u l t s a r e hardcoded l a t e r .
∗

Symbol M;
Func t i on s D1 , D2 , d ;
Func t i on s Pp , Pm;

Func t i on s V,A , dA , dV ;
CFunct ions k ;

∗ D
Loca l exp r1 = 1/Mˆ2 ∗ ( g (m1) ∗ D1(m1) ∗ g (m2) ∗ D1(m2 ) ) ;

∗ Dbar
Loca l exp r2 = 1/Mˆ2 ∗ ( g (m1) ∗ D2(m1) ∗ g (m2) ∗ D2(m2 ) ) ;
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∗ Give d e f i n i t i o n o f D and D Bar
I d D1( x1 ?) = d ( x1 ) − i ∗ V( x1 ) + A( x1 ) ∗ g5 ;
I d D2( x1 ?) = d ( x1 ) − i ∗ V( x1 ) − A( x1 ) ∗ g5 ;

∗ Reorde r C l i f f o r d M u l t i p l i c a t i o n
r ep ea t ;
I d d ( x1 ?) ∗ g ( x2 ?) = g ( x2 ) ∗ d ( x1 ) ;
I d V( x1 ?) ∗ g ( x2 ?) = g ( x2 ) ∗ V( x1 ) ;
I d A( x1 ?) ∗ g ( x2 ?) = g ( x2 ) ∗ A( x1 ) ;

I d g ( x1 ?) ∗ g5 = − g5 ∗ g ( x1 ) ;
I d A( x1 ?) ∗ g5 = g5 ∗ A( x1 ) ;
I d V( x1 ?) ∗ g5 = g5 ∗ V( x1 ) ;
I d d ( x1 ?) ∗ g5 = g5 ∗ d ( x1 ) ;

I d g5 ∗ g5 = 1 ;
end r epea t ;

∗ Pu l l e ˆ{ i k x } th rough e x p r e s s i o n
I d d ( x1 ?) = d ( x1 ) + i ∗ k ( x1 ) ∗ M;
Id i ˆ2 = −1;

∗ Write c l i f f o r d m u l t i p l i c a t i o n u s i n g commutator and ant icommutator
I d g ( x1 ?)∗ g ( x2 ?) = d ( x1 , x2 ) + 1/2 ∗ ( g ( x1 )∗g ( x2 ) − g ( x2 )∗ g ( x1 ) ) ;
I d g ( x1 ?)∗ g ( x2 ?)∗ d ( x2 ?)∗ d ( x1 ?) = g ( x1 )∗g ( x2 )∗d ( x1 )∗d ( x2 ) ;

∗ Take d e r i v a t i v e s
r e p e a t ;
I d d ( x1 ?) ∗ A( x2 ?) = dA( x1 , x2 ) + A( x2 ) ∗ d ( x1 ) ;
I d d ( x1 ?) ∗ V( x2 ?) = dV( x1 , x2 ) + V( x2 ) ∗ d ( x1 ) ;
end r epea t ;

∗ P r i n t answer
Sum m1, . . . , m10 ;
Bracket M, g , g5 ;
P r i n t ;
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. s t o r e
Symbols s , t M;

∗
∗ Ca l c u l a t e the Bardeen Anomaly
∗

Func t i on s Xa , Xb , Ya , Yb ;

Set spaceIndOdd : m1,m3,m5,m7,m9 ;
Set space IndEven : m2,m4,m6,m8,m10 ;

Func t i on s Xa1 , . . . , Xa4 ;
Func t i on s Ya1 , . . . , Ya4 ;
Func t i on s Xb1 , . . . , Xb4 ;
Func t i on s Yb1 , . . . , Yb4 ;

Set g F i e l d s :
Xa1 , . . . , Xa4 ,
Xb1 , . . . , Xb4 ,
Ya1 , . . . , Ya4 ,
Yb1 , . . . , Yb4 ;

Func t i on s g F i e l d ;

Func t i on s V, A, d ;
Func t i on s dA , dV ;

Func t i on s F ,G ;
CFunct ions k ;

∗
∗ Expand Exp (Xa/Mˆ2 + Ya/M) + Exp (Xb/Mˆ2 + Yb/M)
∗

G l oba l e xp r = t /2 ∗ g5 ∗ Mˆ4 ∗ (1+
#do a = 1 , 5
+ 1
#do b = 1 , ‘ a ’
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∗ (Xa ( spaceIndOdd [ ‘ b ’ ] , space IndEven [ ‘ b ’ ] ) /Mˆ2
+ Ya( spaceIndOdd [ ‘ b ’ ] , space IndEven [ ‘ b ’ ] ) /M)

#enddo
/ f a c ( ‘ a ’ )
#enddo
) +
t /2 ∗ g5 ∗ Mˆ4 ∗ (1+
#do a = 1 , 5
+ 1
#do b = 1 , ‘ a ’
∗ (Xb( spaceIndOdd [ ‘ b ’ ] , space IndEven [ ‘ b ’ ] ) /Mˆ2

+ Yb( spaceIndOdd [ ‘ b ’ ] , space IndEven [ ‘ b ’ ] ) /M)
#enddo
/ f a c ( ‘ a ’ )
#enddo
) ;

∗ Cons i d e r o n l y con s t an t o r d e r i n M
Id Mˆ{−1} = 0 ;

∗ Write X = X1 + g5 ∗ X2 + g (mu) g ( nu ) X3(mu, nu )
∗ + g5 g (mu) g ( nu ) X4(mu, nu ) . Same f o r Y
I d Xa ( x1 ? , x2 ?) = Xa1 ( x1 , x2 ) + g5 ∗ Xa2 ( x1 , x2 )

+ g ( x1 ) ∗ g ( x2 ) ∗ Xa3 ( x1 , x2 )
+ g5 ∗ g ( x1 ) ∗ g ( x2 ) ∗ Xa4 ( x1 , x2 ) ;

I d Ya ( x1 ? , x2 ?) = Ya1 ( x1 , x2 ) + g5 ∗ Ya2 ( x1 , x2 )
+ g ( x1 ) ∗ g ( x2 ) ∗ Ya3 ( x1 , x2 )
+ g5 ∗ g ( x1 ) ∗ g ( x2 ) ∗ Ya4 ( x1 , x2 ) ;

I d Xb( x1 ? , x2 ?) = Xb1( x1 , x2 ) + g5 ∗ Xb2 ( x1 , x2 )
+ g ( x1 ) ∗ g ( x2 ) ∗ Xb3 ( x1 , x2 )
+ g5 ∗ g ( x1 ) ∗ g ( x2 ) ∗ Xb4 ( x1 , x2 ) ;

I d Yb( x1 ? , x2 ?) = Yb1( x1 , x2 ) + g5 ∗ Yb2 ( x1 , x2 )
+ g ( x1 ) ∗ g ( x2 ) ∗ Yb3 ( x1 , x2 )
+ g5 ∗ g ( x1 ) ∗ g ( x2 ) ∗ Yb4 ( x1 , x2 ) ;

∗ Order gamma ma t r i c e s
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r ep ea t ;
I d g F i e l d ? g F i e l d s ∗ g5 = g5 ∗ gF i e l d ;
I d g F i e l d ? g F i e l d s ( x1 ?) ∗ g5 = g5 ∗ gF i e l d ( x1 ) ;
I d g F i e l d ? g F i e l d s ( x1 ? , x2 ?) ∗ g5 = g5 ∗ gF i e l d ( x1 , x2 ) ;
I d g ( x1 ?) ∗ g5 = − g5 ∗ g ( x1 ) ;
I d g5 ∗ g5 = 1 ;

I d g F i e l d ? g F i e l d s ∗ g ( x1 ?) = g ( x1 ) ∗ gF i e l d ;
I d g F i e l d ? g F i e l d s ( x1 ?) ∗ g ( x2 ?) = g ( x2 ) ∗ gF i e l d ( x1 ) ;
I d g F i e l d ? g F i e l d s ( x1 ? , x2 ?) ∗ g ( x3 ?) = g ( x3 ) ∗ gF i e l d ( x1 , x2 ) ;
end r epea t ;

∗ F i l l i n e a r l i e r r e s u l t s f o r Y
I d Ya1 ( x1 ? , x2 ?) = 2∗d ( x1 )∗ k ( x1 )∗ i + 2∗V( x1 )∗ k ( x1 ) ;
I d Ya2 ( x1 ? , x2 ?) = 0 ;
I d Ya3 ( x1 ? , x2 ?) = 0 ;
I d Ya4 ( x1 ? , x2 ?) = − A( x1 )∗ k ( x2 )∗ i + A( x2 )∗ k ( x1 )∗ i ;

I d Yb1 ( x1 ? , x2 ?) = 2∗d ( x1 )∗ k ( x1 )∗ i + 2∗V( x1 )∗ k ( x1 ) ;
I d Yb2 ( x1 ? , x2 ?) = 0 ;
I d Yb3 ( x1 ? , x2 ?) = 0 ;
I d Yb4 ( x1 ? , x2 ?) = A( x1 )∗ k ( x2 )∗ i − A( x2 )∗ k ( x1 )∗ i ;

I d i ˆ2 = −1;

∗ Perform K i n t e g r a t i o n
I d k ( x1 ?) ∗ k ( x2 ?) ∗ k ( x3 ?) ∗ k ( x4 ?)

= ( d ( x1 , x2 )∗ d ( x3 , x4 )
+ d ( x1 , x3 ) ∗ d ( x2 , x4 )
+ d ( x1 , x4 )∗ d ( x2 , x3 ) ) / 4 ;

I d k ( x1 ?) ∗ k ( x2 ?) ∗ k ( x3 ?) = 0 ;
I d k ( x1 ?) ∗ k ( x2 ?) = d ( x1 , x2 ) / 2 ;
I d k ( x1 ?) = 0 ;

∗ Group gamma f u n c t i o n s and remove odd gamma f i e l d s
I d g5 ∗ g ( x1 ?) ∗ g ( x2 ?) ∗ g ( x3 ?) ∗ g ( x4 ?)

∗ g ( x5 ?) ∗ g ( x6 ?) ∗ g ( x7 ?) ∗ g ( x8 ?) = g5 ( x1 , x2 , x3 , x4 , x5 , x6 , x7 , x
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I d g ( x1 ?) ∗ g ( x2 ?) ∗ g ( x3 ?) ∗ g ( x4 ?) ∗ g ( x5 ?)
∗ g ( x6 ?) ∗ g ( x7 ?) ∗ g ( x8 ?) = g ( x1 , x2 , x3 , x4 , x5 , x6 , x7 , x8 ) ;

I d g5 ∗ g ( x1 ?) ∗ g ( x2 ?) ∗ g ( x3 ?) ∗ g ( x4 ?)
∗ g ( x5 ?) ∗ g ( x6 ?) ∗ g ( x7 ?) = 0 ;

I d g ( x1 ?) ∗ g ( x2 ?) ∗ g ( x3 ?) ∗ g ( x4 ?) ∗ g ( x5 ?)
∗ g ( x6 ?) ∗ g ( x7 ?) = 0 ;

I d g5 ∗ g ( x1 ?) ∗ g ( x2 ?) ∗ g ( x3 ?)
∗ g ( x4 ?) ∗ g ( x5 ?) ∗ g ( x6 ?) = g5 ( x1 , x2 , x3 , x4 , x5 , x6 ) ; ;

I d g ( x1 ?) ∗ g ( x2 ?) ∗ g ( x3 ?) ∗ g ( x4 ?)
∗ g ( x5 ?) ∗ g ( x6 ?) = g ( x1 , x2 , x3 , x4 , x5 , x6 ) ;

I d g5 ∗ g ( x1 ?) ∗ g ( x2 ?) ∗ g ( x3 ?) ∗ g ( x4 ?) ∗ g ( x5 ?) = 0 ;
I d g ( x1 ?) ∗ g ( x2 ?) ∗ g ( x3 ?) ∗ g ( x4 ?) ∗ g ( x5 ?) = 0 ;
I d g5 ∗ g ( x1 ?) ∗ g ( x2 ?) ∗ g ( x3 ?) ∗ g ( x4 ?) = g5 ( x1 , x2 , x3 , x4 ) ;
I d g ( x1 ?) ∗ g ( x2 ?) ∗ g ( x3 ?) ∗ g ( x4 ?) = g ( x1 , x2 , x3 , x4 ) ;
I d g5 ∗ g ( x1 ?) ∗ g ( x2 ?) ∗ g ( x3 ?) = 0 ;
I d g ( x1 ?) ∗ g ( x2 ?) ∗ g ( x3 ?) = 0 ;
I d g5 ∗ g ( x1 ?) ∗ g ( x2 ?) = 0 ;
I d g ( x1 ?) ∗ g ( x2 ?) = g ( x1 , x2 ) ;
I d g5 ∗ g ( x1 ?) = 0 ;
I d g ( x1 ?) = 0 ;
I d g5 = 0 ;

∗ Now s i m p l i f y gamma e x p r e s s i o n s
r e p e a t ;
I d g (? p l1 , x1 ? , x1 ? , ? p l 2 ) = 4 ∗ g (? p l1 , ? p l 2 ) ;
I d g5 (? p l1 , x1 ? , x1 ? , ? p l 2 ) = 4 ∗ g5 (? p l1 , ? p l 2 ) ;
I d g (? p l1 , x1 ? ,? p l2 , x2 ? , x1 ? , ? p l 3 ) = − g (? p l1 , x1 , ? p l2 , x1 , x2 , ? p l 3 )

+ 2 ∗ g (? p l1 , x2 , ? p l2 , ? p l 3 ) ;
I d g5 (? p l1 , x1 ? ,? p l2 , x2 ? , x1 ? , ? p l 3 ) = − g5 (? p l1 , x1 , ? p l2 , x1 , x2 , ? p l 3 )

+ 2 ∗ g5 (? p l1 , x2 , ? p l2 , ? p l 3 ) ;
end r epea t ;

r e p e a t ;
I d g5 ( x1 ? , x2 ?) = 0 ;
I d g5 ( x1 ? , x2 ? , x3 ? , x4 ?) = 4 ∗ ep ( x1 , x2 , x3 , x4 )/ t ;
end r epea t ;
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∗ F i l l i n e a r l i e r r e s u l t s f o r X
I d Xa1 ( x1 ? , x2 ?) = d ( x1 )∗d ( x1 ) − 2∗V( x1 )∗d ( x1 )∗ i

− V( x1 )∗V( x1 ) − A( x1 )∗A( x1 ) − dV( x1 , x1 )∗ i ;
I d Xa2 ( x1 ? , x2 ?) = − V( x1 )∗A( x1 )∗ i + A( x1 )∗V( x1 )∗ i + dA( x1 , x1 ) ;
I d Xa3 ( x1 ? , x2 ?) = − 1/2∗V( x1 )∗V( x2 ) + 1/2∗V( x2 )∗V( x1 )

− 1/2∗A( x1 )∗A( x2 ) + 1/2∗A( x2 )∗A( x1 )
− 1/2∗dV( x1 , x2 )∗ i + 1/2∗dV( x2 , x1 )∗ i ;

I d Xa4 ( x1 ? , x2 ?) = − 1/2∗V( x1 )∗A( x2 )∗ i + 1/2∗V( x2 )∗A( x1 )∗ i
− A( x1 )∗d ( x2 ) + 1/2∗A( x1 )∗V( x2 )∗ i
+ A( x2 )∗d ( x1 ) − 1/2∗A( x2 )∗V( x1 )∗ i
+ 1/2∗dA( x1 , x2 ) − 1/2∗dA( x2 , x1 ) ;

I d Xb1 ( x1 ? , x2 ?) = d ( x1 )∗d ( x1 ) − 2∗V( x1 )∗d ( x1 )∗ i
− V( x1 )∗V( x1 ) − A( x1 )∗A( x1 )
− dV( x1 , x1 )∗ i ;

I d Xb2 ( x1 ? , x2 ?) = V( x1 )∗A( x1 )∗ i − A( x1 )∗V( x1 )∗ i − dA( x1 , x1 ) ;
I d Xb3 ( x1 ? , x2 ?) = − 1/2∗V( x1 )∗V( x2 ) + 1/2∗V( x2 )∗V( x1 )

− 1/2∗A( x1 )∗A( x2 ) + 1/2∗A( x2 )∗A( x1 )
− 1/2∗dV( x1 , x2 )∗ i + 1/2∗dV( x2 , x1 )∗ i ;

I d Xb4 ( x1 ? , x2 ?) = 1/2∗V( x1 )∗A( x2 )∗ i − 1/2∗V( x2 )∗A( x1 )∗ i
+ A( x1 )∗d ( x2 ) − 1/2∗A( x1 )∗V( x2 )∗ i
− A( x2 )∗d ( x1)+ 1/2∗A( x2 )∗V( x1 )∗ i
− 1/2∗dA( x1 , x2 ) + 1/2∗dA( x2 , x1 ) ;

∗ Take d e r i v a t i v e s
r e p e a t ;
I d d ( x1 ?) ∗ A( x2 ?) = dA( x1 , x2 ) + A( x2 ) ∗ d ( x1 ) ;
I d d ( x1 ?) ∗ V( x2 ?) = dV( x1 , x2 ) + V( x2 ) ∗ d ( x1 ) ;
I d d ( x1 ?) ∗ dA( x2 ? , x3 ?) = dA( x2 , x3 ) ∗ d ( x1 ) ;
I d d ( x1 ?) ∗ dV( x2 ? , x3 ?) = dV( x2 , x3 ) ∗ d ( x1 ) ;
end r epea t ;
I d d ( x1 ?) = 0 ;

∗ Rewr i t e i n terms o f Bardeen Cu r v a t u r e s
I d dA( x1 ? , x2 ?) = 1/2 ∗ (G( x1 , x2 ) + i ∗ V( x1 )∗A( x2 )

− i ∗A( x2 ) ∗ V( x1 ) + i ∗A( x1 )∗V( x2 )
− i ∗V( x2 ) ∗ A( x1 ) ) ;

I d dV( x1 ? , x2 ?) = 1/2 ∗ (F( x1 , x2 ) + i ∗V( x1 )∗V( x2 )
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− i ∗ V( x2 ) ∗ V( x1 ) − i ∗ A( x1 )∗A( x2 )
+ i ∗A( x2 ) ∗ A( x1 ) ) ;

I d i ˆ2 = −1;

∗ Return r e s u l t
Sum m1 , . . . , m10 ;
Bracket ep , g , g5 ;
P r i n t ;

. s t o r e ;

. end
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Index

Â-genus, 107
d-symbol, 40
ith Chern class, 107

Abelian chiral symmetry, 24
Anomalies, 23
Anomalous Ward identity, 55
Associated graded algebra, 112
Associated symbol map, 112

Bundle of Clifford modules, 9

Canonical grading operator, 12
Cartans magic formula, 134
Characteristic classes, 101
Chern f -genus, 106
Chern character, 107
Chiral current, 25
Clifford action, 9
Clifford algebra, 7
Clifford bundle, 10
Clifford contraction, 18
Clifford endomorphism, 21
Compact operators, 87
Connection, 133
Consistent anomaly, 55
Constant part of the getzler symbol,

123
Covariant anomaly, 49
Covariant derivative, 132
Covariantly constant polynomial, 104
Curvature tensor, 133

De Rham cohomology, 135
Degree of a filtered algebra, 111
Degree of a graded algebra, 110
Dimensional regularization, 27
Dirac operator, 11

Exterior algebra, 133
Exterior derivative, 134

Feynman-slash notation, 10
Fiber, 129
Filtered algebra, 111
Formal solution of the heat equation,

68
Forms, 134
Frame, 130

Generalized Laplacian, 59
Getzler filtration for kernels, 115
Getzler filtration for operators, 115
Getzler symbol, 115
Graded algebra, 110
Graded Clifford bundle, 11
Grading operator, 12

Heat kernel, 60
Hilbert-Schmidt, 80
Hilbert-Schmidt inner product, 83
Hilbert-Schmidt norm, 82
Homotopy equivalent, 135

Image of a linear operator, 135
Index of a Dirac operator, 92
Interior product, 134
Invariant polynomial, 97

Kernel of a linear operator, 135
Kernel of an operator, 60

Laplacian, 16
Lichnerowicz formula, 21
Lie bracket, 132
Lie derivative, 132

McKean-Singer formula, 91
Mehlers kernel, 62
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Noethers Current, 24
Noethers theorem, 23
Non-Abelian chiral symmetry, 25

Pseudo-Riemannian Manifold, 128

Relative Chern character, 109
Riemann endomorphism, 19
Riemannian manifold, 128
Riemannian normal coordinate system,

14
Riemannian volume form, 128

Section, 129
Smoothing operator, 60

Spectrum, 87
Structure constant, 41
Symbol map, 112

Total Chern class, 107
Trace, 84
Traceclass, 84
Trivial vector bundle, 130
Twisting curvature, 21

Vector bundle, 128

Wedge product, 133
Weitzenbock formula, 18
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L. Alvarez-Gaumé and P. Ginsparg. The topological meaning of non-
abelian anomalies. Nuclear Physics B, 243(3):449 – 474, 1984. ISSN
0550-3213. doi: https://doi.org/10.1016/0550-3213(84)90487-5. URL
http://www.sciencedirect.com/science/article/pii/0550321384904875.
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