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Abstract

Tropospheric ozone is a species whose concentration partially depends on meteorology,
and partially on a complex non-linear chemistry. It is also hazardous to human health,
and high ozone spikes in particular can be damaging to the respiratory and cardiovascular
systems. Investigating the effect of climate change on ozone is a necessary aspect of any
assessment of any future health impacts. This study aims to use two Representative Con-
centration Pathways (2.6 and 8.5) to quantify what changes in climate mean for ozone air
quality and associated health effects in North-Western Europe. The WRF-Chem model
is used, with a high resolution (6.6 x 6.6 km) domain nested in larger, lower-resolution
pan-European parent domains.

Firstly, the methods of speciation for Non-Methane Volatile Organic Compounds, emis-
sions & forcing input, boundary & initial conditions for the different scenarios are intro-
duced. The model is then shown to have a general negative bias when considering ozone
levels, most likely due to inconsistencies between the emissions dataset and fluctuations
in local emissions on short timescales. This results in likely very conservative estimates
Relative Risk to health as a result of ozone pollution in the model, but the risk can be
shown to be increasing from 2010 to 2050. Shown also is that general ozone levels are less
sensitive to climate changes directly but more so to Nitrogen Oxides (NO, = NO + NOy)
concentrations, which themselves are influenced to a degree by meteorology.
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Acronyms
AQD Air Quality Directive.

CBM-Z Carbon Bond Mechanism version Z.
CCSM4 Community Climate System Model 4.
CFSR Climate Forecast System Reanalysis.
CRMSE Correlation Root Mean Squared Error.

EC European Commission.

EDGAR Emissions Database for Global Atmospheric Research.
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IPCC Intergovernmental Panel on Climate Change.
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MQI Model Quality Indicator.

MQO Model Quality Objective.

NCAR National Center for Atmospheric Research.
NMVOC Non-Methane Volatile Organic Compound.
NOAA National Oceanic and Atmospheric Administration.

OECD Organisation for Economic Co-operation and Development.
PAN Peroxyacyl Nitrate.

RADM2 Regional Acid Deposition Model 2.

RCP Representative Concentration Pathway.

RIVM National Institute for Public Health and the Environment (Netherlands).
RMSy Root Mean Squared Uncertainty.

RMSE Root Mean Squared Error.

RR Relative Risk.

RRTM Rapid Radiative Transfer Model.

RRTMG Rapid Radiative Transfer Model for General circulation models.

SNAP Standardised Nomenclature for Air Pollutants.
SST Sea Surface Temperature.

VOC Volatile Organic Compound.

WHO World Health Organisation.
WRF-Chem Weather Research & Forecasting model with coupled online chemistry.
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0 Introduction

Air pollution is a problem in European and north American cities, ozone pollution in
particular being on the rise in many urban locations and to varying degrees in rural
regions too. Frequent violations of air quality guidelines set by the European Union (EU)
and the World Health Organisation (WHO) occur in most of Europe’s urban areas. As
surface ozone is sensitive to both the meteorology and chemistry of the troposphere, a
changing climate may result in a more drastic change in ozone levels than anticipated. It
is the goal of this study to investigate ozone in connection with climate change, with regard
to two Representative Concentration Pathways (RCPs) for the year 2050 - RCP 2.6 for
lower forcing scenario and RCP 8.5 for a higher forcing scenario. The degree of influence
of meteorology and anthropogenic emissions will also be examined. The following research
questions will be addressed:

1. How does ozone change with changing climate?

2. Are ozone spikes more sensitive to anthropogenic emissions or meteorology in a
future climate?

3. What is the risk to human health?

To answer these questions, the Weather Research & Forecasting model with coupled online
chemistry (WRF-Chem) will be employed, and several simulations will be performed per-
taining to the different scenarios. Previous studies done for the USA (Penrod et al. (2014),
Jacob and Winner (2009), Tagaris et al. (2007) and Hogrefe et al. (2004)) show differing
results for different types of ozone in summer - background levels decrease with climate
change, but ozone pollution (i.e. ozone formed from precursors with anthropogenic origins)
exhibits the opposite trend and Penrod et al. (2014) found that effects from changes in an-
thropogenic emissions dominate over changes in climate. A synthesis of several modeling
studies investigating ozone sensitivity to climate change found a general positive trend in
the summer months for ca. 2050 (Weaver et al., 2009) across the USA but differences be-
tween models in regional patterns due to differences in projected meteorology (insolation,
temperature etc) and isoprene-nitrate chemistry parameterisation. Most of these studies
in the synthesis report daily 8-hour maximum ozone changes on the order of 0 to +10 ppb
(<20 pg m~3).

In the first section of this report the background to the problem will be introduced,
including a description of the non-linear chemistry and aspects of local/regional meteo-
rology which govern tropospheric ozone. In the following section the model will be briefly
introduced and a detailed description given of the set-up for each model run. After this
has been done the model performance will be evaluated with respect to observational data
from the AirBase network. Finally, results will be presented and analysed, with the last
section kept for discussion and any conclusions drawn.
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1 Air Quality

Every year, 4.2 million deaths globally can be attributed to ambient air pollution (WHO,
2018). Air pollution will be, by 2050, the largest environmental cause of premature death
(OECD, 2012) among Organisation for Economic Co-operation and Development (OECD)
countries unless action is taken. Ozone is second only to particulate matter as the most
serious air quality problem in Europe and, despite efforts to achieve cleaner air, many
people live in areas where the air quality guidelines are regularly exceeded (EEA, 2011
- also see appendix). In 2014, 7% of Europe’s urban population was exposed to ozone
levels exceeding the EU limit (i.e. 8-hour mean concentrations above 120 pug m~3 for
more than 25 days per year - see table 1) but 96% were living in areas where the WHO
guideline was exceeded. The situation in 2015 was similar for the stricter WHO guideline
(95%) but 30% lived in areas which exceeded the EU guideline (EEA, 2017). 2015 was
the hottest European year on record (2017 likely exceeded this but at the time of writing
there is no comprehensive ozone data available for this year). In the years preceding 2014
the population exposed to ozone concentrations exceeding the limit gradually decreased
in line with EU emission reduction goals, but it seems likely that increasing temperature
(and other related meteorological quantities) is related to higher ozone spikes.

The weather conditions that influence ozone concentrations are projected to change in the
coming decades along with a changing climate. Assessing the extend of the risk to human
health due to ozone in the future must then take into account changing weather conditions
with changing radiative forcing, along with any emissions changes.

1.1 Health effects

Ozone exposure, both short (day-scale) and long (year-scale) term, can cause adverse
health effects in human beings. Ozone is a powerful oxidant and can affect a wide range
of biological material, in humans mostly tissues in the respiratory tract or lung (Beck et
al., 1998). However, whilst elevated levels of ozone are associated with larger numbers of
hospital admissions for respiratory complaints, a more significant effect on cardiovascular
mortality is noted in Europe, with respiratory mortality not contributing significantly to
the total number of ozone-related deaths (Katsouyanni et al., 2009).

EU WHO

Maximum daily 120 pg m—3 100 pg m—3
8-hour mean
Permitted 25 days per year | None
exceedances

Table 1: Target and guideline values from the EU (EC, 2017) and WHO (WHO, 2005)

respectively for ozone concentrations.

Table 1 shows the limit values as set by the EU and WHO, and also the number of times
this value may be exceeded in a given period. The WHO lowered its guideline value in
2005, citing small but convincing amounts of evidence linking daily mortality and ozone
levels below the previous guideline still maintained by the EU. The EU maintains a less
stringent guideline with a number of permitted exceedances per year. However, evidence
presented in WHO (2013) suggests that risk to human health begins already with concen-
trations above 70 ug m—3, and for every 10 ug m~3 increment rise over a baseline of 70 ug

m~3 increases daily mortality in ozone-related deaths by 0.3 - 0.5 %. On the basis of this
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evidence then a concentration above the WHO guideline would already result in increased
daily ozone mortality of 1-2 %.

Another way of quantifying this is by using Relative Risk (RR), as used by the World
Health Organisation (WHO, 2013). The definition of RR used in this thesis is of an
‘incidence ratio’, i.e. ”the incidence rate of disease occurrence in the exposed group divided
by the incidence rate of disease occurrence in the unexposed group” (Tripepi et al., 2007).

Number of occurrences in exposed group

RR

= 1.1

Number of occurrences in unexposed group (1.1)
For every 10 pug m™3 increase over 70 pug m~3 the RR of all-cause mortality attributed
to ozone is 1.0029 (95% confidence interval 1.0014 - 1.0043). This is the measure which
will be used in this thesis to investigate the effect of projected climate change on human
health, with respect to ozone concentrations.

1.2 Chemistry

Many factors influence the surface level concentration of Ozone, as laid out in Seinfeld and
Pandis, (1998). Ozone has a number of precursor species which form an interdependent
reaction chain influenced by anthropogenic and biogenic emissions and meteorological
factors, shown in figure 2. This makes reduction of ozone in the lower troposphere more
complex than simply reducing emissions of the precursor gases.

The upper cycle in figure 2 between NOg2 and O3 via NO and sunlight is the primary
production method of ozone in the troposphere and is described in section 1.2.1. The red
arrow pointing downwards from ozone shows its photolytic destruction, to form hydroxyl
radicals, described in section 1.2.2. Two pathways are available for the OH radical - either
a reaction with carbon monoxide to produce a hydroperoxyl radical (section 1.2.3) or
with methane or another Non-Methane Volatile Organic Compound (NMVOC), producing
another member of the peroxy radical family (section 1.2.4). These carbon-containing
compounds are to a large extent controlled by surface emissions, marking part of the
influence that anthropogenic activity (along with biomass burning and biogenic NMVOC
emission) has on the ozone cycle with straight navy blue arrows. The other part of
anthropogenic influence on the ozone cycle acts on peroxy radical reactions with NO, NO
being heavily influenced by traffic emissions and higher up in the atmosphere by lightning
events and aircraft emissions. The oxidation of NO via peroxy radicals to form NOy marks
the closing of the extended cycle. The ratio of NO, (the chemical family representing
the sum of NO and NO3) to NMVOC emissions is also important in determining ozone
production rates and this is discussed in section 1.2.6. The small sub-cycle of formaldehyde
on the left is also described in 1.2.5. As a final note, the transport of NO, pollution to
'pristine’ environments, and subsequent influence on the ozone cycle, is described in 1.2.7.

1.2.1 NO,

The basic formation of ozone is dependent only on availability of NO, and sunlight. Nitro-
gen dioxide is photolysed at wavelengths less than 424 nm to form nitrogen monoxide and
a single oxygen atom. This atom reacts with an oxygen molecule (and a third molecule
represented by M, which serves to remove excess energy from the reaction) to form ozone.

NOz +hvy = NO+O (1.2a)
04+02+M—03+M (1.2b)
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NO, 0,
M Hzo
H,0, OH
HO,
RO, co

CH,
BVOCs, AVOCs

\\

Figure 2: Tropospheric ozone chemistry diagram, taken from Bela et al. (2017). Shown
with straight dark blue arrows are external emissions of various compounds from anthro-
pogenic, biogenic and natural sources which play a role in the ozone cycle in the lower
atmosphere.

The reaction chain is then closed by the reaction of the produced NO molecule with ozone.
This is a primary removal pathway of tropospheric ozone and is known as NO,, titration.

O3+ NO — NOs + Oy (1.3)

Reactions (1.2) & (1.3) can be summarised neatly as an equilibrium reaction in the form
of

NOs =2 NO + O3 (1.4)

The mixing ratios of O3 as calculated from this reaction chain underestimate the values
obtained from measurements in many areas that are not considered ’'remote’, i.e. in or
nearby urban areas, or in reasonably densely populated regions. In these areas, the other
species previously mentioned also play a role in ozone formation.

1.2.2 Hydroxyl radical

Ozone can also be removed via photolysis and reaction with water vapour, abundant in the
lower atmosphere. This reaction produces the hydroxyl radical, OH- (from here on, the
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dot will indicate a radical species), which is a major reactant with respect to trace gases
and plays an important role in incorporating other species (carbon monoxide, methane,
and other NMVOCs) into the ozone reaction chain. Importantly, OH- is also unreactive
to the main constituents of the atmosphere (N3, Og etc).

O3 +hv — O + Oy (1.5a)
— O('D) + 04 (1.5b)

The first branch produces a ground state oxygen atom - this is effectively a null cycle as
this atom recombines with an oxygen molecule very quickly to produce ozone via (1.2b).
In the lower troposphere where more water vapour is present O(!D) can react herewith
to form the hydroxyl radical. Most often O('D) will simply de-excite upon collision with
another molecule, but up to 10% of O(*D) produced in (1.5b) can form OH-.

OM)+M - O0+M  (90%) (1.6a)
O('D) + H,O — 20H. (10%) (1.6b)

OH- can also be produced via photolysis of HoOs, which itself is formed via self-reaction
of the hydroperoxyl radical (which is a product of carbon-containing species and OH- and
will be discussed further later in this chapter).

HO9 + HO9 — Hy09 + O (17&)

1.2.3 Carbon Monoxide

Carbon containing species are another major class of tropospheric compound which in-
fluence ozone levels. Carbon dioxide is a stable, longer lived species and does not play a
significant role in ozone formation in the lower troposphere. Carbon monoxide, however,
does. It is oxidised by OH- to form COy and a hydrogen atom, continuing the chain
shown on the right-hand side of figure 2 from photolysis of ozone as described in 1.2.2.
The hydrogen atom combines fast enough with oxygen to form the hydroperoxyl radical
that we can write it in one equation:

CO + OH - 22, CO, + HO,- (1.8)

The hydroperoxyl radical is also very reactive and readily oxidises NO.
NO + HO3- — NO2 + OH- (1.9)
The net effect in comination with (1.2) is:
CO+203 +hrv — CO2 + O3 (1.10)

Equation (1.9) is an analogue of (1.3) - the hydroperoxyl radical takes the place of ozone,
and thus ozone is not removed by (1.3) and remains in the atmosphere, with the effect of an
increase in ozone levels. This can be represented by a modification to (1.4), showing that
NO is oxidised back into NOy via hydroperoxyl. In fact, during the process of oxidising NO
the hydroperoxyl is itself converted to hydroxyl and then back via (1.8). This is a slower
cycle, and the overall effect is thus the slow conversion of NO to NOy and modification of
the ratio within NO, family, and also an indirect effect on ozone concentrations.
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NOs =22 NO + O3 (1.11)

NO

So in the presence of both CO and NO, more ozone is produced in the lower troposphere.
Within the chain OH- is recycled, so without a sink the chain could continue indefinitely.
In this case the sink is nitric acid (termination of the chain can also proceed via a self-
reaction of hydroperoxyl but in the lower troposphere NO, concentrations are such that
this branch is not favoured).

OH- +NOy +M — HNO3+ M (1.12)

Nitric acid is then removed from the atmosphere via wet deposition, which is often in the
form of acid rain.

1.2.4 Methane and other NMVOCs

Volatile Organic Compounds (VOCs) in the troposphere are also oxidised by the hydroxyl
radical (produced via (1.5b) and (1.6)). Analagously with the case discussed in section
1.2.3, an organic compound can react with OH- to produce water and another radical (e.g.
in the case of methane the methyl radical, CHs-, is produced), which then reacts almost
instantaneously with O to make the corresponding peroxy radical (using methane again
as an example, the methyl peroxy radical CH303- is formed). In general terms this can
be written as

RH + OH- 2% ROy + H,0 (1.13)

where R represents a generic hydrocarbon chain.

Again, following a similar path to the hydroperoxyl radical in the carbon monoxide chain,
the organic peroxy molecule reacts with NO to form another organic compound and nitro-
gen dioxide. The organic molecule created can react fast with oxygen to form a secondary
organic (for methane, the intermediate organic is the methoxy radical, CH3O-, and sec-
ondary organic is formaldehyde, HCHO).

RO5- +NO Oz, secondary VOC + HOg- + NOg (1.14)

In addition, the peroxyl radical produced can also react with hydroperoxyl, in direct com-
petition with NO - this is also important for ozone levels because not only the abundance
of NO, and VOCs affect O3 concentration, but also the ratio of these two species.

RO3- + HO5- — ROOH + O (1.15)

1.2.5 Formaldehyde

Formaldehyde itself has a reaction chain which is interesting to consider in the context of
ozone production, as CO is formed as an end product. It can be photolysed into a hydro-
gen atom (which as noted in 1.2.3 reacts very fast with oxygen to form hydroperoxyl) and
HCO, which itself reacts quickly with Og, forming HO5- and CO.

HCO + 0y — HOy: + CO (1.16)

Alternatively, HCHO reacts with the hydroxyl radical with HCO and H2O as products,
and HCO again rapidly reacts as in (1.16). The formaldehyde reaction chain can then be
written as:

Tom Eames | Utrecht University
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HCHO + hv 2% 2HO,- + CO (1.17a)
— Hy + CO (1.17b)
HCHO + OH-22 HO,- + CO + H,0 (1.17¢)

In direct overhead sunlight, the ratio of (1.17a) to (1.17b) is approximately 45% to 55%
(Rogers, 1990). In this reaction chain therefore, it is reasonable to say that one formalde-
hyde molecule leads to approximately one hydroperoxyl radical.

1.2.6 VOC/NO, ratio

Os
o R

o

T
G
e

o el

(o
o

NO  emission rote

1. 316 10.  31.68  100.
VOU emission rate

Figure 3: Ozone isopleths (ppb) as a function of VOC and NO, emission rates, in
10*2 molec m~2s~!. The isopleths (solid green lines) represent conditions during the after-
noon following 3-day calculations with a constant emission rate, at the hour corresponding
to maximum O3. The blue dashed line represents the transition from VOC-sensitive to
NO,-sensitive conditions. From Sillman and He, 2002.

The more complex nature of the tropospheric ozone reaction chain means that ozone
concentrations are not linearly dependent on the concentrations of the precursor species
named in the previous section. The Os concentration is determined in part by the ratio
of VOCs to NO, (shown in figure 3). To give a better understanding of the sensitivity
of ozone to VOCs and NO,, the chemistry laid out in the preceeding subsection can be
summarised as follows (von Scheidemesser et al., 2015 and Sillman, 2003):
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VOC + OHZ2 RO, + HyO
CO + OH22, HO, + CO,

(1.18a)
(1.18D)
ROy + NO22, secondary VOC + HO2 + NOy (1.18¢)
HO2 + NO — OH + NO» ( )
NO3 +hr - NO+ O ( )
O+0,+M—03+M (1.18f)

The split between 'NO,-sensitive’ (VOC-saturated; the area to the right of the VOC:NO,,
= 8:1 line in figure 3) and 'NOg-saturated’ (VOC-sensitive; area to the left of the line)
is heavily dependent on the hydrogen radicals OH- and HO3-. The radical chemistry has
already been discussed previously: radical production proceeds via (1.5) - (1.6) and sec-
ondary VOC reactions (e.g. formaldehyde, as in (1.17)), and destruction via (1.12), (1.15)
and the hydroperoxyl self-reaction (1.7a).

NO,-sensitive regimes occur when (1.7a) and (1.15) dominate (1.12). The background
concentrations of peroxyl radicals (i.e. the species which replace ozone in the NO, titra-
tion reaction (1.3) and allow it to build up) are then determined by the balance between
(1.5)/(1.6) and (1.17)/(1.7a) - although as the rate of (1.7a) is quadratic in HO2 peroxyl
radicals will not be very sensitive to changing NO,/VOC concentrations in this regime.
Ozone production rates are then approximately equal to the rate of peroxyl radical re-
actions with NO, (1.18¢c) and (1.18d) (Sillman and He, 2002). This rate increases with
increasing NOy,.

NO,-saturated regimes occur in opposite circumstances; when (1.12) is the dominant
hydrogen radical sink. OH levels are then determined by balancing the radical sources
with (1.12), and ozone production rate is dependent on (1.18a) and (1.18b). This rate
increases with increasing VOC levels, but decreases with increasing NO, levels as NOq
then competes with VOCs and CO for the peroxyl radical. Because of this, there can ex-
ist situations where reducing NO, concentrations can lead to an increase in ozone levels.
This is the regime in which most polluted cities exist (for 2010, London and Amsterdam
had a VOC:NO, emission ratio of 1:618 and 1:803 respectively according to the Emissions
Database for Global Atmospheric Research (EDGAR), introduced in section 2.5).

1.2.7 PAN chemistry

As a result of reaction chains initiated by organic compounds such as aldehydes (see section
5.8 of Seinfeld and Pandis for more details), Peroxyacyl Nitrate (PAN) (also known as acyl
peroxy nitrate, APN) can be formed in the thermal equilibrium between nitrogen dioxide
and organic peroxy radicals (Thornton, 2007).

RC(0)00- + NO3 + M — RC(0)OONO, + M (1.19)

The PAN class of compound is relatively insoluble, photochemically inert and has a slow
reaction rate with OH (Seinfeld and Pandis, 1998), leading to a relatively long atmospheric
lifetime. PANs will dissociate more readily at higher temperatures but their lifetime is
long enough to enable them to be vented into higher reaches of the troposphere where it is
colder. Lower temperatures dramatically increase the lifetime of PANs (Thornton, 2007),
making them capable of transporting NO, from polluted regions to ’pristine’ environments
upon subsidence, warming of the air mass and subsequent shift to the left of the equilibrium
in (1.19). This is illustrated in figure 4.
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Figure 4: PAN transport of pollution to remote areas via venting and subsidence of air
masses, and consequent feeding of the catalytic ozone cycle in an area with low anthro-
pogenic pollution. Adapted from Thornton, 2007.

1.3 Meteorology

Atmospheric concentrations of trace gases and other species are not only affected by the
chemistry of the layer but also by the prevailing meteorological conditions. Not only does
this have to do with temperature affecting the chemistry or wind blowing species in/out
of regions, but other weather conditions which can influence air quality.

1.3.1 Temperature

Higher ozone levels are associated with warmer temperatures (Wackter and Bayly (1988),
Kelly et al. (1986), Sillman and Samson (1995)) for different reasons. Warmer tempera-
tures can be an indicator of stagnant high-pressure weather systems (see section 1.3.2) but
can also indirectly affect ozone concentrations via PAN chemistry (Seinfeld and Pandis,
1998 - see also section 1.2.7) and elevated tropospheric water vapour concentrations which
can perturb OH (Ramanathan et al., 1987).

As the source of heat and light in our solar system, higher temperatures are also indica-
tive of more solar input. This then feeds back to the chemistry, with a higher actinic
flux accelerating photochemical reactions such as the production of ozone from nitrogen
dioxide.

Increasing temperatures can also increase emissions of biogenic VOCs such as isoprene
and monoterpenes (Guenther et al., 1991, Guenther et al., 1993) causing higher ozone
concentrations in conditions that are not already VOC-saturated.

1.3.2 High Pressure systems

Another progenitor of high ozone levels are high-pressure weather systems (RTI, 1975).
High pressure itself does not effect ozone concentrations but these systems provide favourable
conditions for subsidence, weak winds and a cloud-free sky. Widespread subsidence in the
troposphere creates stable boundary layer conditions due to the adiabatic warming of the
sinking air, reducing the rate of convective mixing and potentially creating temperature
inversions which serve as a lid keeping pollutants in the lower layer (NRC, 1991). Further-
more, subsidence reduces the planetary boundary layer height, increasing concentrations
by virtue of the fact that the gases have a smaller volume to fill (Eshel and Bernstein,
2006).

The sinking and warming air masses also reduce the relative humidity in the region and
makes cloud formation more unlikely (NRC, 1991 and Vallero, 2014), leading to more
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Figure 5: Daily maximum temperature plotted against maximum daily average ozone
concentration in Connecticut, 1976 - 1986. From Wackter and Bayly, 1988.

favourable conditions for photochemical production. Fewer clouds also means less moist
convection and venting into the upper troposphere, allowing for more extremes of ozone
concentrations (Eshel and Bernstein, 2006).

1.3.3 Regional weather

In the study domain (north-western Europe) conditions favourable to high ozone spikes
occur in stable atmospheric conditions, warm and dry weather with steady easterly winds.
These easterlies also carry with them pollution from the east instead of relatively clean
air from over the atlantic ocean, which can exacerbate the effect of the weather on ozone
levels.

It is particularly the extent of these meteorological effects on ozone that this study intends
to investigate and quantify.
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2 Model set-up

In the following section the approach to the simulations is described. Initially an intro-
duction to the model will be given, as well as an overview of the built-in options and
choices made on how to run the model (sections 2.1 and 2.2). In sections 2.3 - 2.6, all the
different inputs used in this study are described. In the final subsection, all the different
simulations performed are listed.

2.1 Model description

This study uses the Weather Research & Forecasting model with coupled online chem-
istry (WRF-Chem) version 3.8.1, a fully compressible Euler non-hydrostatic mesoscale
model. The coupled online chemistry accounts for interdependence of the meteorological
and chemical processes (Grell et al., 2005). The model can be applied on different scales
and explicitly solves meteorology instead of relying on prescribed fields, making it appli-
cable for use in future projections on both meteorology and air quality. Table 2 shows the
WREF-Chem setup for this study.

Parameterisations Scheme Reference
(WRF namelist option) (namelist number)
Micro-Physics Lin et al. scheme Lin et al., 1983
(mp_physics) (2)
Planetary Boundary Layer | Yonsei University Scheme
Physics (YSU) Hong et al., 2006
(bl_pbl_physics) (1)
Cumulus Physics Grell-Freitas ensemble Grell & Freitas, 2014
scheme
(cu_physics) (3)
Short Wave Radiation RRTMG scheme Tacono et al., 2008
(ra_sw_physics) (4)
Long Wave Radiation RRTM scheme Mlawer et al., 1997
(ra_lw_physics) (1)

Unified Noah

Land-Surface Model Tewari et al., 2004

Land Surface option

(sf_surface_physics) (2)
Chemistry mechanism CBM-Z mechanism Zaveri & Peters, 1999
(chem_opt) (5)
Dry deposition Wesely scheme Wesely, 1989
(gas_drydep_opt) (1)
Biogenic Emissions Guenther scheme Guenther et al., 1994,
(bio_emiss_opt) (1) Simpson et al., 1995

Table 2: Different physics and chemistry options used for this study within WRF-Chem.

The long wave scheme is of particular relevance as, along with Sea Surface Temperature
(SST) outputs for RCP 2.6 and 8.5, the radiative forcing is prescribed herein via concen-
trations of CO9, NoO and CHy.

2.2 Model domains

This model consists of three domains, one parent and two nested within the parent do-
main. The parent domain (domain 1) is the European domain and has a coarse resolution
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Figure 6: The parent domain and two nested domains used in this study.

of 60km x 60km - all external boundary conditions are applied to this domain. Nested
within the first is a smaller, higher resolution domain (domain 2) covering most of north-
western Europe, including most of Great Britain. This domain is 20km x 20km and takes
its boundary conditions from domain 1. Finally, nested in domain 2 is the third domain,
centred on the Netherlands and including all of the Benelux region as well as parts of
France, England, Germany and Denmark. This domain is approximately 6km x 6km reso-
lution (approximately as WRF-Chem does not work if the resolution difference is not kept
to a factor of 3) and will be the domain of interest for this study. It takes boundary con-
ditions from domain 2. The outer domains serve to calculate the meteorological boundary
conditions for future scenarios, as these are not available.

Initially a higher resolution domain set was used (20x20km, approx. 6x6km and approx.
3x3km) but this proved to be problematic for the inputs - the WRF-Chem pre-processing
system could not re-grid much coarser data onto this grid size. The domains are displayed
in figure 6.

2.3 Boundary & Initial conditions

All meteorological boundary and initial conditions (save those mentioned in section 2.6 for
RCP scenarios) are prescribed using the Global Forecast System (GFS) analysis 3 dataset

Tom Eames | Utrecht University
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2.5

on a 1° resolution. Sea Surface Temperatures for the 2010 runs are constrained with data
from National Center for Atmospheric Research’s Climate Forecast System Reanalysis
(CFSR) dataset. Chemical initial & boundary conditions were provided by model output
from Model for OZone And Related chemical Tracers (MOZART)-4, available from http:
//www.acom.ucar.edu/wrf-chem/mozart.shtml. Not all the MOZART-4 species have
an equivalent within the CBM-Z chemistry scheme (see section 2.4) and most notably
there are no fields for initial or boundary conditions of hydrocarbon groups HC3 or HC5
(see table 3), along with some other species such other members of the PAN family (e.g

MPAN), or peracetic acid.

2.4 Chemistry parameterisation

The Carbon Bond Mechanism ver-
sion Z (CBM-Z) Zaveri & Peters,
1999 is a lumped-structure mecha-
nism, treating certain groups of or-
ganic species as one ’‘lump’ accord-
ing to the type of bond present.
This is advantageous in terms of com-
putational efficiency, and also con-
serves the carbon mass in the sys-
tem. The disadvantage is that dif-
ferent species react at different rates
and produce slightly different prod-
ucts, but the mechanism treats them
as one species. It is therefore
to be expected that non-linear cy-
cles involving organics, such as the
ozone cycle, are not completely accu-
rate.

However, CBM-Z was used in the model
preferentially over other mechanisms,
such as the RADM2 mechanism (Stock-
well et al., 1990), as it has been shown to
better reproduce ozone levels over a Eu-
ropean domain (Karlicky et al., 2017).

Dry deposition is also an important part
of the ozone loss process in the at-
mosphere. Dry deposition is parame-
terised using the Wesely scheme, which
takes into account surface conditions
(e.g. dew, surface moisture, temper-
ature) and plant stomatal response to
these environmental conditions. Wet
deposition is also taken into account
in WRF-Chem version 3.8 (Grell &
Ahmadov, 2016), although WRF-Chem
appears to overpredict precipitation by

EDGAR/RCP

Alcohols

CBM-Z

E_CH30H

Ethane

E_C2H50H

Propane

E_ETH

Butanes

Ethyne

Pentanes

E_HC3

Hexanes & higher
alkanes

E_HCH

Ethene

E_HCH

Propene

E_OL2

Other alkenes &
alkynes

E_OLT

Isoprene

E_OLI

Benzene

E_ISO

Toluene

Other aromatics

Xylene

E_TOL

Trimethylben-
zenes

Ethers

E XYL

Other alkanals

Formaldehyde

E_ALD

Ketones

E_HCHO

Acetic acid and
other higher acids

E_KET

E_ORA2

Table 3: Mapping of species from EDGAR emis-
sions data to the CBM-Z module.
21 emitted species are mapped to 16 lumped
species.

A total of

roughly 25% every season (Karlicky et al., 2017), potentially resulting in a negative bias

in ozone over the modeled period.
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2.5 Emissions parameterisation

The Emissions Database for Global Atmospheric Research (EDGAR) v4.3.1 (Crippa et
al., 2016) was used to input the ’classic’ pollutant emissions (NO,, CO, SO2, NH3) and
VOC emissions input was taken from v4.3.2 (Huang et al., 2017). The EDGAR emissions
database was developed by the National Institute for Public Health and the Environment
(Netherlands) (RIVM) in the 1990s and is maintained by the Joint Research Centre of the
EC. Emissions are given in kg m~2 s~! with a resolution of 0.1 x 0.1 degree and seperate
datasets for (most) individual VOCs. Adaptions were necessary before this data could be
used as input for WRF-Chem. The datasets are available as an annual average for each
species, which is then adjusted for season (summer months) and time of day.

Emissions in a similar format to EDGAR were taken from the RCP Database (albeit with
a somewhat coarser 1 x 1 degree resolution), for RCP 2.6 (van Vuuren et al., 2007) and 8.5
(Riahi et al., 2007). Methods used to parameterise emissions are similar for all emission
sets and are described in sections 2.5.1 and 2.5.2. NO, emissions from all datasets for the
three different scenarios are shown as an example in figure 7. It is clear that resolution for
the RCP scenarios is coarser than that of the EDGAR database (and this is true for all
species), which will likely be at least part of the explanation for some localised differences
between the scenarios (e.g. the influence of polluted cities in the RCP scenarios will be
more dispersed than in the baseline scenario).

2.5.1 NO,

Both NO and NOg are grouped into one species within the EDGAR database. Most
NO, is emitted in the form of NO, and NOy formed between 5-8% (PORG, 1997) of
NO, emissions, but this can depend on road traffic composition (e.g. increased use of
catalytic converters or higher dependence on diesel engines). The percentage of NOg in
NO, emissions has been shown to be increasing (Carslaw, 2005). In this study therefore, it
is assumed that NOy accounts for 10% and NO for the other 90% of total NO, emissions.

2.5.2 VOCs

Due to the lumped-structure approach used in CBM-Z the individual VOC species or
groups must be assigned to certain emission categories. Some species are directly mapped
to their own CBM-Z category while others are lumped together within more general cat-
egories. How this is done is shown in table 3. Biogenic VOC emissions are considered
separately, calculated online via the Guenther scheme (see table 2) based upon land use
input, and temperature and photosynthetic active radiation calculated within the model.

2.5.3 Emission Profiles

Emissions input is entirely anthropogenic in nature, and as such is scaled with certain
times of the day to reflect human activity. All model output will be evaluated against
global background concentrations, so no one emissions category will be considered more
important than another. The profile used (and different profiles for individual emissions
categories) was taken from the European Monitoring and Evaluation Programme (EMEP)
2016 status report and are shown in figure 8.

2.6 Forcing parameterisation

Radiative forcing is the overarching factor that changes our climate, so in order to simu-
late changes in ozone the changes in forcing according to different RCP scenarios (2.6 and
8.5) must be parameterised in the model. There are two components of forcing that are
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EDGAR emissions for nox RCP 2.6 emissions for NOx

(a)
RCP 8.5 emissions for NOx

1.0e+04

1.0e+03

1.0e+02

1.0e+01

Emissions in kg NOx day~?!

1.0e+00

1.0e-01

Figure 7: NO, emissions for the different scenarios. (a) is from the EDGAR database for
the year 2010, (b) for RCP scenario 2.6 in the year 2050 and (c) for RCP scenario 8.5 in
2050.
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2.6

Hourly emission profile
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Figure 8: Relative emission intensities of Standardised Nomenclature for Air Pollutants

(SNAP) categories every hour for a single day. The
to scale the hourly emissions input accordingly.

mean of all these categories was used

considered - meteorological forcing and Greenhouse Gas (GHG) forcing.

Meteorological forcing variables that can be prescribed within the model are SST, skin
temperature and soil temperature, all of which are taken from model runs of NCAR’s
Community Climate System Model 4 (CCSM4) (as used in the IPCC AR5 WGI report)
(Gent et al., 2011). These are set as initial conditions as the model calculates its own

meteorology for the rest of the run.

Species | Concentration (ppm) Reference
COq 389.90 Dlugokencky and Tans, NOAA /ESRL
2010 CHy 1798.64 (ppb) Dlugokencky, NOAA /ESRL
N2O 322.50 Dutton et al., NOAA/ESRL
2050 COy 442.70
(RCP CHy 1451.54 (ppb) van Vuuren et al., 2007
2.6) N20 341.90
2050 COq 540.54
(RCP CHy 2734.98 (ppb) Riahi et al., 2007
8.5) N>O 367.22

Table 4: Greenhouse gas concentrations used to force the various model runs.

GHG forcing is set within the long wave (RRTM - see table 2) scheme via fixing concen-
trations of three greenhouse gases (CO2, CH4 and N2O). For the baseline 2010 scenario,
mean GHG concentrations were used as measured by NOAA/ESRL, and concentrations
for the 2050 scenarios were used as given in the RCP database. Values are given in table 4.

Input data for SSTs for the RCP scenarios are coarser than data for contemporary sce-
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narios, which presents some problems in making ozone projections. SST input for future
scenarios is particularly coarse, which in a smaller domain with a lot of coastline can be
problematic for separations of sea and land. The effect of this is shown in figure 9 - 9a
shows the input for 8.5 runs with forcing and 9b the resulting temperature output at
2 metre height for this scenario. There is a clear increase in temperature between land
and sea surface, which results in a (potentially unrealistic) ozone build-up over the sea
surface. This build up of ozone can then be blown onto land to elevate land-surface ozone
concentrations. This is discussed further in section 4.2.3.

SST for scenario 8.5

T2 for scenario 8.5

304.5 298.5
297.0
303.9 295.5
< 294.0%
[ =
30335 292.5%
© —
- v
g 29105
302.79 2895 =
288.0
302.1
286.5
.301.5 : 285.0

Figure 9: Sea Surface Temperature (a) and 2m temperature (b) for RCP scenario 8.5.

As a result of this resolution issue, the choice has been made to exclude the area of the
domain covered by sea from the end results.

In addition, there is a discrepancy between datasets used to force the baseline and future
scenarios - the Sea Surface Temperature dataset from RCP scenarios is between 8 - 15
degrees higher for the summer 2010 period than observational values used to force the
baseline runs for the same period. This is the reason for the large temperature increases
in the future scenario runs (see figures 20e and 20f) and although this was unintentional,
for the purposes of this study a larger temperature increase may give a better indication
of ozone-temperature sensitivity.

2.7 Model runs

In order to investigate the effect of climate on ozone but also to separately consider the
effects of meteorology and chemistry, multiple runs are needed (eight in total). Two runs
in the 2010 period are required - one ’free’ run to provide a comparable baseline for the
future scenarios and one constrained by meteorological data to compare to observations,
and assess if the model is fit for purpose. For the two RCP scenarios, three runs each will
be performed: one with updated emissions only, one with updated forcing only, and one
full run for the scenario. For consistency, the meteorological /chemical initial and chemical
boundary conditions remain unchanged across all model runs. An overview is shown in
table 5.
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Input
Run year | Emissions Forcing Meteorology | Run ID
2010
(10-day | EDGAR | CFSRSSTs & NOAA GHG GFS Test
tes t) concentrations
EDGAR | CFSR SSTs & NOAA GHG GFS Control
2010 concentrations
EDGAR CFSR SSTs & NQAA GHG Free Free
concentrations
2050 EDGAR RCP 2.6 SSTs/GHG Free 9.6 _forc
(RCP concentrations
2.6) Rep 2.6 | CFORSSTs & NOAA GHG Free 2.6_emis
concentrations
RCP 2.6 RCP 2.6 SSTs/GHG Free 2.6
concentrations
2050 EDGAR RCP 8.5 SSTé/GHG Free 8.5_forc
(R P concentrations
8.5) Rep g5 | CFSRSSTs & NOAA GHG Free 8.5_emis
concentrations
RCP 8.5 RCP 8.5 SSTs/GHG Free 8.5
concentrations

Table 5: Table of runs performed in this study, totaling nine runs for different scenarios.
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3 Model Evaluation

In order to use WRF-Chem with confidence to make air quality projections, it is necessary
to show that it satisfies model quality requirements for the baseline scenario. A statistical
analysis of the model was done for the control run, comparing ozone output to the AirBase
network of measurement stations. The AirBase station data is kindly provided by Patrick
van Hooydonk (RIVM).

3.1 Statistical tools

The Forum for AIR quality MODelling in Europe (FAIRMODE) has published documen-
tation with guidance on model quality objectives and benchmarking (Janssen et al., 2017),
and these guidelines are used when analysing the quality of the model in the prediction of
ozone and nitrogen dioxide concentrations. Other, more conventional analysis techniques
are used in the comparison of meteorological variables. M denotes model output values
and O observational /reanalysis data points.

Mean Bias N
1 _ _
BIAS = N g (M, —Op) =M -0 (3.1)

n=1

Here, n represents any datapoint in a timeseries at a single location.

Root Mean Squared Error (RMSE)

1 N
RMSE =, | > (M, — O) (3.2)

n=1

As measurement errors were not given in the dataset provided, the 95" percentile error
(i.e. 95% condfidence interval) is used instead, and is derived in Thunis et al., 2013.
Thunis uses hourly ozone measurements from AirBase data as a basis for his derivation,
so it is appropriate to use in this study as the same data is being used. The derivation is
as follows:

1. Assume uX" is a representative relative uncertainty around the Limit Value (LV) for

ozone, which is 120 pug m™3. It is fixed to the target uncertainty given in the EU’s
Air Quality Directive (AQD, 2008).

2. The combined uncertainty on any given datapoint x, can be decomposed into a
proportional component and a non-proportional component with respect to concen-
tration, i.e.

E(On) = %2;(071) + u%p(On)

3. The non-proportional component of the uncertainty is by definition independent of
the concentration and can be estimated around the LV. It can therefore be defined as
a percentage of the LV and assumed to remain constant for all other concentrations

Unp(On) = « (ufv -LV)

where « is the non-proportional fraction of the uncertainty around the limit value,
between 0 and 1. For ozone, FAIRMODE gives the value to be a = 0.79.
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4. The proportional fraction of the error can therefore be given in terms of o and the
representative relative uncertainty around the LV. This component of the uncertainty
is proportional to the concentration, so the LV in the last term will be replaces by
the concentration at n

up(On) = (1 —a) (va -Oy)
and the combined measurement uncertainty can then be written as
w2(0,) = (uFV)? (aLV? + (1 — a)202)
5. From here, an ’expanded uncertainty’ is defined. This is done by using a 'coverage

factor’ k, which is chosen such that the expanded uncertainty represents a 95%
confidence interval. In Thunis et al., 2013, this is given as kg = 2.

Ugs(On) = ko5 - ue(On)
This is known as the 95" percentile measurement uncertainty.

95" Percentile Measurement Uncertainty

Ugs(On) = Ul 'n/(1 — a2)02 + a2LV?2 (3.3)

Where U9L5‘§, = ko5 - ufv is the 95" percentile reference error at the LV, given in FAIR-
MODE documentation as 0.18 for ozone.
Using the 95" percentile uncertainty, it is possible to calculate the root-mean squared
uncertainty for the AirBase observations.

Root Mean Squared Uncertainty (RMSy)

RMS, — % (Uos (O))? (3.4)

Correlation Root Mean Squared Error (CRMSE)

N
1 _ .
CRMSE =, | + n§:1 (M, — M) (O, —0)) (3.5a)
CRMSE? = 03 + 0%, — 2000 R (3.5b)

Where ¢ is the standard deviation and R the correlation coefficient. CRMSE is a useful
quantity for a deeper analysis of the model performance as it can indicate dominance of
certain components of the error, and is related to the RMSE & bias as follows:

RMSE? = BIAS? + CRMSE? (3.6)

3.2 Model Quality Indicator

The Model Quality Indicator (MQI) is defined by FATIRMODE as the ratio between model
bias and a quantity proportional to the measurement uncertainty.
’Mn — On’
MQL, = —— 3.7
Where n again is a temporal index. [ is a coefficient of proportionality which can be set
to any value > 1 depending upon how stringent the requirements on the model are. For
this study, £ is kept the same as in FAIRMODE documentation and is set to 2 (i.e. the
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MQI timeseries at station NL00620, Cabauw-Zijdeweg

—— Observations
A —— Model output
B === Allowed range

I
250 = Uncertainty

200

150

100

Concentration (ugm=3)

50

Time since 25-06-2010 (days)

Figure 10: Ozone time series at Cabauw, NL, used for the model evaluation. In red is the
model output, black the data from the station, shaded grey the 95" percentile uncertainty
and the dotted lines indicate the allowed range, SRMSy, for the model in order to fulfill
the Model Quality Objective.

model output is allowed to be twice the 95" percentile error and would still be considered
to be acceptable).

The model output can therefore be evaluated at all locations with available data in this
way, and an example is shown in figure 10. A period starting at midnight 25" June and
ending at 23:00 on July 4" at the Cabauw tower in the Netherlands is chosen, and plotted
in red is the model output at the closest grid point to this station. MQIL, is < 1 at any
given time n if the red model output line remains within the dotted lines. This is the
definition of the Model Quality Objective.

3.3 Model Quality Objective

The MQI for a given data point n will be < 1 if the model output remains within the
dotted lines in figure 10 (i.e. if |M,, — O,| < BRM Syr), and the Model Quality Objective
(MQO) is fulfilled if this is the case. FATIRMODE guidelines stipulate that the MQO must
be fulfilled for at least 90% of the available stations. Practically implemented, this means
that the MQI at the 90" percentile (after sorting the MQI for every station in ascending
order) must be less than or equal to 1.

In order to calculate this, the MQI for every station at each time interval was calculated
and ranked in order. The 90" percentile MQI was then extracted for each step, and the
average was calculated across all times. If stations had more than 10% of data points
missing, these locations were excluded from the analysis.

Model Quality Objective
MQO : MQIgy <1 (3.8)

The results of this analysis are shown in figure 11. Plotted on the y-axis is bias and on
the x-axis is CRMSE, both normalised by the uncertainty 5 RMSy. Any given station
can be plotted on the left or right side of the plot, depending on which error component
within the CRMSE dominates, either the correlation coefficient or the standard deviation
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(i.e. which term in equation (3.5b) is larger). It is clear that for almost all stations the
correlation error dominates, which is not so surprising when considering the variability of
a species such as ozone. What is also clear is that WRF-Chem under-predicts ozone at
almost every station. Further results will be discussed in more detail in 3.4.
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Figure 11: Target diagram for the 10-day WRF-Chem test run using fixed 8-hour averaged
ozone data (i.e. 8-hour mean from midight to 8am, then from 8am to 4pm, then 4pm to
midnight). The green target area indicates fulfillment of the MQO. In purple, segments
are distinguished which indicate whether model error at the station is dominated by bias
(positive or negative), standard deviation or correlation. Every individual station is plot-
ted and colour-coded according to the country it is located in. The mean 90" percentile
MQI is also indicated in the top left of the plot. Data from 156 stations was used, and
the MQIgg value indicates that 90% or more of the locations fulfill the MQO criteria.

This MQI is a general performance indicator - overall, the MQO is fulfilled. It is informa-
tive, however, to use the CRMSE to investigate the individual error components further
for confirmation of the hypothesis that it is the peak values that are missed. By combining
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equations (3.5b), (3.6) and (3.7):

2 2 2
MQI? = RMSE = BIAS - (opr — 00)2 n 2000 (1 fZR) (3.9)
(BRMSy)”  (BRMSy)”  (BRMSy) (BRMSy)

where R indicates the correlation coefficient. We can examine more closely each of the three
Model Performance Indicator (MPI) terms on the right hand side and determine where the
error lies. Assuming ideal cases for two of the three Model Performance Indicator allows
formulation of the Model Performance Criteria (MPC), conditions which are necessary
but not sufficient for fulfillment of the MQO. As an example, assuming that the model
output correlates perfectly with observations (R = 1) and the standard deviations are
equal (o7 = 00) leads us to an expression for the MPI for BIAS:

BIAS BIAS

MQI = -2 MPC: ——> <]
QU= 2pms, ™ C SRMSy =

This approach can also be applied to the other two terms. The MPI and MPC generated
are listed in table 6.

Percentage
MPI MPC of stations
fulfilling
MPC
BIAS (R =1, oy =00) IBIAS| < SBRMSy  (3.10) 94.7%
R (BIAS=0, oxr=00) | R>1- M50 5y 71.2%
- 20000
SD (BIAS=0, R=1) loyr —oo| < BRMSy (3.12) 97.4%

Table 6: Necessary but not sufficient criterion for the MQO to be fulfilled. The third
column indicates how many stations in the domain fulfill the MPC.

3.4 Quality Analysis

As is indicated by figure 11, at stations where the quality criteria is not met, this tends to
be because of underestimation (and to a limited extent on correlation). On almost every
station the bias is negative. This is somewhat to be expected of any ozone models, as
high ozone events can be difficult to predict. If an ozone ’event’ is defined as any time
where the maximum daily 8-hour averaged ozone rises above 120 ug m~3, then on average
WRF-Chem fails to predict 5 events over a 10-day test period (i.e. 30 possible events).
Further towards the coast the model performs reasonably well, although events here are
also much less common in the data (i.e. ozone is generally lower and events occur much
less frequently). Further inland and especially in the area south of the Ruhr region in
Germany the model performs relatively poorly with regard to these events. Measured
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ozone here is very high, with some night-time concentrations remaining above the 120 ug
m~3 limit. Heavy industrialisation in this region has a lot of influence on daily ozone
peaks and fluctuations in activity are difficult to parameterise within emissions databases.
It seems likely therefore that, at least southeastern corner of the domain, underprediction
is the result of discrepancies between actual and parameterised emissions. The variability
of ozone is captured well though, as indicated by the fact that a high percentage of stations
fulfill the quality criterion for standard deviation.
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4 Results

In this section results from all runs will be presented, beginning with the contemporary
scenarios and ending with future ones.

4.1 Baseline (2010)

To make useful comparisons about ozone changes with regard to climate a baseline scenario
has to be established. The ’free’ run (see table 5) will be used as a baseline for comparison
directly with future scenarios, and the constrained run will serve as a reference for the
'free’ run.

ozone for run free ozone for 2010 _control
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Figure 12: Time-averaged hourly ozone and NO, concentrations for meteorologically con-
strained and free runs. Figures (a) and (b) show ozone concentrations for the free and
constrained scenario respectively, (c¢) and (d) the same for NO,.

The 2 metre mean temperature of the free run is generally lower than that with constrained
meteorology, by about 2-3K and as much as 6K in some places. This does not appear to
influence the ozone concentrations much, and the effect from NO, concentration differences
dominates, as shown in figure 12. The spatial distribution of ozone in both runs is similar.
Higher mean concentrations are found further inland, across the southeastern corner of the
domain, and both scenarios display an ozone suppression along the southern half of the
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Dutch-German border and the Belgian coastline. This is mirrored in the NO,, distribution
- where ozone is suppressed NO, is elevated. NO, concentrations are largely dependent
on emissions and only to a limited extent on meteorology (evidenced by similarity in
NO, distribution to locations if high emissions in figure 7a), so as the same emissions
dataset is used in both runs (and despite the temperature disparity) the NO, concentration
distribution is also very similar.

In general, ozone levels are slightly lower in the control scenario than in the free run, and
vice versa for NO,, levels. This can be explained largely through a difference in calculated
cloud cover in the two runs - the control scenario has more cloud cover, especially around
coastal regions and around the points of higher NO,.. In addition, the wind in the free run
around coastal regions blows more parallel to the coast rather than perpendicular, as is
the case in the control run, meaning that less ’clean’ air from the ocean is blown in across
the land and more pollution is brought in from continental Europe.

4.2 2050 scenarios

To answer the research questions posed at the start of this thesis, we consider the average
ozone level over the whole June-July August period, while also counting the number of
ozone spikes (8-hour mean concentrations >70 pg m~3) which are more dangerous to
human health. First the change in ozone due to changes in emissions and forcing will be
evaluated, and thereafter the health impact will be quantified.

4.2.1 Emissions

As can be inferred from figure 12, the domain is in the VOC-limited regime (i.e. where
there is more NO, there is less ozone, and vice versa). This means that if emissions of NO,,
increase, then ozone should decrease. Figure 7 shows that RCP scenario 2.6 has the high-
est emissions for the domain in the year 2050, so we expect that this scenario will have the
lowest ozone and lowest Relative Risk accordingly. The temperature differences as a result
of differing emissions are marginal (on the order of 0.1 K) so ozone differences as a result
of temperature changes, either direct or via NO, concentrations, are likely to be negligible.

Figure 13 shows that a change in emissions of NO, has a clear effect on ozone. Where
NO, increases ozone decreases, and vice versa, in both scenarios. For NW Europe the
emissions-only run for RCP 8.5 exhibits a strong NO, decrease (>30 pug m~3) in border
regions, a patch in the Frankfurt region and along the Belgian coast, resulting in mean
ozone concentration increases of more than 30 pg m™> in these areas. In the rest of the
domain there is relatively little change in NO, concentration (between -5 to 5 pug m~3)
which is reflected in more modest changes in ozone concentrations (although transport of
ozone from peak regions keeps the change positive).

The emissions-only run for RCP 2.6 also exhibits sharp NO, decrease of similar mag-
nitude in the same regions as in the RCP 8.5 emissions run - however, the effect is limited
to a much smaller area within these regions, and is possibly the result of resolution dif-
ferences between 2010 and 2050 datasets. Most of the locations where NO, decreases
correspond to areas of higher NO, emissions in 2010 (figure 7a). In a higher resolution
dataset the emissions are concentrated into a smaller area and therefore are higher in those
areas. The lower resolution spreads these emissions over a larger area and may represent a
similar overall amount of NO, emitted, but distributed differently. Generally though, the
domain shows a widespread increase in NO,, of between 5-10 ug m~>. Ozone in response
decreases by between 5 and 15 pg m™3.
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Figure 13: Difference in the time-averaged concentration across the summer periods of
2010 and 2050 of hourly ozone and NO, concentrations for the emission-only runs for
RCP scenarios 8.5 and 2.6, as compared with the free baseline scenario. Figures (a) and

(b) show the ozone concentration change, and (c) and (d) the NO, change for RCP 8.5
and 2.6, respectively.
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4.2.2 Forcing

Climatic change (i.e. difference in wind direction/speed & temperature, amongst others)
for the forcing-only run for RCP 2.6 is limited, and so too are any changes in ozone or
NO, levels. There is a significant temperature increase in the forcing-only run for RCP
8.5, with an associated increase in short-wave radiation.

Ozone difference for 8.5_forcingonly-run_free NOx difference for 8.5_forcingonly-run free
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Figure 14: Time-averaged changes for run 8.5 _forcing in ozone (a) and NO, (b). (c) shows
the difference in cumulative short-wave radiation received by the surface over the three
month period.

The emissions input does not change from the baseline scenario to the forcing-only run
for RCP 8.5, so all NO, concentration changes shown in figure 14b are as a result of
meteorological changes. In general higher temperatures (see figure 20e) are indicative of
more short-wave radiation (figure 14c) and thus a higher rate of NOgy photolysis. This
however relies on there being enough NO, present to photolyse, illustrated by the large
increase in short-wave radiation on the left side of the southern edge of the domain, with
no discernible reaction from either ozone or NO,. This is a good indicator that ozone
is indirectly influenced by temperature via NO,. Nonetheless, direct correlation between
ozone and 2 metre temperature does increase between the baseline scenario and the RCP
8.5 forcing run (from 0.46 to 0.66), although still remains weaker than the ozone-NO,
correlation. Figures 15 & 16 support this assessment - correlations between ozone and
NO, concentrations are highest regardless of the forcing/emission combination or RCP
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scenario. Ozone-temperature correlations follow NO,-temperature correlations: when the
NO,-temperature correlation is strong then so is that of ozone-temperature, and vice
versa. Ozone-temperature correlations are strongest in the forcing runs of both scenarios,
as are NO,-temperature correlations.

Correlation coefficients for 8.5 scenarios
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Figure 15: Correlations (absolute value) between Ozone, 2m temperature and NO, for
scenario 8.5 runs. Ozone/NO, and NO,/temp correlations are negative.

Correlation coefficients for 2.6 scenarios
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Figure 16: Correlations (absolute value) between Ozone, 2m temperature and NO, for
scenario 2.6 runs. Ozone/NO, and NO,/temp correlations are negative.

The magnitude of ozone concentration differences in the RCP forcing scenario 8.5 is similar
to that in the emissions run. However, spatial distribution is very different between the
two scenarios. The main areas of decrease in NO, in both scenarios remain in similar
locations but in the RCP 8.5 forcing scenario NO, decrease is spread somewhat further
from the more significantly reduced regions. The ozone increase is correspondingly more
spread in the forcing scenario, but the pattern changes to one decreasing further from the
coast. Reasons for this will be examined in the following section.
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4.2.3 Full RCP scenario

In the run for RCP 2.6, the change in temperature is minimal (mean difference across the
whole domain is 0.2 K) so both figures 13b and 20b are very similar - clearly controlled
by chemical processes much more than meteorological ones. The situation for the run for
RCP 8.5 is different, although further away from the coastline figures 13a & 20a still bear
remarkable similarities in profile despite a large (on average +10.9 K) temperature differ-
ence (the large temperature difference due to dataset discrepancies, as discussed in section
2.6). This means the future scenario is not accurately represented, but this is not an issue
when considering the sensitivity of ozone concentrations to climate change. Temperature
rise is reduced further inland (figure 20e) but still remains around the +5 K level across
the more southern part of Germany in the domain. Despite this, ozone increase is limited
to 5-10 ug m~3 in this region, in line with an NO, decrease of between 0 and 10 pug m~3.
The increase along the coastline is in part due to the NO, decrease observed along the
Belgian coast but particularly along the Dutch coastline North Sea ozone is blown by
the prevailing wind (south-westerly) landwards. In general NO, emissions are lower over
the North Sea (except along ship trails) and dry deposition of ozone does not occur, so
concentrations can build up to higher levels than over land. Once ozone is blown onto
land it can deposit and concentrations quickly reduce, but the wind direction (figure 17) is
such that ozone is blown into the Netherlands and the northerly tip of France, and spikes
(8-hourly mean concentrations >70 pug m™3) occur more frequently in these areas.

The magnitude of the changes in ozone concentration is for the most part in line with
previous studies done (Weaver et al., 2009) (see section 0), despite the large tempera-
ture increase. This suggests that something other than temperature/forcing is directly
controlling ozone levels.
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Figure 17: Wind speed and direction for RCP scenario 8.5.
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It is apparent that though the temperature increase is significant in all parts of the domain
(+4 degrees or more) the mean ozone concentration is not so sensitive to this, but rather
more to NO, concentrations. Especially when considering ozone spikes, if the lowest
recorded NO,, concentration for a given day is above around 6-8 ug m~3, the chances of
an ozone spike occurring are small. This is illustrated in figure 18. 74 % of all ozone spikes
occur if NO, concentration dips below 2 ug m™3 in the course of the day, and over 97%

of spikes occur on days where the concentration dips below 4 pg m™3.
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Figure 18: A graph showing the number of ozone spikes (8-hourly mean concentrations
>70 pg m~3) for given intervals of daily NO, minima, across all data points for scenario
8.5.

There is a pattern with temperature too, and over 70% of ozone spikes occur when the
daily maximum temperature is above 300 K (27°C). Nonetheless there remains a chance
of a spike occurring at lower temperatures (figure 19), and the arresting effect of higher
NO, concentration causes a much sharper drop in spikes in the RCP 8.5 run than higher
temperatures does in increasing spikes. This further supports the idea of NO, as the
limiting factor in peak ozone concentrations.

4.3 Health Impacts

The baseline for adverse health effects (set at 8-hour mean concentrations of 70 pug m=3)
is regularly exceeded in most runs. The Relative Risk was calculated as in section 1.1,
and the change with respect to the baseline scenario is shown in figure 21.

Figure 21b shows little change in the Relative Risk (ratio of ozone-related mortality in
exposed population to unexposed population) across most of the domain. It remains less
than 4+0.1% except for an increase of around +0.2% (confidence interval 0.1% - 0.4%)
along the southern edge of the domain covering Belgium, Luxembourg and Germany, and
also a small fraction of coastline in NW Germany. As seen in the baseline scenario (figure
12a) ozone concentrations tend to be higher further inland, thus chances of ozone spikes
(>70 ug m~3) are higher here.

For run 8.5 the ozone spikes occur with more frequency and spread over the whole domain
and so the Relative Risk increase is kept around +0.25% ( >0% and <0.4%) for the
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Figure 19: A graph showing the number of ozone spikes (8-hourly mean concentrations
>70 pg m~3) for given intervals of daily temperature maxima, across all data points for
scenario 8.5.

majority of grid points. The Dutch coastline shows a significant increase of +0.4% (0.2%
to 0.6%), in line with larger ozone increases and more frequent spikes in the area. In the
southwestern corner of the domain there is also a marginally higher level of risk (40.3%)
but with a larger confidence interval range ( >0% and <0.6%). A reasonable number of
spikes were recorded here (figure 21c), so the larger confidence interval indicates that in
the number that did occur there, not many were significantly greater than daily 8-hour
mean concentrations of 70 pg m™3.

To put this all into context, and average increase in RR of 0.25% across the summer period
in the Netherlands results in a 17-18% increase in the number of deaths attributable to
ozone over the same period, and a maximum average risk increase of 0.6% causes up to
a 54% increase for the three summer months. As an example, currently between 200-300
people in the Netherlands die each year as a result of ozone pollution. If 1/4 of these deaths
occur in the summer months (and likely this fraction is larger) then, off the basis of the
increase in risk calculated, between 8-40 additional deaths are projected for June, July
and August of 2050 in the Netherlands.
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Figure 20: Difference between the time-averaged concentration across the summer 2010 &
2050 periods or hourly ozone (a & b), NO, (¢ & d) and 2-metre temperature (e & f) for
runs 2.6 (b, d & f) and 8.5 (a, ¢ & e) as compared with the free baseline scenario.
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Figure 21: Time-averaged change in Relative Risk (i.e. ratio of ozone-related mortality in
exposed population to unexposed population) over the summer period for run 8.5 (a) and
2.6 (b). (c) and (d) show the number of ozone spikes (8-hourly mean concentrations >70
pg m~3) per grid point over the whole run period for 8.5 and 2.6, respectively.
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5 Conclusions

In this section the three research questions presented in the introduction will be answered,
and methods used in this study will be discussed.

As with any study, there are some caveats that should be taken into account with any
conclusions presented in this study.

Firstly, care was taken to use the most up-to-date emission datasets containing full specia-
tion and spatial distribution of all VOCs for both the 2010 and future scenarios. However,
ozone in models is sensitive to VOC speciation (von Schneidemesser et al., 2016) so possi-
ble differences between EDGAR and RCP emission datasets may result in exaggerated or
understate changes in ozone between runs. A further complicating matter is the difference
in resolution between the two datasets - a coarser resolution can extend the effects of a
polluting city to the surrounding area, for example.

Secondly, it is difficult to assess WRF-Chem’s representation of future weather events
which may play a role in daily 8-hour mean ozone rising above 70 ug m=3. Future
scenarios were based only on forcing from Sea Surface Temperatures & greenhouse gas
concentrations, from which the model was allowed to calculate its own meteorology. A
period of 3 months is relatively short, so a small number of these weather events (or a lack
thereof) can make a significant difference to spike count. Further, larger domain studies
such as those examined in Weaver et al. (2009) across the USA show variations in regional
patterns of ozone concentrations - regions of a similar size to the central domain modeled
in this study - dependent on meteorology.

Third, it must be stressed that the ”RCP” scenarios used in this study are not intended to
be accurate representations of the scenarios themselves - rather, aspects of the scenarios
(emissions and forcings) are used to measure ozone response. The model was effectively
spun-up from a 2010 ground state with parts of 2050 climate.

Fourth, tropospheric ozone is a very variable species and modeling it over such a short
period of time will always present problems in assessing a general trend. A single summer
period may give an indication of which direction trends are in but is simply not enough
time to gain reliable insight into the influences changes in out climate may have on future
ozone concentrations. Running for longer periods on the resolution used here is currently
still too computationally expensive to show diurnal patterns of any meteorological or
chemical variable.

Fifth, temperature change for the future scenario, RCP 8.5 in particular, was too large to
be realistic. However as mentioned previously, this does not cause a problem for assessing
the sensitivity of ozone to climate change.

Sixth and finally, emissions parameterisation is difficult. A daily profile was used for each
day, and therefore the model misses ozone changes due to deviations from this profile, a
high probability (because of changes in traffic, demands on power plants & industry etc).
As ozone appears to be more limited by its chemistry than meteorology, this may prove
to be an important factor in model inaccuracies.

How does ozone change with changing climate?

In all scenarios NW Europe remains VOC-limited, so ozone levels in general remain con-
trolled by emissions of NO,. In a scenario with fewer emissions ozone levels rise, and
vice versa. Ozone above the sea is not in this regime however, and so rises significantly
with the changes in forcing. This indicates the important limiting role NO, plays, as in
its absence temperature and forcing can result in relatively large concentration increases.
The magnitude of these increases is within the range of ozone increases from previous
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studies, which given that the temperature increase in this study was significantly larger
than other studies further reinforces this point. Correlation between ozone and NO, is
the stronger than ozone/temperature correlation in every future run and does not deviate
from around -0.7 to -0.8. There are some differences between full scenario runs and runs
with the emission component only across the whole domain, indicating that climate does
exert a certain degree of influence, but as NO,, /temperature correlations across model runs
follow ozone/temperature correlations closely, it seems more likely that this is an indirect
influence via NO,.

Are ozone spikes more sensitive to anthropogenic emissions or meteorology
in a future climate?

WRF-Chem points to NO, being the limiting factor in ozone spikes. High ozone events
occur somewhat less frequently at lower temperatures compared to higher temperatures,
but no more than 3% of spikes occur on days when the NO, concentration rises above
4 pg m~3 in the higher temperature scenarios. Indeed, there are some areas in figure 20
where temperature increases result in no discernible change in ozone concentration. Less
NO, is in part result of more insolation so there is some meteorological influence, but the
chemistry of the system is somewhat more dominant in limiting the occurrence of spikes.

What is the risk to human health?

In a lower forcing future climate scenario the Relative Risk does not change significantly -
for the majority of the domain it remains between -0.1% to 40.1%. In the higher forcing
scenario this mean risk is elevated by up to and additional +0.6% in some places. Relative
Risk is a daily quantity however, and in some places in scenario 8.5 the risk on a single day
rise as high as 2.6% (1.3% to 3.9%), whereas the highest values in the baseline scenario
are around 1.2% (0.6% to 1.7%). As previously mentioned WRF-Chem has problems sim-
ulating ozone spikes however, and observational data for the summer of 2010 returns RR
values as high as 4.1% (2.0% to 6.2%), so any absolute Relative Risk are almost certain
to fall far short of actual 2050 (even if there are no major shifts in climate). Nonethe-
less, with a higher forcing climate scenario risk of mortality associated with ozone is shown
to increase, and thus the number of ozone-related deaths to rise by approximately 17-18%.

Limitations in this study preclude the drawing of these conclusions with any certainty,
and the author has several suggestions as to how more confidence can be placed in the
results presented herein.

e A unification of input data sets would improve accuracy in representing RCP scenar-
ios, and thus perhaps a more accurate projection of future climate. Discrepancies in
current and projected climate (both in the data itself and differences in resolution)
mean that absolute values cannot be taken at face value. Applying a relative change
based on RCP scenario projections to contemporary reanalysis datasets, such as
those used for the baseline scenarios, may be an appropriate method to achieve this.
Incrementally increasing the 2010 SSTs based on the future forcing scenarios, and
similar for emissions, is suggested by the author. Differences in NMVOC speciation
between current and future emission parameterisation may also have a significant
effect on calculated ozone concentrations.

e Emission parameterisation is still a bottleneck for modeling species such as ozone
with chemistry so dependent om emitted species. Ozone spikes are caused at least in
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part by fluctuations in emissions from specific areas so to capture every peak is ex-
tremely difficult. Emissions data used as input in this study consisted of an average
daily profile for the full sumer period, which is unrealistic and does not represent vari-
ations in anthropogenic activity (e.g. variations in traffic on the roads, day-to-day
changes in industrial activity, higher/lower power consumption & electricity pro-
duction etc). More accurate emission schemes, perhaps also more regional emission
schemes, would be a step towards improving model accuracy with regards to variabil-
ity and capturing peak values. Further investigation into the potential weightings
of different sources of anthropogenic emissions (i.e. Standardised Nomenclature for
Air Pollutants (SNAP) categories) may also be warrented.

e Longer runs, with more datapoints and also including other seasons will give a better
idea of trends in ozone concentrations. Natural variability and potential existence of
several (or none at all) extremes in temperature or weather events may skew results
in a single summer period which would be smoothed out by running for a longer
time period, or for the same time period for a number of years closer together (e.g
all summers over the decade 2045-2055).

Nonetheless, with regional air quality models it has been possible to examine some aspects
of the influence climate change may have on the air we breathe, and examine more closely
the local changes that may occur as a result of the larger changes we as human beings are
bringing about on our planet.
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Appendix - Population exposures to excessive ozone concen-
trations

Chart — Urban population exposed to air pollutant concentrations above selected limit and target values
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Figure 22: Percentage of Europe’s urban population exposed to ozone concentrations
(yellow line) that exceed the EU limit value (120 ug m~2 more than 25 days per year).

Chart — Urban population exposed to air pollutant concentrations above WHO air quality guidelines
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Figure 23: Percentage of Europe’s urban population exposed to ozone concentrations
(vellow line) that exceed the WHO limit value (100 pug m=3).
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