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Abstract

The AdS/CFT correspondence has become, since its development in the late 90’s, one

of the most usefull tools to study large N gauge theories. These theories share most

of the key characteristics of quantum chromodynamics, and therefore holography can

be used to explore strong interactions in the regimes where perturbative and lattice

QCD fail. In recent years, a growing effort has been put into the study of anisotropic

many body systems using these tools. In this work, we consider a generic class of

such systems driven by a parametric family of dilaton and axion potentials in the

gravity side, and look for the IR asymptotics of the bulk geometry. We also investigate

the thermodynamics of the system and study the confinement-deconfinement phase

transition.
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1 Introduction: Why anisotropic QCD?

Strongly interacting many body systems remain one of the most poorly understood parts of physics,

despite the tremendous amount of work that has been put into them on recent decades. The reason is

that the standard calculation techniques, based on perturbation theory and grounded on the weakly

interacting regime, obviously don’t apply. However, many phenomena in nature are modelled by

strongly coupled systems, from fundamental particle physics (e.g. Quantum Chromodynamics at low

energies) to condensed matter physics (e.g. Hubbard model, high temperature superconductors,. . . );

and therefore it is required that we persevere in the exploration and resolution of such complicated

problems.

Sometimes, it is possible to find exact solutions to particular cases, that do not make use of

perturbation theory and thus are applicable also to the strong coupling regime. This solutions, however,

are usually very dependant on the particular system under study, and very often rely heavily on it

being highly symmetric.

Nevertheless, in many cases, one doesn’t have the amount of symmetries to try and make use of

these approaches. In particular, it is quite common that the 3d rotational symmetry is broken due

to the presence of a special axis. This can be caused by an external electric or magnetic field, by

intrinsic properties of the models (e.g. anisotropic spin systems) or by the geometry of one particular

experimental setup.

The main motivation of our work is to understand the Quark-Gluon Plasma (QGP) in the presence

of a non-specific anisotropy. The main constituents of the QGP are, as one might guess by its name,

quarks and gluons. The fundamental theory that explains their interaction is QCD, which we know

that is strongly coupled at low energies. Therefore, the QGP is one of the prime examples of strongly

interacting many body systems that we would like to understand, among other things, because of its

relevance in the evolution of the early universe. The anisotropy can have various origins. In heavy-ion

collision experiments it can be due to the collisions being non-central (i.e. the ions don’t collide exactly

front-to-front but with a non-trivial impact parameter), which results in the symmetry around the

beam axis to be broken. In neutron stars, whose core is also formed by the QGP, it can be a product

e.g. of the rotation of the star.

There are not known exact results for this system –if they exist at all–. Thus, if progress is to be

made in the theoretical understanding of the QGP, only one of two methods can be used: numerical

simulations based on lattice QCD or holographic techniques.

The gauge-gravity duality, based on the AdS/CFT correspondence found by Maldacena [8] in

the context of string theory, allows us to find analytic (although approximate) results that can be

trusted precisely in the regime where standard QFT calculations cannot. The drawback is that this

correspondence is supposed to work only in the large N limit (where the N indicates the gauge group

SU(N) of the Yang-Mills theory), which in principle is not applicable to QCD, where N = 3. However,

it is known that all non-abelian gauge theories share their main characteristics, and therefore at the

very least we will be able to extract some qualitative knowledge and gain insight into the Quark-Gluon

Plasma.

The study of anisotropic strongly coupled plasmas by means of holographic techniques was initiated

in recent years in [1, 2, 3]. In this work, we attempt to further their analysis by considering a very

general theory on the gravity side that will be dual to an anisotropic, strongly interacting confining

plasma on the field theory side. We achieve that by considering 5d gravity with two scalar fields: the

dilaton (dual to the coupling strength) and axion (dual to the anisotropy), and a parametric family of
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potentials chosen so that the dual plasma will feature confinement in the infrared and an anisotropy

with unspecified source.

This thesis is organized as follows:

� In chapter 2, we present the basic background of the framework we shall use: the original

AdS/CFT correspondence. We start by reviewing the basics of the geometry of AdS spaces and

of Conformal Field Theory, and then we expose the necessary elements of supergravity and string

theory to understand the duality.

� In chapter 3, we explain how the duality of AdS/CFT can be adapted and extended to non-

conformal field theories like QCD. In particular, we will justify why the choice of the potentials

for the dilaton and axion is the most general one that can be dual to an anisotropic confining

gauge theory.

� In chapter 4, the core of this work, we present the solution of the system under consideration in

the gravity side, and analyse in detail the parameter space on the grounds of the phenomenological

applicability of our model.

� In chapter 5, we make use of the results of chapter 4 and study the thermodynamics of the

plasma, with focus on the study of the deconfinement phase transition.
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2 The AdS/CFT correspondence

In this chapter, we attempt to describe and argue the AdS/CFT correspondence as was first proposed

by Maldacena. In order to do so, we start by studying its two main ingredients: Anti de Sitter spacetime

and Conformal Field Theory –in particular, maximally supersymmetric Yang-Mills theory–. After

that, we will proceed to expose the necessary elements of supergravity and superstring theory and

provide a sketch of the proof of the duality. We finish by commenting on Witten’s prescription for the

calculation of observables through the correspondence. Throughout the chapter, we will follow the

exposition of [7, 9, 10].

2.1 Anti de Sitter space

In this section, we will present the main features of the AdS geometry. We will start by studying the

more simple, euclidean version of Lobachevski space, and then proceed with the Lorentzian Anti de

Sitter, with special attention to the different coordinate systems we will make use of throughout this

work. After that, we will study the massive and massless geodesics in this manifold, with emphasis on

the importance of its conformal boundary in order to be able to have well defined Cauchy problems.

2.1.1 Lobachevsky space

Lobachevsky space is the d-dimensional generalization of the 2-dimensional hyperboloid. This hyper-

surface is most easily introduced as the subset of Rd+1 satisfying

−X2
d+1 +

d∑
i=1

X2
i = −R2, (2.1)

with the metric

ds2 = −dX2
d+1 +

d∑
i=1

dX2
i . (2.2)

From (2.1) we can immediately extract the following two conclusions:

� The hyperbolic space has two connected components, one with Xd+1 > R and another with

Xd+1 < −R. Unless stated otherwise we will only consider the first branch.

� The action of the group SO(d, 1) in the obvious way,

Xi 7→ A j
i Xj , A j

i ∈ SO(d, 1) (2.3)

leaves the manifold invariant. Moreover, from (2.2) we notice that these transformations are

isometries.

There are several coordinate systems that allow us to better understand Lobachevsky without

having to think of it as a subset of Rd+1. Directly from the SO(d, 1) symmetry we can see that the
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following coordinate transformation is a sensible one:

Xd+1 = R cosh ρ,

Xi = R sinh ρ Ωi,
d∑
i=1

Ω2
i = 1, (2.4)

so that the metric becomes

ds2 = R2
(
dρ2 + sinh2 ρ dΩ2

p

)
, (2.5)

where dΩ2
p is the standard metric on Sp. These are the so called global coordinates.

Also, we have the upper half plane coordinates, given by

u = Xd −Xd+1, v = Xd +Xd+1, (2.6)

with the metric

ds2 = dudv +

d−1∑
i=1

X2
i . (2.7)

Lastly, one of the most useful parametrizations is in terms of the Poincaré coordinates,

Xi 7→ xi = R
Xi

u
, u 7→ z = R2/u, (2.8)

such that the metric is

ds2 =
R2

z2

(
dz2 +

d∑
i=1

dx2
i

)
. (2.9)

2.1.2 Anti de Sitter space

Anti de Sitter spacetime is the natural generalization of the embedding (2.1) into a Minkowski

spacetime, instead of an euclidean one. For reasons that will become apparent later on, we consider

(p+ 2)-dimensional AdS inside R2,p+1:

−X2
0 −X2

p+2 +

p+1∑
i=1

X2
i = −R2, (2.10)

with the metric

ds2 = −dX2
0 − dX2

p+2 +

p+1∑
i=1

dX2
i . (2.11)

Analogously to Lobachevsky space, the group of isometries is SO(2, p+ 1), and we can parametrize

X0 = R cosh ρ cos τ, Xp+2 = R cosh ρ sin τ,

Xi = R sinh ρ Ωi,

p+1∑
i=1

Ω2
i = 1, (2.12)
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so that (2.11) becomes

ds2 = R2
(
− cosh2 ρ dτ2 + dρ2 + sinh2 ρ dΩ2

p

)
. (2.13)

Notice that from (2.12) we see that the coordinates ρ and τ take values in [0,∞) and [0, 2π)

respectively. In particular, the periodicity of the timelike coordinate τ can give rise to the presence of

closed timelike curves, and in turn cause problems with causality. In order to solve this, we need to

unwrap the τ coordinate, making it run from 0 to ∞ without any identifications. Formally, what we

do here is consider a covering space of the previously introduced AdS. From now on, unless stated

otherwise, we will call Anti de Sitter this universal covering of our original manifold.

Another useful coordinate system are the so called Poincaré coordinates (z, t, xi), given by

X0 =
1

2z

(
1 + z2

(
R2 +

p∑
i=1

x2
i − t2

))
,

Xi = Rzxi, Xp+2 = Rzt. (2.14)

Xp+1 =
1

2z

(
1− z2

(
R2 −

p∑
i=1

x2
i + t2

))
.

It’s easy to see that in terms of these coordinates, the metric (2.11) becomes1

ds2 = R2

(
dz2

z2
+ z2

(
−dt2 + d~x2

))
. (2.15)

Poincaré coordinates cover only half of AdS space –called the Poincaré patch–. However, they are

useful because with them one can easily see how the subgroup SO(1, p)× SO(1, 1) ≤ SO(2, p+ 1) acts

on our spacetime: SO(1, p) are the Lorentz transformations in the coordinates (t, ~x), while SO(1, 1) is

the rescaling (t, ~x, z) 7→ (λt, λ~x, λ−1z) with λ > 0. This will be relevant later on, when we interpret

the holographic coordinate z as an energy scale.

The last coordinate system which we will need is the so called conformal coordiate system, related

to the Poincaré coordinates by u 7→ r = 1/u, so that

ds2 =
R2

r2

(
dr2 + d~x2 − dt2

)
. (2.16)

It should be noted that the metric (2.15) is a solution of Einstein equations with vanishing

energy-momentum tensor,

Rµν −
1

2
Rgµν = Λgµν , (2.17)

and with a negative cosmological constant

Λ = −(p+ 1)p

R2
. (2.18)

1This is the reason why we started with (p+2)-dimensional AdS, so that now we can see that p is the number of
spatial dimensions.
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2.1.3 Causal structure and AdS boundary

It will be necessary for our later purposes to study the causal structure of Anti de Sitter spacetime,

and in particular the relevance of its conformal boundary.

As is shown in detail in appendix A, the Penrose diagram of AdS is one half of Einstein’s static

universe R × Sp+1. Therefore, its conformal boundary is R times the equator of Sp+1, i.e. R × Sp.
In general, we say that a spacetime is asymptotically AdS if its conformal boundary is R× Sp. The

reason why the boundary of AdS is more relevant than the conformal boundary of other manifolds is

that, as we set out to prove in what follows, massless geodesics can ‘bounce back’ from the boundary

and back to the bulk in a finite amount of time.

Massive geodesics

We start by looking at the trajectory of massive particles in Anti de Sitter. To do so, we consider

the action for a massive relativistic particle,

S = m

ˆ
ds = m

ˆ √
gµν ẋµẋν . (2.19)

In our case, the metric is (2.13), and assuming trajectories with constant angular coordinates (2.19)

becomes

S = mR

ˆ
dτ

√
cosh2 ρ− (∂τρ)2. (2.20)

It’s easy to see that the solutions of this system oscillate around ρ = 0, never reaching the conformal

boundary [13]. One can intuitively understand this by looking at the hyperbolic cosine in the action as

a potential.

Massless geodesics

Massless geodesics can be studied directly from the metric (2.13) with the null condition ds2 = 0.

From this, and also considering the case of only radial trajectories, we find that the equations of motion

are

dτ = ± dρ

cosh ρ
= ±dθ, (2.21)

where θ is the conformal coordinate (see appendix A), given by

tan θ = tanh ρ, 0 ≤ θ < π

2
. (2.22)

Therefore, we see that the massless goedesics in conformal coordinates are straight lines

θ = ±τ. (2.23)

Since the conformal diagram of AdS is a “hyper-cylinder” with radius θ < π/2, we check that light

rays can arrive at the conformal boundary in a finite amount of proper time. Moreover, if we choose

suitable boundary conditions, it is possible for those light rays to bounce back to the bulk (also in a
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finite amount of time). This poses the following problem: knowledge of all the degrees of freedom in a

Cauchy hyper-surface only implies knowledge at all later times for some given boundary conditions.

This is, as was advertised, the reason why the conformal boundary of AdS is more relevant than the

conformal boundary of other spacetime manifolds.

2.2 Conformal Field Theory

In this section we attempt to introduce the second main ingredient of the holographic duality, Conformal

Field Theory (CFT). Conformal symmetry is a generalization of Poincaré symmetry obtained by adding

scale invariance2. We begin by studying the conformal group and algebra, and then proceed to

present the main ingredients of conformal field theory: primary fields, Operator Product Expansions

and the constraints in the form of the correlators. Finally, we discuss what happens when we add

supersymmetry transformations to the conformal algebra, focusing on the example of N = 4 Super

Yang-Mills, the most relevant theory in what will follow.

2.2.1 Conformal algebra

The conformal group is the group of transformations of the spacetime coordinates that result in an

overall scaling of the metric:

xµ 7→ x′µ such that gµν(x) 7→ gµν(x′) = Ω2(x)gµν(x). (2.24)

with µ, ν = 0, 1, . . . , d− 1.

The elements of the conformal group are the Poincaré transformations, together with the scalings

xµ 7→ λxµ, (2.25)

and the special conformal transformations

xµ 7→ xµ + aµx2

1 + 2xνaν + a2x2
. (2.26)

We denote the generators as follows:

� Mµν generate Lorentz transformations (rotations and boosts).

� Pµ generates translations.

� D generates the scalings (2.25).

� Kµ generates the special conformal transformations (2.26).

They satisfy the commutation relations of the conformal algebra

[Mµν , Pρ] = −i (ηµρPν − ηνρPµ) , [Mµν ,Kρ] = −i (ηµρKν − ηνρKµ) ,

[Mµν ,Mρσ] = −iηµρMνσ ± permutations, [Mµν , D] = 0, (2.27)

[D,Kµ] = iKµ, [D,Pµ] = −iPµ, [Pµ,Kµ] = 2iMµν − 2iηµνD,

2While rigorously speaking separate Poincaré and scale invariance are just a subgroup of the full conformal group, it
is conjectured that for unitary field theories the symmetry is automatically enlarged. This was proven in the case of 2
dimensions, and there are not known counterexamples [11].
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and the rest of the commutators vanish.

This algebra is isomorphic to SO(2, d). The isomorphism is given by

Jµν = Mµν , Jµd =
Kµ − Pµ

2
, Jµ(d+1) =

Kµ + Pµ
2

, J(d+1)d = D. (2.28)

Note that this group coincides with the isometry group of AdS5. This fact will be relevant for the

AdS/CFT correspondence.

2.2.2 Fields, correlators, OPEs and the state-operator map

We are interested in studying fields that live in representations of the conformal group. In particular,

we look for fields that are eigenfunctions of the scaling operator D (with eigenvalue −i∆), since that

implies that under a scaling transformation of the coordinates, they will transform as

φ(x) 7→ φ′(x) = λ∆φ(λx). (2.29)

We know that the scaling dimension ∆ of a field is always bounded from below by its classical mass

dimension (e.g. for a scalar field, ∆ ≥ (d− 2)/2). We also know from the commutation relations (2.27)

that the operators Pµ and Kµ raise and lower the dimension of the field. Therefore, each representation

must have a field of the lowest possible scaling dimensions that is annihilated by Kµ (at x = 0). These

are called primary fields. The action of the generators of the conformal group on a primary field Φ(x)

is given by

[Pµ,Φ(x)] = i∂µΦ(x),

[Mµν ,Φ(x)] = [i(xµ∂ν − xν∂µ) + Σµν ]Φ(x), (2.30)

[D,Φ(x)] = i(−∆ + xµ∂µ)Φ(x),

[Kµ,Φ(x)] = [i(x2∂µ − 2xµx
ν∂ν + 2xµ∆)− 2xνΣµν ]Φ(x),

where Σµν are matrices of the corresponding representation of the Lorentz group. Thus, we see that

starting from a primary field, we can build the whole representation of the conformal algebra, and that

it is univocally determined by a representation of the Lorentz group and the scaling dimension ∆.

One important feature of conformal symmetry is that it greatly restricts the form of the correlation

functions of primary fields. It can be shown that 2-point correlators of fields of different dimension

have to vanish, while if they have the same dimension,

〈φ(0)φ(x)〉 ∝ 1

x2∆
. (2.31)

Similarly, 3-point functions are also determined up to a constant,

〈φ1(x1)φ2(x2)φ3(x3)〉 ∝ 1

|x1 − x2|∆1+∆2−∆3 |x1 − x3|∆1+∆3−∆2 |x2 − x3|∆2+∆3−∆1
. (2.32)

One of the most useful tools of CFT are the Operator Product Expansions (OPEs). They state that

the correlation function between two operators that act on close-by spacetime points can be written as
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a sum of local operators acting at that point,

O1(x)O2(y) =
∑
n

cn12(x− y)On(y). (2.33)

Usually the leading order terms in the OPE diverge when x→ y. As a matter of fact, those are the

only relevant terms, and it can be seen that the coefficients contain a lot of information about the

symmetries. For example, from the OPE of a primary operator with the energy-momentum tensor we

can extract the scaling dimension,

Tµν(x)O(y) = ∆O(y)∂µ∂ν
1

(x− y)2
+ · · · . (2.34)

Lastly, it should be mentioned that in CFTs there is a one-to-one map between local operators O
and states |O〉. To see this, one needs to use radial quantization, where the time coordinate corresponds

to the radial direction in Rd, with the origin corresponding to past infinity. Then, the state operator

map is defined by

|O〉 = lim
x→0
O(x)|0〉. (2.35)

This map is invertible, because for a state |O〉 defined at a given time (i.e. in a sphere of a given

radius), we can use conformal invariance to shrink that ball to a point and obtain a local operator.

2.2.3 Superconformal field theories

Another relevant question is whether or not conformal symmetry can be extended to a larger group

that also includes supersymmetric transformations (see Appendix B for a review of the basics of SUSY

theories).

It turns out that this is not always possible, only for certain dimensions (d ≤ 6) and some numbers

of SUSY charges. In addition to the generators of the conformal group and the supercharges, one needs

to include also some additional fermionic generators S (one for each supercharge) called conformal

supersymmetries, and –if appropriate– R−symmetry generators.

The concrete commutation relations of the conformal algebra depend on the number of dimensions

(since the spinor representations are sensitive to that) and on the R−symmetry group. However, they

always look schematically as follows,

[D,Q] = − i
2
Q, [D,S] =

i

2
S, [K,Q] ' S, [P, S] ' Q,

{Q,Q} ' P, {S, S} ' K, {Q,S} 'M +D +R. (2.36)

Here we can also see that Q and S also raise and lower the scaling dimension of the field. Therefore,

we can build representations starting with fields that are annihilated by both K and S and proceeding

as before.

However, we are mostly interested in one concrete example, N = 4 Super Yang Mills theory in 4

dimensions, which is the one that appears explicitly in the original AdS/CFT correspondence.
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2.2.4 N = 4 Super Yang-Mills

The field content of N = 4 SYM in 4d is completely determined by the SUSY algebra (see Appendix

B). It consists of one gauge field Aµ, four Weyl fermions λa and six real scalars Xi. The lagrangian is

L = Tr

[
− 1

2g2
FµνF

µν +
θI

8π2
FµνF̃

µν −
∑
a

iλ̄aσ̄µDµλa −
∑
i

DµX
iDµXi

+
∑
a,b,i

gCabi λa[X
i, λb] +

∑
a,b,i

gC̄iabλ̄
a[Xi, λ̄b] +

g2

2

∑
i,j

[Xi, Xj ]2

 , (2.37)

where the constants Cabi are related to the Clifford algebra.

The supersymmetry transformations that leave this lagrangian invariant are

δXi = [Qaα, X
i] = Ciabλαb,

δλb = {Qaα, λβ,b} = Fµν(σµν)αβ + [Xi, Xj ]εαβ(Cij)
a
b,

δλ̄b
ḃ

= {Qaα, λ̄bḃ} = Cabi σ̄
µ

αβ̇
DµX

i, (2.38)

δAµ = [Qaα, Aµ] = (σµ) β̇
α λ̄a

β̇
,

where the (Cij)
a
b are related to bilinears of Clifford matrices.

This field theory is scale invariant at the classical level. This can be seen from the fact that

performing standard dimensional analysis one finds

[Aµ] = [Xi] = 1, [λa] =
3

2
, [g] = [θI ] = 0, (2.39)

and therefore there aren’t any energy scales introduced in the lagrangian.

Upon quantization, it can be seen that there are no UV divergences in the loop contributions. Also

non-perturbative instanton contributions are finite, and it is believed that the theory is fully UV finite.

Therefore, no new energy scale is introduced in the renormalization process, the β−functions vanish

identically, and the scale invariance is preserved at the quantum level. Therefore, we conclude that

N = 4 SYM is indeed a superconformal field theory.

It should be noted, however, that this symmetry may be spontaneously broken, depending on the

potential term of the lagrangian (2.37),

−g
2

2

∑
i,j

Tr
[
[Xi, Xj ]2

]
. (2.40)

Each term of the sum is positive or zero (this is a very general statement, due to the fact that the

trace of the commutator defines the Killing form of a Lie algebra, which is negative-definite if and only

if the corresponding Lie group is compact), and therefore the minimum satisfies

[Xi, Xj ] = 0 ∀ i, j = 1, . . . , 6. (2.41)

If all the vevs 〈Xi〉 = 0, (2.41) is automatically satisfied, and we are in the conformal phase, where

the symmetry is explicit. However, we can also have solutions such that some 〈Xi〉 6= 0. In that case,

the vev introduces an energy scale, and conformal invariance is spontaneously broken. This is called

the Coulomb phase.
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2.3 Supergravity and superstring theory

Until now, we have studied AdS space and Conformal Field Theories, the main ingredients that appear

at either side of the holographic duality. Now, we begin to work towards the proof of the correspondence.

In this section, we will swiftly overview the aspects of supergravity and superstring theory necessary to

discuss D-branes (and in particular D3-branes), which will take a paramount role in said proof.

2.3.1 D = 10 supergravity

Supergravity can be understood as the resulting theory of promoting a global supersymmetry to a

local one. From the defining algebra of the SUSY transformations,

{Qaα, Q̄βb} = 2σµαβPµδ
a
b , (2.42)

we see that if the supercharges depend on the spacetime point, also Pµ will. But the momentum

generates spacetime translations, and promoting them to local transformations is nothing else than

considering general diffeomorphisms. Therefore, we easily see that for a consistent theory of local

SUSY, one needs to include gravity: hence the name, supergravity.

The presence of a spin 2 field together with supersymmetry automatically implies that in the theory

a spin-3/2 field will appear. This field is called the gravitino. The classical equation of motion for a

free gravitino es the Rarita-Schwinger equation,

(εµκρνγ5γκ∂ρ − imσµν)ψν = 0. (2.43)

Note that the field ψν has both a vector index and a spinor index.

Similarly as what happens with global supersymmetry, imposing invariance under these transfor-

mations highly constraints the field content and form of the lagrangians. We will not work out the

representations here (see [12] for a full treatment), but we will present the main results of D = 10

supergravity for future reference.3

The N = 2, D = 10 type IIB SUGRA contains the following fields:

� Gµν , the metric/graviton, with 35 bosonic d.o.f.

� C + iΦ, two scalar fields (axion and dilaton), with 2 bosonic d.o.f.

� Bµν + iA2µν , two 2-forms with 56 bosonic d.o.f. (Bµν is called the Kalb-Ramond field).

� A4µνρσ, a 4-form with 35 bosonic d.o.f.

� ψiµα with i = 1, 2, two Majorana-Weyl gravitinos with 112 fermionic d.o.f4.

� λiα with i = 1, 2, two Majorana-Weyl dilatinos with 16 fermionic d.o.f.

3Note that D = 11 is the maximal dimension for supergravity, since in other case dimensional reduction would lead to
N > 8 in four dimensions, which is not allowed by the Weinberg-Witten theorem. This also explains that in 10d we can
have at most N = 2.

4The Majorana and Weyl conditions for spinors are dependent on the number of the spacetime dimensions. The Weyl
condition only makes sense for an even number of dimensions. The Majorana condition is only possible in D = 0, 1, 2, 3, 4
(mod 8). In dimensions D = 0, 4 (mod 8) Majorana and Weyl fermions are equivalent, while in D = 2 (mod 8) the two
conditions can be imposed separately.
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The action of type IIB supergravity is most easily written in the language of differential forms.

One defines the following field strengths/curvatures,

F1 = dC, H3 = dB, F3 = dA2, F5 = dA4, (2.44)

and from them, the combinations

F̃3 = F3 − CH3, F̃5 = F5 −
1

2
A2 ∧H3 +

1

2
B ∧ F3. (2.45)

Then, the action can be written as

SIIB = +
1

4κ2
B

ˆ √
Ge−2Φ (2RG + 8∂µΦ∂µΦ−H3 ∧ ?H3)

− 1

4κ2
B

ˆ [√
G

(
F1 ∧ ?F1 + F̃3 ∧ ?F̃3 +

1

2
F̃5 ∧ F̃5

)
+A4 ∧H3 ∧ F3

]
+ fermions. (2.46)

An important symmetry of type IIB supergravity is the following. First one defines the complex

fields

τ := C + ie−Φ, G3 :=
F3 − τH2√

Im τ
. (2.47)

Then it can be checked that the action is left invariant by the SL(2,R) transformations

τ 7→ τ ′ =
aτ + b

cτ + d
, G3 7→ G′3 =

cτ∗ + d

cτ + d
G3. (2.48)

It should be mentioned that there is another consistent N = 2, D = 10 supergavity theory, called

type IIA. However, we will not need it here. The particular name is due to the fact that both theories

can be understood as the low energy limit of the corresponding superstring theories, which we set to

review in what follows.

2.3.2 Superstring theory

In bosonic string theory, one studies the vibration modes of strings propagating in Minkowski spacetime,

which coincide with particle states from ordinary QFT. It can be undestood as a 2d scalar CFT,

where the scalar fields are the embeddings of the worldsheet into spacetime. In superstring theory,

one considers both worldsheet scalars Xµ(σ) and fermions ψµ±(σ), and thus after quantization one

has bosonic and fermionic creation and annihilation operators in order to build the Fock space. The

boundary conditions on the worldsheet give rise to two different sectors of this space: the Neveu-

Schwartz (NS) and Ramond (R) sectors. The ground state of the NS sector is bosonic (in spacetime),

while the one of the R sector is fermionic. Supersymmetry requires imposing the GSO projection,

which implies that we must have the same number of bosonic and fermionic d.o.f. at each mass level.

Among other things, with this projection one gets rid of the tachyon from bosonic string theory. It

turns out that there are several consistent truncations and selections of subsectors of the NS and R

sectors, that lead to several different superstring theories –although they are related by dualities–.

Here, we will be interested only in the type IIB one.

Interactions in string theory arise from the different embeddings one can have from the 2d worldsheet

into 10d spacetime. In path integral language, one needs to integrate over the moduli spaces of all
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Riemann surfaces (with fixed in and out states). This leads to the genus expansion, which in turn

leads to understanding the interactions as the splitting and joining of string endpoints. In this way,

one can assign to each ‘vertex’ a coupling that is dynamically determined by the theory,

gs = e〈Φ〉, (2.49)

where Φ is the dilaton, a scalar field that appears in the massless level of the closed string.

One important feature of superstring theory is that its low energy limit is supergravity, as we shall

now see by means of a simple example. At this limit, we can consistently consider the worldsheet fields

Xµ and ψµ± coupled to the lowest excitations of the string spectrum, instead of the full interacting

theory. The resulting action is that of a non linear sigma model,

S =
1

4πα′

ˆ
Σ

√
h
[
(hmnGµν(X) + εmnBµν(X)) ∂mX

µ∂nX
ν + α′R

(2)
h Φ(X)

]
+ SUSY completion,

(2.50)

where we only wrote the bosonic fields for simplicity. Σ is the 2d worldsheet, hmn the metric on it, and

Gµν , Bµν and Φ are the graviton, Kalb-Ramond and dilaton fields that appear as the lowest excitations

of the NS-NS sector.

In the Fadeev-Popov quantization of string theory, conformal symmetry plays an important role in

order to have the negative norm states decouple. This requires that, for consistency, no energy scales

can be introduced upon renormalization. However, if one calculates the β-functions starting from the

action (2.50), which can be done as a perturbative series in α′, one finds

βGµν =
1

2
Rµν −

1

8
HµρσH

ρσ
ν + ∂µΦ∂νΦ +O(α′),

βBµν = −1

2
DρH

ρ
µν + ∂ρH

ρ
µν +O(α′), (2.51)

βΦ =
1

6
(D − 10) + α′

(
2∂µΦ∂µΦ− 2∇µ∂µΦ +

1

2
RG −

1

24
HµνρH

µνρ

)
+O(α′2),

where Hµνρ is the field strength of the Kalb-Ramond field, ∇µ is the covariant derivative including the

Riemannian connection due to Gµν and Dµ is the covariant derivative including the gauge connection

due to Bµν .

Imposing that these β-functions vanish, we find, on the one hand, the critical dimension of

superstring theory, D=10, and on the other hand the same equations of motion that are derived from

the action of type IIB supergravity (2.46) in the case where all the A fields are zero (which corresponds

to having ignored the fermionic and R-R sectors of the superstring spectrum), thus proving our claim

that supergarvity is the low energy limit of string theory.

2.3.3 Branes in supergravity

Specially important for our purposes are the objects known as branes. In superstring theory, D-branes

arise from the boundary conditions for the open strings, they are by definition the manifold where the

endpoints can move. It turns out, however, that they are in fact dynamical objects that can interact

with the different fields of the string spectrum. In supergravity one can also have objects known as

p-branes (in principle different from D-branes), which we introduce now.

We have seen that the bosonic fields in supergravity can be generally written in terms of differential
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forms. A very natural thing to do when one has a p+ 1-form is to integrate it over a p+ 1-dimensional

manifold, which defines a sensible action

Sp+1 = Tp+1

ˆ
Σp+1

Ap+1. (2.52)

This action is invariant under gauge transformations given by the shift Ap+1 7→ Ap+1 + dωp for any

p-form ωp. We also can define a gauge invariant quantity Fp+2 = dAp+1, whose flux is conserved due

to Stoke’s theorem,

ˆ
Sp+2

Fp+2 =

ˆ
∂Bp+3

dAp+1 =

ˆ
Bp+3

d2Ap+1 = 0. (2.53)

In the case where p = 0 and A is the Maxwell field, this statement is equivalent to the inexistence of

magnetic monopoles.

Solutions of supergravity that feature a manifold charged under Ap+1 are referred to as p-branes,

where p stands for the number of spacial dimensions. For every p+ 1-form one can define its magnetic

dual, related by the Hodge duality of their respective field strengths, which is a (D − 3− p)-form,

Ap+1
d−→ Fp+2

?−→ ?Fp+2 = FmagD−p−2
d←− AmagD−3−p, (2.54)

and therefore one can also define the magnetic dual of a p-brane, which will be a (D − 4− p)-brane.

For example, in D = 11 SUGRA it’s possible to see that we only have a 3-form, and thus the only

brane solution we can have is a 2-brane, denoted M2, and its magnetic dual M5. In D = 10 type IIB

SUGRA, we have several forms: two 2-forms Bµν (from the NS-NS sector in superstring theory) and

A2µν (from the R-R sector), to which two different 1-branes will correspond, F1 (which happens to be

the fundamental string) and D1 (which happens to be a D-brane); and a 4-form, and thus a 3-brane

D3.

In the presence of a p-brane, Poincaré supersymmetry will in general break down. It can be seen

that exactly half of the supersymmetries will be conserved. The Lorentz group will break into diagonal

blocks corresponding to the directions parallel to the p-brane xµ and directions perpendicular to the

p-brane yu. Translations in the perpendicular directions will always be broken, so the subgroup of the

Poincaré group that will be preserved in total is Rp+1 × SO(1, p)× SO(D − p− 1).

This symmetry can be used to propose an ansantz for the metric in the supergavity equations of

motion and easily solve them. We list the results for some of the examples above:

Dp ds2 = H(~y)−1/2dxµdxµ +H(~y)1/2d~y2, eΦ = H(~y)(3−p)/4,

M2 ds2 = H(~y)−2/3dxµdxµ +H(~y)1/3d~y2, (2.55)

M5 ds2 = H(~y)−1/3dxµdxµ +H(~y)2/3d~y2,

where the function H has the form

H(y) = 1 +
LD−p−3

yD−p−3
. (2.56)

The parameter L has dimensions of length and therefore has to be proportional to
√
α′ (the only

dimensional parameter of string theory). It’s also possible to see that it will be proportional to the

string coupling gs. Its concrete expression, however, depends on the concrete system under study.
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One of the fundamental pillars of the proof of the AdS/CFT correspondence is the fact that p-branes

(solutions of supergravity) and Dp-branes (manifolds where open strings can end) are two different

descriptions of the same object. To see this, consider open strings propagating in the background of a

p-brane. In the weak coupling limit gs → 0 (when the genus expansion makes sense and one is able to

do calculations in string theory), the p-brane radius L→ 0, and the metric (2.56) becomes flat, except

at y = 0, where there is a defect. Therefore, we have strings propagating in Minkowski space, and the

interaction with the p-brane can be summarized by a suitable boundary condition, which turns out to

be Dirichlet b.c. in the directions perpendicular to the p-brane and Neumann b.c. in the parallel ones.

2.3.4 The special case of D3-branes

The case of D3-branes is of particular interest for several reasons. First, the symmetry in the brane

world-volume corresponds to the 4d Poincaré group. Second, the magnetic dual of a 3-brane is itself a

3-brane in 10d. Third, from (2.55) we see that the dilaton solution is a constant. The full D3-brane

solution, including all the fields present in type IIB supergravity, is

Φ = const1, C = const2, gs = eΦ,

ds2 = H(~y)−1/2dxµdxµ +H(~y)1/2d~y2, (2.57)

Bµν = A2µν = 0, F5µνρστ = εµνρστα∂
αH.

We consider the particular case ofa stack of N D3-branes, localized at the coordinates ~yI = 0,

I = 4, . . . , 10. In this case, the function H(y) is

H(y) = 1 +
4πgsN(α′)2

y4
. (2.58)

We can already extract information very relevant for the proof of the correspondence from (2.58),

by comparing the characteristic length of the supergravity theory L and the length of the fundamental

string `S =
√
α,

L4 = 4πgsN`
4
S . (2.59)

If gsN � 1, the supergravity length will be much smaller than the fundamental string length. We

don’t expect the supergravity approximation to work well in that case. However, in this case, since

N ∈ N, we have gs � 1 and string perturbation theory is expected to be reliable. On the other hand,

when gsN � 1, L� `S and supergravity is a good approximation of the full string theory. Note that

provided that N is large enough, we can still have in this case gs � 1.

Far from the stack of D3-branes (y → ∞), the metric (2.57) becomes flat. Close to the branes

(y → 0), however, it seems from (2.58) that there is a singularity. This is not the case, as can be seen

by changing the coordinate y 7→ u = L2/y. In this frame, we can take the large u limit without any

problem, and we obtain that

ds2 = L2

[
du2

u2
+

1

u2
ηijdx

idxj + dΩ2
5

]
. (2.60)

Comparing with (2.16) we see that the geometry corresponds to AdS5 × S5, where the sphere and

the Anti de Sitter spaces have the same radius L given by (2.59).
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2.4 The AdS/CFT correspondence

We now have all the ingredients needed to sketch the proof of the original AdS/CFT correspondence

as was proposed in the first place by Maldacena [8]. The strategy is to study the system of 3-branes

from the perspective of string theory and supergravity respectively. At low energies, the first approach

leads to a N = 4 SYM theory on the D-brane, while the second to supergravity on AdS5 × S5.

We consider first string theory on a background given by the 3-brane SUGRA solution and take

the limit α′ → 0 keeping everything else constant. We will be interested in taking the low energy limit,

and therfore we use the action of the non-linear sigma model for the string interactions. We start from

(2.50) and (2.57), and do a rescaling of the metric ds2 = Gµνdx
µdxν = L2G̃µνdx

µdxν , so that

SG =
L2

4πα′

ˆ
Σ

√
hhmnG̃µν(x;L)∂mx

µ∂nx
ν , (2.61)

ds2 = G̃µν(x;L) dxµdxν =

(
1 +

L4

u4

)−1/2
1

u2
ηijdx

idxj +

(
1 +

L4

u4

)1/2(
du2

u2
+ dΩ2

5

)
, (2.62)

where we have ignored the part of the action corresponding to the F5 field for simplicity.

From (2.58) we see that L2 ∝ α′ and therefore the limit α′ → 0 is well defined. If we denote

λ = gsN, (2.63)

we have

SG =

√
λ

4π

ˆ
Σ

√
hhmnG̃µν(x; 0) ∂mx

µ∂nx
ν , (2.64)

ds2 = G̃µν(x; 0)dxµdxν =
1

u2
ηijdx

idxj +
du2

u2
+ dΩ2

5. (2.65)

The geometry (2.65) is AdS5 × S5 as in (2.60), but the length L has dropped out. This is the near

horizon geometry of the 3-brane system, which allows us to reach the following conclusion: in the

α′ → 0 limit, the string modes in the bulk decouple, and the dynamics from (2.50) reduce to those of

strings propagating arbitrarily close to the D-brane stack.

Now we need to take the low energy limit. From the conclusion above, we can ignore the fields

due to closed strings away from the D-brane, they don’t interact with our theory. We have only the

fields due to open strings. In a situation where we have N separated D-branes, we will have in the

lowest level of the spectrum U(1) gauge fields labelled by Chan-Paton indices, and a U(1)N gauge

symmetry in total. When the D-branes coincide, this symmetry is enhanced to U(N). It is possible

to see that the U(1) subgroup corresponds to the overall position of the branes, and thus the gauge

group in the world-volume is SU(N). Also, we know that p-brane solutions always preserve part of the

supersymmetry. At this point, we can make the educated guess that the theory must be N = 4 SYM,

and indeed it can be checked that the massless fields of the open superstrings are the ones that are

required. The physical parameters in the lagrangian (2.37) are also related to quantities in superstring

theory: the coupling constant is the coupling constant of the open strings, and the instantonic angle in

the Chern-Simmons term is given by the expectation value of the axion field (RR scalar),

gYM =
√
gs = e〈Φ〉/2, θI = 〈C〉. (2.66)
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Now we consider the same system from a different point of view, i.e. in the supergravity picture.

We have already given the solution of the 3-brane system in this case (2.57), (2.58). For an observer

far away from the branes, the energy measured will be related to the energy at finite y by the redshift

factor

E ∼
√
−G00Ey ∼ H−1/4Ey ∼ yEy. (2.67)

Therefore, we see that we can have 2 kinds of low energy excitations: honest low energy modes in

the bulk, and arbitrary energy modes close to the branes (y → 0, where the metric becomes AdS5×S5).

Then one needs to study the interactions between these two different kind of modes. This can be done

using tools of QFT in curved spacetime, since the problem is somewhat similar to that of Hawking

radiation (note from (2.56) that our metric is analogous to that of a black hole). In particular, one can

compute the probability with which the bulk modes will be absorbed by the brane horizon. It turns

out that this absorption cross section goes like σ ∼ energy3 [14, 15], so indeed at low energies they will

decouple from the AdS5 × S5 supergravity close to the branes.

Taking the low energy limit can be tricky in this situation, mainly due to the fact that, as we stated

before, arbitrary energy modes will appear low energy to an observer at infinity. In order to keep these

close-horizon-arbitrary-energy modes from disappearing at the same time as the ones in the bulk, the

limit that we need to take is energy→ 0 and y → 0 with y/α′ constant, i.e. also α′ → 0, like we did

when doing the computation in the string theory side.

As a quick check, we can look at the global symmetries both sides of the correspondence. In

the supergravity side we have SO(2, 4) × SO(6) corresponding to the isometries of AdS5 and S5

respectively. On the field theory side, we have the conformal symmetry of Minkowski, SO(2, 4) times

the R-symmetry (that rotates the different supercharges among themselves), which is SU(4) ∼= SO(6).

Note that this requires that the conformal symmetry is explicit. The duality relates supergravity with

N = 4 SYM in the conformal phase.

Why do we say that the gauge theory lives in the boundary of AdS? This can be understood

by means of a heuristic argument: notice that in the string theory calculation we didn’t do any

close-horizon approximation, (2.65) appeared purely because of the decoupling limit α′ → 0, without

D3-branes in type IIB

Open strings
Decoupling limit

3-branes in SUGRA

Low energy

N = 4 SYM

Low energy

SUGRA AdS5 × S5

Decoupling limit

Figure 2.1: Basic idea of the AdS/CFT correspondence.
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any involvement of y. Therefore, we can say that the YM theory lives in the full geometry (2.57),

it’s just that whatever takes place away from the branes doesn’t affect it. On the other hand, in the

supergravity calculation we did take the limit y → 0. The full geometry, where the conformal theory

lives, is found by “undoing” the limit, i.e. taking now y →∞ (or u→ 0 in the coordinates of (2.60)),

which indeed corresponds to the conformal boundary of the AdS5. This argument can be made fully

precise, but for that one needs to study the system of a probe D3-brane in the background of the stack

of branes. In that case, one can rigorously check that a string stretching from the probe brane to the

stack corresponds in the supergravity picture to a string from the D3-brane to the AdS5 boundary.

The remaining question is what is the regime of validity of the correspondence. We already argued

in the previous section that if gsN � 1, supergravity is not a good approximation. In this case,

however, since gs = g2
YM we can make use of perturbation theory in the field theory side. Conversely,

if gsN � 1 we won’t be able to do calculations in the field theory, but supergravity will be reliable. Is

enough for this to have gs large and N = 1, 2, 3, . . . ? The answer is no: making use of the SL(2,R)

transformations (2.48) one can effectively change gs 7→ 1/gs in the previous inequalities. To be able to

do calculations in the gravity side of the correspondence, we need large N .

2.5 Holographic dictionary and Witten prescription

Now that we have a (at least partially) satisfactory proof of the AdS/CFT correspondence, we can

begin to ask how can one make use of it to calculate different quantities and “translate” the results

from one side of the duality to the other. In this section, we argue how this is done in the context of

pure Conformal Field Theory and Anti de Sitter space. The next chapter will be devoted to extend

these methods to confining QCD-like theories, which are obviously not conformal.

2.5.1 Field-operator correspondence and Witten prescription

The natural objects to relate at both sides of the AdS/CFT correspondence are fields and operators5.

The key insight to relate them was given by Witten in [16] and Gubser, Klebanov and Polyakov in [17],

and it is the fact that given a field configuration on the AdS5 boundary, it can be uniquely extended

to the full bulk geometry. For a massless scalar field, this can be easily proven:

Consider such a massless scalar, whose equation of motion is

DiD
iφ = 0 (2.68)

in the bulk of the AdS space and with a given configuration in the boundary φ0(~x) = φ(~x, u = 0). If

we add to φ any other solution to (2.68) that vanishes in the boundary, we would spoil the advertised

uniqueness. Fortunately, one can prove that if a solution vanishes in the boundary it also vanishes

everywhere else,

0 =

ˆ
AdS

d5y
√
g φDiD

iφ = −
ˆ
AdS

d5y
√
g |dφ|2, (2.69)

and therfore φ = constant = 0. Proving the same result for other fields (i.e. gauge fields, metrics,

spinors) is significantly more complicated and we won’t attempt to do it here.

5Note that in a CFT one does not have asymptotic states or an S-matrix, as opposed to a normal QFT. Thus, operators
in different representations of the conformal algebra are the most natural object to consider.
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Look, as an example, at the concrete case of a marginal operator O in the CFT that effectively

changes the value of the coupling constant of the N = 4 SYM theory. By (2.66) this corresponds to

changing the string theory coupling constant, that is, the classical configuration of the dilaton field

φ(~x, u). However, by the previous argument, this corresponds to changing the boundary value φ0(~x).

Thus, it seems natural to add a term to the lagrangian

ˆ
d4x φ0(~x)O(~x) (2.70)

In this case, by the correspondence of the couplings at both sides of the duality we immediately saw

that a massless field corresponds to a operator with scaling dimension ∆ = 4 (marginal). However, we

need to take into account that the space where the supergravity lives in is AdS5×S5. This means that

even if in D = 10 all the SUGRA fields are massless, we will also have Kaluza-Klein massive modes in

AdS5 due to the compact manifold S5 (see Appendix C for the details of the more simple S1 case).

For the massive cases, the relation between the mass of the field in the gravity side and the scaling

dimension of the operator it couples to in gravity can be obtained from the eigenvalues of the Laplace

equation on the sphere, which will be related to the dependence on the radial coordinate in AdS. The

relations that one finds are the following:

scalar m2 = ∆ (∆− 4) ,

spin 1/2, 3/2 m2 = (∆− 2)2 ,

p− form m2 = (∆− p)(∆ + p− 4), (2.71)

spin 2 m2 = ∆(∆− 4).

Once we have that, we can generalize (2.70) for each case, understanding that its meaning is that

the fields in the AdS5 space act as sources for the corresponding operators in the CFT. With this, one

arrives at the so called Witten prescription that relates the partition functions at both sides of the

correspondence,〈
exp

{ˆ
d4x Φm(x)O∆(x)

}〉
CFT

= ZSUGRA [Φm(x, u)|u=0 = Φm,0(x)] , (2.72)

from which we can calculate correlation functions in the CFT by solving classical equations of motion

in the gavity side.

2.5.2 Holography

The AdS/CFT correspondence, in the terms we have just presented, provides a very powerful tool to

do complicated calculations in Conformal Field Theory. The duality, however, is equally interesting in

the other direction, since it provides a holographic description of gravity in Anti de Sitter space.

Before the advent of AdS/CFT, it was already believed in the community that holography had to

play an important role in a theory of quantum gravity. This was in part due to the existence of several

no-go theorems for theories of gravity coupled to matter, which could be circumvented if the gravity

theory lived in a different numbers of spacial dimensions that the matter QFT. Moreover, standard

techniques of QFT in curved spacetime gave rise to the Bekenstein-Hawking formula for a black hole
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entropy,

SBH =
Ah

4GN
, (2.73)

where Ah is the area of the black hole horizon and GN is Newton’s constant.

This formula naturally leads to an upper bound for the entropy of any matter configuration.

According to the second law of thermodynamics, the entropy always increases in any physical process.

For any initial configuration, collapsing into a black hole is a possible physical process (note that here

is where we use that the matter is coupled to gravity). Therefore, we always need to have

Smatter ≤ SBH , (2.74)

i.e. all the degrees of freedom of the system should be able to be encoded on the surface.

The AdS/CFT correspondence was the first proposal of a theory which satisfied this bound in a

natural way: all the degrees of freedom of the supergravity theory on AdSd+1 can be described by a

field theory in d dimensions.

Then the question remains of what is the meaning of the radial coordinate in AdS. We already

hinted towards it in our discussion of Anti de Sitter space, where we saw that in Poincaré coordintes,

the metric looked like

ds2 = R2

(
dz2

z2
+ z2(−dt2 + d~x2)

)
, (2.75)

and the scaling transformation that leaves it invariant is

t 7→ λt, ~x 7→ λ~x, z 7→ z

λ
. (2.76)

From this one can already see that z will be related to an energy scale, since it grows for smaller

distances. Indeed, this can be rigorously seen from the matching of symmetries at both sides of the

correspondence. In the CFT side, the scalings (generated by the operator D) clearly move us between

different energy scales, by definition. The corresponding subgroup of SO(2, 4) gets mapped through

the duality to the transformations (2.76).

Therefore, we can conclude that the AdS/CFT correspondence is more rich than just the field

theory living in the boundary of AdS. The whole bulk of AdS can be foliated in terms of the radial

coordinate, and in each one of the sheets (which have the same topology as the AdS boundary) lives

the field theory at an energy scale given by z.

This statement is not very relevant for the case that we have so far considered, i.e. pure AdS and

pure CFT (as in the original paper of Maldacena) because in any case the field theory is invariant under

energy scalings. However, in the following chapter we will deal with how to break conformality and

obtain in the QFT side a gauge theory that features a confinement-deconfinement phase transition. In

that case, understanding the holographic coordinate as an energy scale will be of great importance, since

it leads us to look at the gravity equations of motion with respect to said coordinate as Renormalization

Group equations of the field theory, thus allowing us to infer physics in the IR from those in the UV.
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3 Holographic theories for QCD

Now that we have presented the basic background regarding the AdS/CFT correspondence, we proceed

to try to make use of it as a tool to study QCD, and in particular the Quark Gluon Plasma. In this

chapter, we will show how to solve the main problems one has to face, mainly related to the fact that

QCD is blatantly not conformal. First, we will comment on the two different strategies one can adopt

to tackle this problem, called top-down and bottom-up approaches. Next, we will make use of the latter

to build a phenomenological holographic theory for the strong interactions, and we will discuss how we

can use it to calculate the thermodynamics of the QGP. Finally, we present the setup of the anisotropic

QGP that we attempt to study in this thesis, and briefly review the work that has been done in that

direction in recent years. Throughout this chapter, we will follow the exposition of [18, 19, 20, 21].

3.1 Introduction: top-down and bottom-up approaches

The AdS/CFT correspondence, as we have presented it in the previous chapter, cannot be directly

applied to the study of strong interactions. This is due to the fact that there are some fundamental

differences between N = 4 SYM and QCD (see Appendix D for a brief review of QCD), among which

we have:

� All of the fields in N = 4 SYM are massless.

� In N = 4 SYM the couplings don’t run due to conformal invariance, i.e. there cannot be

asymptotic freedom and IR confinement.

� The fermions in N = 4 SYM transform in the adjoint of SU(N) instead of the fundamental.

� In N = 4 SYM there are 6 extra scalar fields, also in the adjoint representation.

There are two different ways to try to solve these issues. The first are the so called top-down

approaches, where one considers a particular D-brane configuration in string theory and tries to derive

another particular instance of the holographic correspondence that features a theory more similar

to QCD in the field theory side. The second are the bottom-up approaches, where one applies the

holographic dictionary and tries to build a theory on the gravity side such that the expected QFT dual

shares as many characteristics with QCD as possible.

Top-down approaches have the obvious advantage that one can always track with precision the

dictionary between quantities at both sides of the duality by using the complete string theory picture.

They also have the drawback that finding a gauge theory that matches QCD with precision is

extraordinarily difficult. Generally, it’s only possible to find gauge theories that are qualitatively similar

to QCD, but that never match it exactly (e.g. usually there is supersymmetry). As an example of this,

in [22] they consider a stack of 5-branes and carry out the decoupling limit. On the gauge theory side,

they find N = 1 SYM, which is not conformal, features confinement in the IR and chiral symmetry

breaking, but nevertheless has a different particle spectrum than QCD and a supersymmetry.

Very generally, one of the problems that arise in top-down approaches is the fact that starting

with D = 10 superstring theory gives rise in the gravity side to a space that looks like AdS ×K with

K compact. This implies that we will have Kaluza-Klein modes that need to be mapped to some

field through the correspondence. In the original case, these massive modes matched exactly the CFT

operators with higher scaling dimension, but this is not the case with QCD.
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An obvious way to try to circumvent the issue of the Kaluza-Klein modes is to start from string

theory in a non-critical dimension, for example D = 5. However, this presents problems of its own,

mostly regarding the decoupling limit. It can be seen that in these systems the curvature of the gravity

solution is of the same order of magnitude as the string length, and thus said decoupling limit is

incompatible with the low energy supergravity approximation.

On the other hand, bottom-up approaches are more direct and phenomenological ways to capture

the IR dynamics of QCD with holographic tools. The main idea is to consider 5d gravity with a dilaton

profile that can be used to model the behaviour of QCD. For example, the first models that used this

kind of approach [23, 24], called hard-wall models, postulated a constant dilaton profile (like in the

original type IIB SUGRA ↔ N = 4 SYM correspondence), but with a IR cutoff in the deep interior of

the AdS geometry dual to ΛQCD. Imposing suitable boundary conditions at this IR cutoff then leads

to the correct results for the masses of mesons and baryons, but also has problems, e.g. it can give

non-sensical predictions for the behaviour of thermodynamic functions.

In order to attempt to overcome some of this problems, a slightly less crude model, called soft-wall

model was introduced [25], where a dilaton profile was engineered and put by hand to give rise to

realistic features.

The model that we will use in this work is the so-called improved holographic QCD, which can be

understood as a variant of the soft-wall model but with a dynamical dilaton profile. This is motivated

by the fact that in the non-critical 5d string theory picture, integrating out the 4-form that allows the

existence of the D3-branes (and therefore of some U(N) gauge theory in their world-volume) produces

new terms for the dilaton field potential. In what follows, we will comment on how we can fix said

dilaton potential with phenomenological arguments. This approach solves most of the problems that

appeared in the hard or soft wall models, and gives quantitative predictions that seem to match very

well with experimental results and lattice QCD calculations.

3.2 Construction of holographic QCD

To summarize, the ingredients that we have to build the holographic theory of QCD are the following:

� One extra dimension that we can understand as an RG scale. At least in the IR gsN � 1 the 5d

(non-critical) string theory should be approximately described by classical gravity.

� In the 5d gravitational setting we have the fields

– Metric gµν that couples to the QFT energy momentum tensor Tµν . In the conformal

boundary, this metric should asymptote to AdS5.

– Dilaton φ, whose asymptotic value is related to the coupling constant, and therefore couples

to the QFT gauge kinetic term Tr[F ∧ ?F ].

– Axion χ, whose asymptotic value is related to the instantonic angle θI , and therefore couples

to the QFT Chern-Simmons term Tr[F ∧ F ]. However, it can be seen that this term will be

suppressed as 1/N with respect to the other two, so in the beginning we shall ignore this

field.

� A dilaton potential V (φ) that gives rise to a dependence of φ in the holographic coordinate, so

that we can break conformal symmetry and have a confining theory.
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Taking this into account, our starting point is the action

S = M3
pN

2

ˆ
d5x
√
−g
(
R− 4

3
∂µφ∂

µφ+ V (φ)

)
+ 2M3

p

ˆ
∂M

d4x
√
hK + Sct, (3.1)

where the second term is the Gibbons-Hawking boundary term that one needs to add in the case of

spacetime manifolds with boundary in order to give rise to the correct Einstein equations (hαβ is the

induced metric in said boundary, and K its curvature); and Sct are the counterterms necessary to have

a finite on-shell action in the case of infinite volume spaces (which is necessary to be able to apply

Witten’s prescription).

For the metric, we will use the following ansatz in domain-wall coordinates,

ds2 = du2 + e2A(u)ηµνdx
µdxν , (3.2)

where the boundary corresponds to u→ −∞. Occasionally we will also use the conformal coordinate

system, related to the domain-wall coordinates by

du = eA(r)dr, (3.3)

with which the boundary is now at r = 0, and the metric becomes

ds2 = e2A(r)
(
dr2 + ηµνdx

µdxν
)
, (3.4)

The Einstein equations for this system are

A′′ = −4

9

(
φ′
)2
, (3.5)

3A′′ + 12A′2 = V (φ), (3.6)

where the prime denotes a derivative with respect to u.

3.2.1 Matching the UV: asymptotic freedom

Starting from this general setting we can now proceed to use arguments of a phenomenological nature

to try to fix the potential V (φ). First we look at the UV asymptotics. We know that due to asymptotic

freedom, at arbitrarily high energies QCD becomes conformal. Thus, we expect that in this limit,

which corresponds to u→ −∞, the space (3.2) becomes AdS5. In other words, we require that

A→ − u

`AdS
when u→ −∞, (3.7)

where we rename the AdS radius as `AdS so that its not mistaken with the Ricci curvature R. Note

that the resulting metric,

ds2 = du2 + e−2u/`AdSηµνdx
µdxν , (3.8)

is related with the standard Poincaré coordiantes in AdS (2.15) by

e−u/`AdS = `AdSz. (3.9)
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From these asymptotic behaviour we can already look at what the leading order behaviour of the

potential in the UV will be. Plugging (3.7) into the equation of motion (3.6) we see that we must have

V (φ)→ 12

`2AdS
(3.10)

on the boundary, which matches the cosmological constant corresponding to AdS space.

In order to determine the subleading terms of the potential, we turn to the beta function of the

SU(N) Yang-Mills theory, which is well known. For small coupling g we know that it looks like

β(g) = µ
dg

dµ
= −b0g2 − b1g3 + · · · . (3.11)

Notice that in the UV, 1� g = eφ, so we must have φ(u)→ −∞ when u→ −∞. Therefore, we

propose an ansatz for the dilaton potential which is an expansion on eφ,

V (φ) =
12

`AdS

(
1 + v0e

φ + v1e
2φ + · · ·

)
. (3.12)

The fact that we can identify A(u) with the energy scale µ in the RG equation, which is motivated

by its asymptotic behaviour, makes it easy to see that from (3.11) and the equations of motion (3.5),

(3.6) we will be able to obtain v0, v1, etc. as functions of the known coefficients b0, b1,. . . , and thus

determine the dilaton potential that will reproduce the correct behaviour for the dual QFT in the UV.

3.2.2 Matching the IR: linear confinement

Next, we proceed to perform a similar study of the IR asymptotics. In this case, we know that a

QCD-like gauge theory should feature a linear confinement potential of the quarks when the distance

between them is large enough,

Vqq̄(L) = σ0L+ . . . , (3.13)

where σ0 is the tension of the string-like QCD flux tubes.

First, we can already extract some information from the fact that there needs to be confinement,

linear or not. From the identification of the coupling constant with the exponential of the dilaton

we see that we need to have that φ→ +∞ in the IR. Also, it’s possible to see that we need to have

A→ −∞ in order to satisfy the Null Energy Condition, which in turn is related with the c-theorem in

the field theory side [26].

The concrete behaviour of the confinement potential can be extracted from the Nambu-Goto action

of the non-critical string theory. The endpoints of the string can be interpreted as the quarks, and we

can look at the on-shell behaviour of the action as the separation between them grows L→∞. It can

be seen that the effective potential will grow linearly with L as long as the function

As(u) = A(u) +
2

3
φ(u) (3.14)

has a minimum. In that case, it is possible to check that the coefficient σ0 is (3.13) will be

σ0 =
e2As(umin)

2πα′
. (3.15)
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It remains to see how the existence of the minimum of As translates into a requirement for the

dilaton potential. We know that in the UV that combination diverges and starts decreasing towards

the interior, so we know that if in the deep IR it also diverges towards +∞, we must have a minimum

for some value of u between both limits. Since A(u) and φ(u) separately are monotonic, this means we

have to require that

dA

dφ
> −2

3
in the IR. (3.16)

More precisely, we must have

lim
φ→∞

(
dφ

3dA
+

1

2

)
φ = const, (3.17)

since in the IR we must require φ→∞. Combining (3.17) with the Einstein equations (3.5), (3.6) it’s

possible to see that we must have

dφ

3dA
→ −3

8

V ′(φ)

V (φ)
φ→∞. (3.18)

This fixes the IR behaviour of the potential to

V (φ) ∼ VIRe
4
3
φφq, q > 0. (3.19)

In this work, in an aim for generality, we will drop the requirement of linear confinement, and

consider the most generic potential that features confinement in the IR,

V (φ) = VIRe
2mφφn, (3.20)

for two positive constants m and n.

3.3 Thermodynamics and the confinement-deconfinement phase transition

Having determined the IR and UV asymptotics of the dilaton potential that we will use in the following

chapters of this thesis, we now present the techniques that allow the study the thermodynamics of the

system and in particular of the confinement-deconfinement phase transition.

The most straight-forward way to do so would be to use Witten-prescription (2.72), from which we

can obtain the partition function (and therefore the free energy) of the system by evaluating the action

on the gravity side on the classical solution that we obtain by solving Einstein’s equations. However,

in order to do so, we would need to explicitly compute the Gibbons-Hawking boundary term as well as

the counterterms in (3.1).

Less direct, although computationally easier, is to study these aspects directly from the perspective

of black hole thermodynamics. Thus, in this section we will briefly review how we can obtain the full

thermodynamics of the plasma solely from the (solution of the) metric (3.2).

3.3.1 Temperature

In order to study the thermodynamics, we need to modify our ansatz for the metric by adding a

blackening factor f(r) that can give rise to the existence of a black hole (or rather a black brane). In
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conformal coordinates,

ds2 = e2A(r)

(
−f(r)dt2 + d~x2 +

dr2

f(r)

)
. (3.21)

Assume that we have a black-brane solution, i.e. there is a point rh in the holographic coordinate

such that f(rh) = 0. In this situation, the temperature of the black-brane can be calculated as the

inverse of the period of euclidean time, necessary to avoid a conical singularity. The argument goes as

follows: look only at the r and t part of the metric, with a Wick rotation to euclidean time,

ds2 = f(r)dτ2 +
dr2

f(r)
, (3.22)

and do a Taylor expansion of f(r) around rh,

ds2 = ξf ′(rh)dτ2 +
dξ2

ξf ′(rh)
, (3.23)

where ξ = r − rh. Then we can do the coordinate transformation

dξ2

ξf ′(rh)
= du2 ⇒ ξ =

f ′(rh)

4
u2, (3.24)

with which the metric becomes

ds2 = du2 + u2d

(
f ′(rh)τ

2

)2

. (3.25)

In order to avoid a conical singularity, we need that the timelike direction has a period of 2π,

f ′(rh)τ

2
=
f ′(rh)τ

2
+ 2π, (3.26)

so our original euclidean time must behave like

τ = τ +
4π

|f ′(rh)|
. (3.27)

Since we know that the period of euclidean time equals ~β, in natural units we get

T =
|f ′(rh)|

4π
. (3.28)

3.3.2 Entropy and free energy

Another thermodynamic quantity that we can easily calculate if we know the metric is the entropy of

the black brane solution. This is given by the Berkenstein-Hawking formula,

SBH =
Ah

4GN
, (3.29)

where GN is Newton’s constant and Ah the area of the event horizon. This area can be calculated as

the square root of the determinant of the metric on the surface determined by rh = 0, i.e. starting
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from (3.21) with dt = dr = 0,

S =
e3A(rh)

4GN
. (3.30)

Once we know temperature and entropy we can calculate every other thermodynamic quantity by

means of the standard techniques. In particular, we want to study the confinement deconfinement

phase transition, so we will be interested on the free energy,

dF = −SdT ⇒ F = −
ˆ
SdT. (3.31)

We have already seen how to obtain entropy and temperature as a function of the radius of the

horizon rh, so we will be able to calculate F as

F = −
ˆ
S(rh)

dT (rh)

drh
drh. (3.32)

3.3.3 Phase transition

The existence of the phase transition in the holographic picture is understood by the fact that general

systems of partial differential equations don’t have unique solutions for a given boundary condition. In

our case, this means that we can have solutions with f(r) = 1 or with f(r) 6= 1.

In the solution with f(r) = 1, there cannot be any conical singularity and therefore we can impose

any compactification of the euclidean time. We call this phase the thermal gas phase, which exists

from T = 0 (no compactification of τ at all) up to arbitrary T . This phase corresponds to the confined

state of the large N plasma, which can be seen by studying the behaviour of the perturbations on top

of the background metric and checking that they obey linear confinement.

In the other solution we have f(r) 6= 1. In this case the temperature will be fixed by the derivative

of f at the black brane horizon. In particular, since f cannot be a constant, we have a minimum

temperature Tmin at which the black-brane solution starts to exist. This solution corresponds to the

deconfined plasma.

We see that in general, for T > Tmin, we will have more than one valid solution for the metric. In

that case, which of the phases is preferred will be determined by the free energy. What will happen

is that there is a critical temperature TC > Tmin at which there is a Hawking-Page phase transition.

In the gravity side, this phase transition occurs due to the instability of the AdS black-hole solution:

for temperatures smaller that TC the specific heat becomes negative. On the gauge theory side of the

correspondence this corresponds to the confinement-deconfinement phase transition.

3.4 Anisotropic holographic QCD

As we have stated in the introduction to this thesis, the aim of this work is to investigate an anisotropic

plasma, a direction of research that has seen increasing effort put into it in recent years mainly due to

the broad range of possible applications, from heavy-ion collisions to condensed matter experiments.

However, these systems have not yet been studied with any degree of generality. In particular, the two

main strategies that have been used are:

� Starting from an holographic model coming from a top-down approach to AdS/QCD, introduce

a mechanism that at the same time breaks conformality and isotropy. Examples of this are [2, 3].
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� Consider a bottom-up approach for a charged plasma that couples to an external magnetic field

that breaks the isotropy. Examples of this are [4, 5, 6].

It wasn’t until very recently where an anisotropic system was studied without introducing any

particular source for the breaking of the rotational symmetry. In [1], the authors introduced an axion

field on the gravity side, dual to a generic marginal operator in the field theory side with a coupling

constant dependant on one of the spatial coordinates. This field, which we denote χ, is introduced in

the action coupled to the dilaton as follows:

S = M3
pN

2
c

ˆ
d5x
√
−g [R+ LM ] + SGH + Sct, (3.33)

LM = −4

3
(∂φ)2 + V (φ)− 1

2
Z(φ)(∂χ)2. (3.34)

Due to the anisotropy, the ansatz for the metric has to change from (3.21) to

ds2 = e2A(r)

(
−f(r)dt2 + d~x2

⊥ + e2h(r)dx2
3 +

dr2

f(r)

)
, (3.35)

and a dilaton profile depending only in the holographic coordinate,

φ = φ(r). (3.36)

It turns out that the equation of motion for the axion field is immediately satisfied by

χ(x3) = ax3, (3.37)

with a a constant.

In said paper, the authors considered dilaton and axion potentials V (φ) and Z(φ) given by

exponentials of φ, and studied the thermodynamics of the QGP-like plasma. The main result of their

analysis was that the temperature of the confinement-deconfinement phase transition depends on the

“degree of anisotropy” a, and that in general it is always lower that the critical temperature in the

isotropic case. The relevance of their calculation lies in that said difference was proven to be due to

the anisotropy itself, and not to an intrinsically magnetic effect as was previously believed.

In this work, we attempt to generalise and extend the analysis in [1], by considering the most

general axion and dilaton potentials that can give rise to (linear) confinement in the IR, given by

(3.20), i.e. an exponential times a power law correction that, as argued in section 3.2, cannot be fixed

by phenomenological arguments.
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4 Infrared structure

We have presented, in the previous chapters, the framework of holographic QCD with which we attempt

to study the IR dynamics of the general anisotropic QGP-like plasma. In this chapter, the core of this

thesis, we show in detail the solution of this system in the gravity side. The outline of the strategy

is to rewrite Einstein equations in a way that can be directly integrated. Due to the generality of

the dilaton and axion potentials under consideration, an analytic expression for the functions of the

metric can only be found as an asymptotic expansion in the IR limit, not for the whole range of the

holographic coordinate. Fortunately, this is precisely the regime we are interested in, since it is where

standard QCD calculations cannot be trusted.

4.1 Holographic setup

To sum up the discussion of the previous sections, the system that we will study in this work is the

one given by (3.33), (3.34),

S = M3
pN

2
c

ˆ
d5x
√
−g [R+ LM ] , (4.1)

LM = −4

3
(∂φ)2 + V (φ)− 1

2
Z(φ)(∂χ)2, (4.2)

for a family of potentials with IR behaviour that looks like

V (φ) = VIR e2mφφn, Z(φ) = ZIR e2βφφα. (4.3)

As we saw in section 3.2, the constants m and n need to be positive. However, we don’t have to make

this requirement of β and α.

The ansatz for the metric is the same as in [1], that is,

ds2 = e2A(r)

(
−f(r)dt2 + d~x2

⊥ + e2h(r)dx2
3 +

dr2

f(r)

)
, (4.4)

φ = φ(r), χ = a x3. (4.5)

Note that we are using conformal coordinates as in (3.4), so the UV and IR limits are

UV r → 0, (4.6)

IR r →∞. (4.7)

4.1.1 Equations of motion

In order to find the functions A(r), h(r) and φ(r), we need to solve Einstein’s equations

Rµν −
1

2
Rgµν = Tµν , Tµν = − 2√

−g
δSM
δgµν

. (4.8)

In our case, the energy momentum tensor that we obtain from the matter lagrangian (4.2) is

Tµν =
8

3
∂µφ∂νφ+ Z(φ)∂µχ∂νχ+ gµν

(
−4

3
(∂φ)2 + V (φ)− 1

2
Z(φ)(∂χ)2

)
. (4.9)
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On the other hand, the only non-vanishing components of the Einstein tensor (LHS of (4.8)) are

Gtt = −1

2
f(r)

[
f ′(r)

(
3A′(r) + h′(r)

)
+ 2f(r)

(
3A′(r)2 + 3A′(r)h′(r) + h′(r)2 + 3A′′(r) + h′′(r)

)]
,

(4.10)

G11 = G22 = 3A′(r)f ′(r) + f ′(r)h′(r) +
1

2
f ′′(r) + f(r)

(
3A′(r)2 + 3A′(r)h′(r) + h′(r)2 + 3A′′(r) + h′′(r)

)
,

(4.11)

G33 =
1

2
eh(r)

(
6A′(r)f ′(r) + 6f(r)

(
A′(r)2 +A′′(r)

)
+ f ′′(r)

)
, (4.12)

Grr = 3A′(r)
(
2A′(r) + h′(r)

)
+
f ′(r)

2f(r)

(
3A′(r) + h′(r)

)
. (4.13)

The corresponding components of (4.9) are

Ttt = −e2A(r)f(r)V (φ), (4.14)

T11 = T22 = e2A(r)V (φ), (4.15)

T33 =
1

2
Z(φ)a2 + e2(A(r)+h(r))V (φ), (4.16)

Trr =
1

2
φ′(r)2 +

e2A(r)

f(r)
V (φ). (4.17)

From this, and after some simplifications, we obtain four independent equations of motion,

a2

2
Z(φ)e−2h +

[
f ′h′ + f

(
3A′h′ + h′2 + h′′

)]
= 0, (4.18)

−A′2 +
h′2

3
+

4φ′2

9
+A′′ +

h′′

3
= 0, (4.19)

f ′′ + f ′(3A′ + h′) = 0, (4.20)

e2AV (φ)− a2

2
Z(φ)e−2h −

[
f ′(3A′ + h′) + f(12A′2 + 6A′h′ − 4φ′2

3
)

]
= 0. (4.21)

Note that in principle, besides Einstein equations, that come from varying the action (4.1) with

respect to gµν , we should also consider the dilaton equation of motion. However, it turns out that this

equation is not independent.

For now we are interested in finding the thermal gas solution, that is, the solution without a black

hole. Therefore, we set f(r) = 1, which automatically solves (4.20). The three differential equations

that we will need to solve are therefore

a2

2
Z(φ)e−2h + 3Ȧḣ+ ḣ2 + ḧ = 0, (4.22)

−Ȧ2 +
ḣ2

3
+

4φ̇2

9
+ Ä+

ḧ

3
= 0, (4.23)

e2AV (φ)− a2

2
Z(φ)e−2h − (12Ȧ2 + 6Ȧḣ− 4φ̇2

3
) = 0, (4.24)

where we have changed the notation of the derivative with respect to r from a prime to a dot.
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4.1.2 A useful change of coordinates

The equations (4.22)–(4.24), as they stand, are quite difficult to solve by brute force. The strategy

that we will use instead is to manipulate them until we can reformulate the problem with a system of

differential equations of the form ~y′ = F (~y). In order to do so, it is convenient to perform the following

change of variables. We have seen in the previous chapter that the function A(r) is decreasing and can

be understood as the energy scale. Since it is a monotonic function in r, and therefore injective, it

is a well defined coordinate transformation. In order to use A as a coordinate, however, we need to

introduce new functions q(A) and p(A), defined by

−ep = q = eA
dr

dA
. (4.25)

With this, the metric transforms to

ds2 = −e2Af(r(A))dt2 + e2Ad~x2
⊥ + e2(h(r(A))+A)dx2

3 +
e2p(A)

f(r(A))
dA2 (4.26)

We can use (4.25) to properly substitute the derivatives of A with respect to r in the equations of

motion,

d2A

dr2
=

d

dA

(
dA

dr

)
dA

dr
=
eA

q

d

dA

(
eA

q

)
= e2A q − q′

q3
= e2A(1− p′)e−2p, (4.27)

where now a prime denotes a derivative with respect to A. With this, the equations (4.22)–(4.24)

transform to

a2

2
Z(φ)e2pe−2(h+A) + 3h′ + h′2 + h′′ + h′(1− p′) = 0, (4.28)

−1 +
h′2

3
+

4φ′2

9
+ (1− p′) +

h′′

3
+
h′

3
(1− p′) = 0, (4.29)

e2pV (φ)− a2

2
Z(φ)e2pe−2(h+A) − (12 + 6h′ +

4φ′2

3
) = 0. (4.30)

Lastly, we also do a shift of the function h,

h 7→ h̃ = h+A. (4.31)

With these changes, the metric (4.4) becomes

ds2 = −e2Af(A)dt2 + e2Ad~x2
⊥ + e2h̃(A)dx2

3 +
e2p(A)

f(A)
dA2, (4.32)

and the equations,

a2

2
Z(φ)e2pe−2h̃ + (4− p′)(h̃′ − 1) + (h̃′ − 1)2 + h̃′′ = 0, (4.33)

(h̃′ + 2)(1− p′) + h̃′′ + (h̃′ − 1)2 +
4φ′2

3
− 3 = 0, (4.34)

e2pV (φ)− a2

2
Z(φ)e2pe−2h̃ − 12− 6(h̃′ − 1) +

4φ′2

3
= 0. (4.35)
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These equations can be solved for h̃′′, φ′ and p′, finding:

h̃′′ = −1

6
e2p
(

3a2e−2h̃Z(φ) + 2V (φ)(h̃′ − 1)
)
, (4.36)

8φ′2 = 36(h̃′ + 1)− 6e2pV (φ) + 3a2e−2h̃e2pZ(φ), (4.37)

p′ =
1

3

(
9− e2pV (φ) + 3h̃′

)
. (4.38)

Being able to write Einstein equations in this way is the main reason why it’s more convenient to use

A instead of r as a coordinate.

4.2 IR fixed point and slow-roll

It is easy to see that the equations (4.36)–(4.38) have a fixed point, given by

h̃′ = 0→ h̃∗ = 0, (4.39)

3a2Z(φ∗) = 2V (φ∗), (4.40)

e2p∗V (φ∗) = 9, (4.41)

a2e2p∗Z(φ∗) = 18, (4.42)

where we can set h̃∗ = 0 by absorbing the exponential e2h̃∗ in the constant a. Moreover, close to this

fixed point we can see that there exists a slow-roll solution. By plugging in the ansatz

φ(A) = φ∗ + cφA, (4.43)

h̃(A) = chA, (4.44)

p(A) = p∗ + cpA, (4.45)

into the equations (4.36)–(4.38), we obtain

3

2
a2e−2chAZ(φ(A))− (1− ch)V (φ(A)) = 0, (4.46)

8c2
φ + 3e2p(A)V (φ(A)) +

54a2e−2chAZ(φ(A))

V (φ(A))
− 3a2e−2chAe2p(A)Z(φ(A)) = 72, (4.47)

cp +
1

3
e2p(A)V (φ(A)) +

3a2e−2chAZ(φ(A))

2V (φ(A))
= 4. (4.48)

Assuming the coefficients ci are small and we can stay at linear order, these equations can be rewritten

as

e2p(A)V (φ(A)) = 9
(

1 +
ch
2

)
, (4.49)

3

2
a2e−2chAZ(φ(A)) = (1− ch)V (φ(A)), (4.50)

1

3
e2p(A)V (φ(A)) = 3 + ch − cp. (4.51)

From this, we can conclude that such a slow-roll solution exists (we don’t need the concrete

expressions of ch, cp and cφ for now). Motivated by this, and given the fact that we care only about the

IR dynamics of the system, we proceed to look for more general solutions where the second derivative

doesn’t necessarily vanish, but is negligible in the deep IR (large r, large −A limit).
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4.3 Flow equations

As we have just stated, we now will look for solutions of the equations of motion that have d2/dA2 ∼ 0

in the IR. This will allow us to rewrite the system of differential equations (4.36)–(4.38) into one of

the form ~y′ = F (~y). These are what we call the flow equations, and as we will see, we will be able

to integrate them easily to find a solution. Evidently, we will need to check that indeed the second

derivative of said solution is small in the deep IR so that our approximation is consistent.

4.3.1 Derivation of the flow equations

Under the approximation of negligible second derivatives with respect to A, the resulting Einstein

equations that we find are

a2e−2h̃+2pZ(φ) + 2(−1 + h̃′)(3 + h̃′ − p′) = 0, (4.52)

3h̃′2 + 4φ′2 = 6p′ + 3h̃′(1 + p′), (4.53)

6e2pV (φ) + 8φ′2 = 36 + 3a2e−2h̃+2pZ(φ) + 36h̃′. (4.54)

Similarly to what we did before, now we can solve for h̃′, p′ and φ′, and we obtain

h̃′ = 1− 3a2e−2h̃Z(φ)

2V (φ)
, (4.55)

8(φ′)2 = 72− 6e2pV (φ) + 3a2e−2h̃e2pZ(φ)− 54
a2e−2h̃Z(φ)

V (φ)
, (4.56)

p′ = 4− 1

3
e2pV (φ)− 3a2e−2h̃Z(φ)

2V φ
. (4.57)

These now have become first order differential equations, which means they can have solutions

that only of class C1. In order to ensure that they are C2, we also impose that the derivatives of these

equations are also satisfied. This results in two new equations (the third one is not independent),

−3a2e−2h̃

2V (φ)2

[
Z(φ)V ′(φ)φ̇+ V (φ)

(
2Z(φ)

˙̃
h− Z ′(φ)φ̇

)]
= 0, (4.58)

3e−2h̃

(V (φ))2

[
4e2h̃+2p(V (φ))3ṗ− 18a2Z(φ)V ′(φ)φ̇+ 18a2V (φ)

(
−2Z(φ)

˙̃
h+ Z ′(φ)φ̇

)
+e2p(V (φ))2

(
2a2Z(φ)(

˙̃
h− ṗ) + φ̇

(
2e2h̃V ′(φ)− a2Z ′(φ)

))]
= 0, (4.59)

where we have again switched notation, so that a prime denotes a derivative with respect to φ and

a dot with respect to A. Now we can solve for φ̇(A),
˙̃
h(A), ṗ(A), e2p(A) and a2e−2h̃(A) in equations

(4.55)–(4.59). The result is

φ̇ =
6Z(φ) (−3Z(φ)V ′(φ) + V (φ)Z ′(φ))

−3Z(φ)V ′(φ)Z ′(φ) + V (φ) (16(Z(φ))2 + 3(Z ′(φ))2)
, (4.60)

˙̃
h =

3[3(Z(φ))2(V ′(φ))2 − 4V (φ)Z(φ)V ′(φ)Z ′(φ) + (V (φ))2(Z ′(φ))2]

V (φ)(−3Z(φ)V ′(φ)Z ′(φ) + V (φ) (16(Z(φ))2 + 3(Z ′(φ))2)
, (4.61)
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ṗ =
3Z(φ)V ′(φ) (3Z(φ)V ′(φ)− V (φ)Z ′(φ))

V (φ) (−3Z(φ)V ′(φ)Z ′(φ) + V (φ) (16(Z(φ))2 + 3(Z ′(φ))2))
, (4.62)

e2p =
−54Z(φ)V ′(φ)Z ′(φ) + 36V (φ)(4(Z(φ))2 + (Z ′(φ))2)

V (φ)(−3Z(φ)V ′(φ)Z ′(φ) + V (φ) (16(Z(φ))2 + 3(Z ′(φ))2))
, (4.63)

a2e−2h̃ =
2[16(V (φ))2Z(φ)− 9Z(φ)(V ′(φ))2 + 9V (φ)V ′(φ)Z ′(φ)]

−9Z(φ)V ′(φ)Z ′(φ) + V (φ) (48(Z(φ))2 + 9(Z ′(φ))2))
. (4.64)

Finally, plugging the expressions of the IR behaviour of the potentials from (4.3),

φ̇ =
6φ[3n− α+ (6m− 2β)φ]

3(n− α)α+ 6[mα+ (n− 2α)β]φ+ 4(−4 + 3mβ − 3β2)φ2
, (4.65)

˙̃
h = −3[3n2 − 4nα+ α2 + 4(3mn− 2mα− 2nβ + αβ)φ+ 4(3m2 − 4mβ + β2)φ2]

3(n− α)α+ 6[mα+ (n− 2α)β]φ+ 4(−4 + 3mβ − 3β2)φ2
, (4.66)

ṗ = − 3(n+ 2mφ)[3n− α+ (6m− 2β)φ]

3(n− α)α+ 6[mα+ (n− 2α)β]φ+ 4(−4 + 3mβ − 3β2)φ2
, (4.67)

e2p =
18

VIR
e−2mφφ−n

(3n− 2α)α+ (6mα+ 6nβ − 8αβ)φ+ 4(3mβ − 2(1 + β2))φ2

3(n− α)α+ 6[mα+ (n− 2α)β]φ+ 4(−4 + 3mβ − 3β2)φ2
, (4.68)

a2e−2h̃ =
2VIR
3ZIR

e2(m−β)φφn−α
9n(n− α) + 18(2mn−mα− nβ)φ+ 4(−4 + 9m2 − 9mβ)φ2

3(n− α)α+ 6[mα+ (n− 2α)β]φ+ 4(−4 + 3mβ − 3β2)φ2
. (4.69)

These are the advertised flow equations, in which we only have derivatives of the fields on the LHS of

the system, and the RHS depends only on the dilaton. Equations (4.65)–(4.67) are dynamical, while

(4.68), (4.69) are interpreted as constraints.

4.3.2 Large dilaton expansion

The flow equations (4.65)–(4.69), while easier than the original Einstein equations, are still non-linear

and cannot be directly solved. However, we are interested in the IR dynamics of the system, i.e. the

strongly coupled regime of the plasma. In this situation we will have that the dilaton is very large, so

we can perform an expansion around φ→∞. Up to corrections of order O(1/φ2) we have

φ̇ =
9m− 3β

−4 + 3mβ − 3β2
− 3[6n(2 + β2) + α(−4 + 9m2 − 18mβ + 3β2)]

2(4− 3mβ + 3β2)2φ
, (4.70)

˙̃
h =

9m2 − 12mβ + 3β2

4− 3mβ + 3β2

+ 3
9m3α+ 8αβ − 9m2(n+ 2α)β +mα(−16 + 9β2)− nβ(16 + 9β2) + 6mn(4 + 3β2)

2(4− 3mβ + 3β2)2φ
,

(4.71)

ṗ =
3m(−3m+ β)

−4 + 3mβ − 3β2
+ 3

9m3α− 9m2(n+ 2α)β − nβ(4 + 3β2) +mα(−4 + 3β2) + 6mn(4 + 3β2)

2(4− 3mβ + 3β2)2φ
,

(4.72)

e2p =e−2mφφ
−n

VIR

[
36− 54mβ + 36β2

4− 3mβ + 3β2
+ 9

4αβ + 3mα(−2 + β2)− 3nβ(2 + β2)

(4− 3mβ + 3β2)2φ

]
, (4.73)

a2e−2h̃ =e2(m−β)φVIRφ
n−α

ZIR

[
2(−4 + 9m2 − 9mβ)

3(−4 + 3mβ − 3β2)

−9m3α+ 8αβ − 9m2(n+ 2α)β +mα(−16 + 9β2)− nβ(16 + 9β2) + 6mn(4 + 3β2)

(4− 3mβ + 3β2)2φ

]
.

(4.74)
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Note that from the 0th order term in the first three equations we can read directly the coefficients

of the slow-roll solution of the previous section,

cφ =
9m− 3β

−4 + 3mβ − 3β2
, (4.75)

ch =
9m2 − 12mβ + 3β2

4− 3mβ + 3β2
, (4.76)

cp =
3m(−3m+ β)

−4 + 3mβ − 3β2
. (4.77)

See also that in the case α = n = 0, that is, where the dilaton and axion potentials consist of just

an exponential without a power law correction, the terms of order O(1/φ) in (4.70)–(4.72) vanish,

and the solutions of the flow equations are linear in A. For general α and n, however, there will be a

subleading correction, which we set to calculate in what follows.

4.4 Generic solution

Now that we have recast the equations of motion in a way that can easily be solved analytically, we

proceed to do so and find the IR expansion of the metric functions and the dilaton. First we solve the

system of equations in terms of the coordinate A, and then we undo the variable change to obtain the

solution in terms of the conformal coordinate r.

4.4.1 Integration of the flow equations

The RHS of the flow equations (4.70)–(4.72) depends only on the dilaton φ. Therefore, we have to

solve first (4.70) and then plug the result back into the equations for h̃ and p. After the IR expansion,

the equation that we need to solve looks like

dφ

dA
= −q1 +

q2

φ
, (4.78)

where we abbreviate

q1 =
9m− 3β

4− 3mβ + 3β2
, (4.79)

q2 = −3[6n(2 + β2) + α(−4 + 9m2 − 18mβ + 3β2)]

2(4− 3mβ + 3β2)2
. (4.80)

Equation (4.78) can be easily integrated to give

A = − φ
q1
− q2 log(−q2 + q1φ)

q2
1

. (4.81)

This equation cannot be solved for φ in general. However, it is possible to obtain its asymptotic

behaviour in the IR. When φ� 1, we have

q2
1A ' −q1φ︸ ︷︷ ︸

leading

− q2 log(q1φ)︸ ︷︷ ︸
small

. (4.82)
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Thus, we can look for a solution of the form φ(A) = −q1A+ λ with λ small. This leads to

φ(A) = −q1A−
q2

q1
log(−q2

1A)− q2

q1
log

(
1 +

q2

q2
1A

log(−q2
1A)

)
+ · · ·

= −q1A−
q2

q1
log
(
−q2

1A− q2 log(−q2
1A+ · · · )

)
. (4.83)

We will keep only the first subleading term, and also ignore the overall constant that will be negligible

in the large A limit,

φ(A) = −q1A−
q2

q1
log(−A). (4.84)

Now we can plug this result into the equations for h̃ and p. In an aim to be able to obtain analytical

expressions, we will only keep the linear term for this purpose. The result that we obtain is

dh̃

dA
= c1 +

c2

φ
= c1 −

c2

q1A
, (4.85)

dp

dA
= k1 +

k2

φ
= k1 −

k2

q1A
, (4.86)

where we have denoted

c1 =
9m2 − 12mβ + 3β2

4− 3mβ + 3β2
, (4.87)

c2 = 3
9m3α+ 8αβ − 9m2(n+ 2α)β +mα(−16 + 9β2)− nβ(16 + 9β2) + 6mn(4 + 3β2)

2(4− 3mβ + 3β2)2
, (4.88)

k1 =
3m(−3m+ β)

−4 + 3mβ − 3β2
, (4.89)

k2 = 3
9m3α− 9m2(n+ 2α)β − nβ(4 + 3β2) +mα(−4 + 3β2) + 6mn(4 + 3β2)

2(4− 3mβ + 3β2)2
. (4.90)

Equations (4.85) and (4.86) can be easily integrated, and we find

h̃(A) = c1A−
c2

q1
log(−A), (4.91)

p(A) = k1A−
k2

q1
log(−A). (4.92)

Note that for the three functions φ(A), h̃(A) and p(A), the second derivative is proportional to

∝ A−2. Thus, we check that the approximation that we made of negligible second derivatives is indeed

valid in the IR.

4.4.2 Solution in conformal coordinates

Having found the solution for the metric functions in terms of A, we now want to undo the coordinate

change and write them in terms of r. We can do it using the definition of the function p,

ep(A) = −eA dr
dA

. (4.93)
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Substituting (4.92) here, we find the following differential equation,

e
(k1−1)A− k2

q1
log(−A)

= −dr, (4.94)

which we can integrate by making use once again of the large |A| (IR) limit,

r =

ˆ A(r)

∞
dAe(k1−1)AA−k2/q1

=
1

k1 − 1

ˆ A(r)

∞
dA

d

dA

(
e(k1−1)AA−k2/q1

)[
1 +O

(
1

A

)]
' 1

k1 − 1

(
e(k1−1)A(r)A(r)−k2/q1

)
. (4.95)

Therefore, we obtain

log r = (k1 − 1)A− k2

q1
logA. (4.96)

We are in a situation similar to that of (4.82), where the logA term is subleading with respect to

the linear one. Thus, we propose an ansatz

A(r) =
1

k1 − 1
log r + λ, (4.97)

and solve approximately for small λ. As we did before, we keep only the first subleading term, which

in this case amounts to

A(r) =
1

k1 − 1
log r +

k2

q1(k1 − 1)
log log r. (4.98)

Once we have A(r), we can directly substitute into (4.84) and (4.91),

φ(r) = − q1

k1 − 1
log r −

(
q2

q1
+

k2

k1 − 1

)
log log r, (4.99)

h(r) =
c1 − 1

k1 − 1
log r +

(
k2(c1 − 1)

q1(k1 − 1)
− c2

q1

)
log log r, (4.100)

where we have already taken into account the shift h̃(r) 7→ h(r) = h̃(r)−A(r).

It will be useful for later purposes to write the coefficients directly in terms of the original parameters

in the potentials. Doing so, we find

− q1

k1 − 1
=

9m− 3β

4− 9m2 + 3β2
, (4.101)

1

k1 − 1
=

4− 3mβ + 3β2

−4 + 9m2 − 3β2
, (4.102)

c1 − 1

k1 − 1
=

4− 9m2 + 9mβ

4− 9m2 + 3β2
, (4.103)

−
(
q2

q1
+

k2

k1 − 1

)
=
α(4− 9m2 + 18mβ − 3β2)− 3n(4 + 9m2 − 6mβ + 3β2)

2(3m− β)(−4 + 9m2 − 3β2)
, (4.104)
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k2

q1(k1 − 1)
=

9m3α− 9m2(n+ 2α)β +mα(−4 + 3β2) + 6mn(4 + 3β2)− nβ(4 + 3β2)

2(3m− β)(−4 + 9m2 − 3β2)
, (4.105)

k2(c1 − 1)

q1(k1 − 1)
− c2

q1
=

27m3α+ 8αβ − 9m2(3n+ 2α)− 3nβ(4 + 3β2) + 3m(6nβ2 + α(−4 + 3β2))

2(3m− β)(−4 + 9m2 − 3β2)
.

(4.106)

4.5 Checks of the generic solution

Now that we have found the solution for the background metric, given by the functions (4.98), (4.99)

and (4.100), we can proceed to calculate the blackening factor and the thermodynamics of the system.

Before that, however, there are some checks that need to be performed to ensure that our solution is

indeed correct. The tests that we will perform are two: first, with the fourth and fifth flow equations

(4.73) and (4.74); and second, with the original Einstein equations (4.22)–(4.24).

4.5.1 Consistency check with the flow equations

During the derivation of the flow equations, we had to impose that the derivatives of our original

equations were satisfied in order to make sure that our solutions were regular enough. This gave rise

to two new equations, that among other things were fundamental to be able to algebraically solve the

system of equations and obtain the flow equations with only the dilaton on the RHS (4.60)–(4.64).

However, then we only needed the first three equations to find the solutions. Therefore, we will proceed

to check that indeed (4.98), (4.99) and (4.100) also solve (4.73) and (4.74).

The first of these two equations, at zero-th order in φ, reads

e2p = e−2mφφ−nK. (4.107)

Ignoring the overall constant (which is negligible in the large r limit), we get

p = −mφ− n

2
log φ, (4.108)

and substituting the solution for φ (4.99) up to log log order,

p(r) =−m
[
− q1

k1 − 1
log r −

(
q2

q1
+

k2

k1 − 1

)
log log r

]
− n

2
log

(
− q1

k1 − 1

)
log r

=
mq1

k1 − 1
log r +

[
m

(
q2

q1
+

k2

k1 − 1

)
− n

2

]
log log r. (4.109)

On the other hand, from (4.92) and (4.98), we get

p(r) = k1

[
1

k1 − 1
log r +

k2

q1(k1 − 1)
log log r

]
− k2

q1
log

(
− 1

k1 − 1
log r

)
=

k1

k1 − 1
log r +

[
k1k2

q1(k1 − 1)
− k2

q1

]
log log r. (4.110)

Therefore, we see that in order for our solution to be consistent with the constraint equations of
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the system, (4.73), these identities should be satisfied,

k1

k1 − 1
=

mq1

k1 − 1
→ k1 = mq1, (4.111)

k2

q1(k1 − 1)
= m

(
q2

q1
+

k2

k1 − 1

)
− n

2
. (4.112)

The first of these equations is obviously satisfied, as can be seen from the definitions (4.79) and

(4.89). The second one is trickier, but one can simplify

m

(
q2

q1
+

k2

k1 − 1

)
− n

2
=

9m3α− 9m2(n+ 2α)β +mα(−4 + 3β2) + 6mn(4 + 3β2)− nβ(4 + 3β2)

2(3m− β)(−4 + 9m2 − 3β2)
,

(4.113)

and comparing with (4.105) check that indeed it is also satisfied.

We also need to do the corresponding check starting from (4.74),

a2e−2h̃ = e2(m−β)φφn−αC, (4.114)

and from this,

h̃ = (β −m)φ− n− α
2

log φ. (4.115)

Substituting φ(r) (4.99),

h̃(r) =
q1(m− β)

k1 − 1
log r +

[
(m− β)

(
q2

q1
+

k2

k1 − 1

)
− n− α

2

]
log log r. (4.116)

Then, taking into account that h(r) = h̃(r)−A(r), and using (4.98),

h(r) =
q1(m− β)− 1

k1 − 1
log r +

[
(m− β)

(
q2

q1
+

k2

k1 − 1

)
− n− α

2
− k2

q1(k1 − 1)

]
log log r. (4.117)

Comparing with the result (4.100), we see that also the following identities need to be satisfied,

c1 − 1

k1 − 1
=
q1(m− β)− 1

k1 − 1
→ c1 = q1(m− β), (4.118)

(m− β)

(
q2

q1
+

k2

k1 − 1

)
− n− α

2
− k2

q1(k1 − 1)
=
k2(c1 − 1)

q1(k1 − 1)
− c2

q1
. (4.119)

As happened before, the first identity is easy to check just with the definitions (4.87) and (4.79).

For the second, one needs to compute

(m− β)

(
q2

q1
+

k2

k1 − 1

)
− n− α

2
− k2

q1(k1 − 1)
=

=
27m3α+ 8αβ − 9m2(3n+ 2α)− 3nβ(4 + 3β2) + 3m(6nβ2 + α(−4 + 3β2))

2(3m− β)(−4 + 9m2 − 3β2)
,

(4.120)

and comparing with (4.106) see that it is indeed satisfy. Thus, we conclude that our solution (4.98)–

(4.100) does satisfy the constraint equations and is consistent with our derivation of the flow equations.
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4.5.2 Check with the full equations of motion

The second check that we want to make is with our original Einstein equations (4.22)–(4.24), i.e. we

want to make sure that (4.98)–(4.100) are indeed solutions of the original equations of motion, at least

in the large r limit that corresponds to the approximations that we have made in the derivation of the

flow equations and their resolution.

What we will do is use the functional form of the solutions of the flow equations as an ansatz for

the full equations of motion, that is,

φ(r) = φ0 + φ1 log r + φ2 log log r, (4.121)

A(r) = A0 +A1 log r +A2 log log r, (4.122)

h(r) = h0 + h1 log r + h2 log log r. (4.123)

Plugging this and the form of the potentials (4.3) into (4.22)–(4.24), we find

0 =
log r(h2(3A1 + 2h1 − 1) + h1(3A1 + h1 − 1) log r + 3A2h1) + h2(3A2 + h2 − 1)

r2 log2 r

+
9ZIRr

−2h1(β − 3m)2 log−2h2 r(φ1 log r + φ2 log log r + φ0)αe2β(φ1 log r+φ2 log log r+φ0)−2h0

2(3β(β −m) + 4)2
,

(4.124)

0 =
1

9r2 log2 r

[
log2 r

(
−9A2

1 − 9A1 + 3h2
1 − 3h1 + 4φ2

1

)
+ log r(−9(2A1 + 1)A2 + 6h1h2 − 3h2 + 8φ1φ2)− 9A2

2 − 9A2 + 3h2
2 − 3h2 + 4φ2

2

]
, (4.125)

0 =VIR(φ1 log r + φ2 log log r + φ0)ne2(A0+log r(A1+mφ1)+log log r(A2+mφ2)+mφ0)

− 6(A1 log r +A2)(h1 log r + h2)

r2 log2 r
− 12(A1 log r +A2)2

r2 log2 r
+

4(φ1 log r + φ2)2

3r2 log2 r

− ZIR(9m− 3β)2(φ1 log r + φ2 log log r + φ0)αe2β(φ1 log r+φ2 log log r+φ0)−2(h0+h1 log r+h2 log log r)

2(3β(β −m) + 4)2
.

(4.126)

We are interested in the deep IR dynamics, so we can make a large r expansion, which leads to

0 =
1

2
a2e−2h0+2βφ0 (log r)−2h2+2βφ2 r−2h1+2βφ1ZIR (φ0 + φ1 log r + φ2 log (log r))α

+
h1(−1 + 3A1 + h1)

r2
+

3A2h1 + (−1 + 3A1 + 2h1)h2

r2 log r
+O

(
1

r3

)
+O

(
1

r2(log r)2

)
, (4.127)

0 =− 9A1 + 9A2
1 + 3h1 − 3h2

1 − 4φ2
1

6r2
+
−9(1 + 2A1)A2 + (−3 + 6h1)h2 + 8φ1φ2

9r2 log r
+O

(
1

r3

)
+O

(
1

r2(log r)2

)
,

(4.128)

0 =e2A0+2mφ0 (log r)2A2+2mφ2 r2A1+2mφ1VIR (φ0 + φ1 log r + φ2 log (log r))n

− 1

2
a2e−2h0+2βφ0 (log r)−2h2+2βφ2 r−2h1+2βφ1ZIR (φ0 + φ1 log r + φ2 log (log r))α

− 2(18A2
1 + 9A1h1 − 2φ2

1)

3r2
− 2(9A2h1 + 9A1(4A2 + h2)− 4φ1φ2

3r2 log r
+O

(
1

r3

)
+O

(
1

r2(log r)2

)
.

(4.129)
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Furthermore, we do the approximation

(φ0 + φ1 log r + φ2 log log r)α = (φ1 log r)α
(

1 +
φ0

φ1 log r
+
φ2 log log r

φ1 log r

)α
' (φ1 log r)α, (4.130)

in the terms coming from the power law of the potentials. With that,

0 '1

2
a2e−2h0+2βφ0φα1 (log r)α−2h2+2βφ2 r−2h1+2βφ1ZIR

+
h1(−1 + 3A1 + h1)

r2
+

3A2h1 + (−1 + 3A1 + 2h1)h2

r2 log r
, (4.131)

0 '− 9A1 + 9A2
1 + 3h1 − 3h2

1 − 4φ2
1

6r2
+
−9(1 + 2A1)A2 + (−3 + 6h1)h2 + 8φ1φ2

9r2 log r
, (4.132)

0 'e2A0+2mφ0φn1 (log r)n+2A2+2mφ2 r2A1+2mφ1VIR

− 1

2
a2e−2h0+2βφ0φα1 (log r)α−2h2+2βφ2 r−2h1+2βφ1ZIR

− 2(18A2
1 + 9A1h1 − 2φ2

1)

3r2
− 2(9A2h1 + 9A1(4A2 + h2)− 4φ1φ2

3r2 log r
. (4.133)

From this, we can try to find the coefficients that solve these equations. First, we look at the r

dependences. Imposing that in the first terms of (4.131) and (4.133) there are no logarithms gives the

two conditions

−2h2 + 2βφ2 + α = 0, (4.134)

2A2 + 2mφ2 + n = 0. (4.135)

Imposing that in those same terms, the exponent of r is -2 gives

−2h1 + 2βφ1 + 2 = 0, (4.136)

2A1 + 2mφ1 + 2 = 0. (4.137)

Then, the 1/r2 terms cancel if we have

1

2
a2e−2h0+2βφ0ZIRφ

α
1 + h1(−1 + 3A1 + h1) = 0, (4.138)

e2A0+2mφ0VIRφ
n
1 + h1(−1 + 3A1 + h1)− 2

3
(18A2

1 + 9A1h1 − 2φ2
1) = 0. (4.139)

Lastly, both terms in (4.132) have to cancel separately, so we find

9A1 + 9A2
1 + 3h1 − 3h2

1 − 4φ2
1 = 0, (4.140)

−9(1 + 2A1)A2 + (−3 + 6h1)h2 + 8φ1φ2 = 0. (4.141)

In conclusion, we need to solve (4.134)–(4.141). Note that we have eight equations and nine

variables, so one of them will remain unfixed. It’s easy to see that it must be one of the #0 coefficients,

which we choose to be φ0 so that we can set it equal to 0.
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From equations (4.136), (4.137) and (4.140) we find

φ1 =
9m− 3β

4− 9m2 + 3β2
, (4.142)

A1 =
4− 3mβ + 3β2

−4 + 9m2 − 3β2
, (4.143)

h1 =
4− 9m2 + 9mβ

4− 9m2 + 3β2
. (4.144)

Comparing this with (4.101)–(4.103) we see that indeed they are the same coefficients that we

obtained from the flow equations. Next, we use (4.134), (4.135) and (4.141), together with the results

(4.142)–(4.144) to find the #2 coefficients. The result is

φ2 =
α(4− 9m2 + 18mβ − 3β2)− 3n(4 + 9m2 − 6mβ + 3β2)

2(3m− β)(−4 + 9m2 − 3β2)
, (4.145)

A2 =
9m3α− 9m2(n+ 2α)β +mα(−4 + 3β2) + 6mn(4 + 3β2)− nβ(4 + 3β2)

2(3m− β)(−4 + 9m2 − 3β2)
, (4.146)

h2 =
27m3α+ 8αβ − 9m2(3n+ 2α)− 3nβ(4 + 3β2) + 3m(6nβ2 + α(−4 + 3β2))

2(3m− β)(−4 + 9m2 − 3β2)
. (4.147)

These results also coincide with the ones from the flow equations (4.104)–(4.106). Lastly, from

(4.138) and (4.139) we can fix A0 and h0,

φ0 = 0, (4.148)

A0 = log

3
√

2
(

9m−3β
4−9m2+3β2

)−n
2
√

8+14β2+9m2β2+6β2−3mβ(6+5β2)
4−9m2+3β2

√
VIR

√
4− 9m2 + 3β2

 , (4.149)

h0 = −1

2
log

12
(

9m−3β
4−9m2+3β2

)−α (
27m3β + 8(1 + β2)− 9m2(2 + 5β2) + 6m(β + 3β3)

)
aZIR(4− 9m2 + 3β2)2

 . (4.150)

In conclusion, we see that the solutions of the flow equations indeed satisfy both of the consistency

checks, and therefore we can be certain that they are indeed the correct IR expansion of the metric for

the family of potentials (4.3).

4.6 Analysis of the parameter space

Despite the fact that the functions (4.98)–(4.100) have been shown to be a consistent solution of both

the flow and Einstein equations, we still have to investigate whether or not they are valid in the whole

parameter space of (β,m, α, n). In particular, we will look at the following possible issues:

� In Chapter 3, we saw that in order for the holographic theory to correctly reproduce a QCD-like

large N gauge theory, we needed the metric functions to satisfy certain properties. For example,

the dilaton φ → ∞ in the IR. Also, A represents the energy scale, so we must have A → −∞
in the same limit. Such conditions will imply that not all possible parameters are allowed, and

indeed the possible values of β and m are quite restricted.

� During our resolution of the problem, we have continuously been working with quotients of

polynomials in the variables (β,m, α, n). This awakes the obvious concern that for some values
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of the parameters we might have divided by zero or taken other similarly unwise steps. Indeed,

we will find that for some singular subspaces of the parameter space, the generic solution

(4.98)–(4.100) is not valid, and we will need to solve again the flow equations for each particular

case.

4.6.1 Allowed parameter space

We begin by studying which regions of the parameter space are allowed by sensible physical arguments

if the generic solution is to be trusted. The considerations that we make are:

� In order for the theory in the gravity side to be strongly coupled in the IR, we need that the

dilaton φ→∞ when r →∞. This translates into

φ1 > 0, (4.151)

where we are using the functional forms (4.121)–(4.123).

� In order for A to represent a suitable energy scale, we need that A→ −∞ when r →∞, which

amounts to

A1 < 0. (4.152)

Note that in the gravity picture this corresponds to the spatial dimensions decreasing in size as r

grows, which is consistent with the coarse-graining picture of the RG flows.

� The are two sensible conditions that we can impose regarding the anisotropy h(r). We can either

say that the whole spatial hyper-surface has to decrease in the deep IR6, which amounts to

3A1 + h1 < 0, (4.153)

or we can look at the more restrictive condition that the x3 direction doesn’t blow up in size of

its own,

A1 + h1 < 0. (4.154)

For now, we will consider the second, more restrictive condition.

� Lastly, we must require that all the coefficients are real numbers, since we don’t want complex

solutions. In the log and log log terms the coefficients are just quotients of polynomials and

therefore are always real, so we only get constrains from A0 and h0.

In conclusion, we see that our parameters have to satisfy the following inequalities,

φ1 =
9m− 3β

4− 9m2 + 3β2
> 0, (4.155)

A1 =
4− 3mβ + 3β2

−4 + 9m2 − 3β2
< 0, (4.156)

A1 + h1 =
−3(3m2 − 4mβ + β2)

4− 9m2 + 3β2
< 0. (4.157)

6Note that this will be the area of the black brane solution after we include the blackening factor f(r). Therefore, this
condition is equivalent to the requirement of finite entropy in the deep IR.
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Looking at (4.155), we find that we must have

3m− β > 0 and 4− 9m2 + 3β2 > 0 (4.158)

or

3m− β < 0 and 4− 9m2 + 3β2 < 0. (4.159)

However, the conditions in (4.159) are contradictory with one another, so we are left with (4.158).

Since the denominators are equal, (4.156) reduces to

4− 3mβ + 3β2 > 0, (4.160)

which is automatically satisfied in the case 3m > β.

Next, looking at (4.157), we find

3m2 − 4mβ + β2 = (3m− β)(m− β) > 0, (4.161)

and therefore we conclude that from (4.155)–(4.157) the allowed parameter space is

m > β, 4− 9m2 + 3β2 > 0. (4.162)

Lastly, we have to look at the reality conditions for A0 and h0. Since they are given in terms of

logarithms (4.149), (4.150), we have to require that the argument of said logarithm is real and positive.

Taking into account the restrictions that we already found, we have two more inequalities that need to

be satisfied,

27m3β + 8(1 + β2)− 9m2(2 + 5β2) + 6m(β + 3β3) > 0, (4.163)

8 + 14β2 + 9m2β2 + 6β2 − 3mβ(6 + 5β2) > 0. (4.164)

First we look at (4.163) and find the roots of the polynomial,

27m3β + 8(1 + β2)− 9m2(2 + 5β2) + 6m(β + 3β3) = −3β

(
m− 2(1 + β2)

3β

)(
4− 9m2 + 9mβ

)
.

(4.165)

The first factor is always greater than zero in the region delimited by (4.162). Therefore, the new

condition that we find is

4− 9m2 + 9mβ > 0. (4.166)

It is easy to check that (4.164) is always satisfied in the already delimited region. Therefore, we

conclude that the allowed parameter space is (see Figure 4.1a):

m− β > 0, (4.167)

4− 9m2 + 3β2 > 0, (4.168)

4− 9m2 + 9mβ > 0. (4.169)
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Figure 4.1: According to the conditions (4.151)–(4.154), only a certain subregion of the (β,m) plane
is allowed. In subfigure (a), we imposed that the anisotropic direction x3 has a finite warp factor in
the IR (4.154). In subfigure (b), we only consider the restriction of non-divergent entropy as r →∞
(4.153).

The analysis that we have performed in completely analogous in the case that we consider the less

restrictive condition (4.153) instead of (4.154). The only change in the final result is that in (4.167) we

need to swap m→ 3m. Thus, the allowed region in this case is (see Figure 4.1b):

3m− β > 0, (4.170)

4− 9m2 + 3β2 > 0, (4.171)

4− 9m2 + 9mβ > 0. (4.172)

It is interesting to see that even though we started with completely general potentials, these simple

arguments allow us to conclude that a sizeable region of the parameter space leads to unphysical results.

Note also that we only find restriction for the parameters in the exponentials, the power laws of the

potentials (4.3) remain completely unfixed.

4.6.2 Singular points

Now, we proceed to study in which regions of the parameter space our solution in terms of a log + log log

expansion in the deep IR might not be valid. These might be because of various reasons, such as a

division by zero at some point, a vanishing coefficient in the flow equations that leads to a completely

different integral, etc. In order to find these singular points, we look for:

� Points where the coefficients of the generic solution (4.142)–(4.150) might diverge.

� Points where the coefficients in the large dilaton expansion of the flow equations (4.70)–(4.74)

vanish (which would lead to a different functional form after integration).

� Points where the coefficients in the large dilaton expansion of the flow equations (4.70)–(4.74)
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diverge.

It is easy to see that the singular points that we will need to look at are

� m = 1
3

√
4 + 3β2, where the coefficients A1, h1, φ1, A2, h2 and φ2 diverge.

� m = 1
3β, where the zero-th order coefficients of the flow equations vanish, and also the coefficients

A2, h2 and φ2 diverge.

� m = 4+3β2

3β , where various coefficients of the flow equations diverge.

� Lastly, we will also look at the point β = 3m and α = 3n, which stands to attention due to the

fact that some of the divergences that we found in the case β = 3m cancel and give a finite result

for A2, h2 and φ2. From (4.145)–(4.147),

A2(β = 3m,α = 3n) =

(
9m2 − 2

)
n

18m2 + 4
, (4.173)

h2(β = 3m,α = 3n) = −
3
(
9m2 − 2

)
n

18m2 + 4
, (4.174)

φ2(β = 3m,α = 3n) = − 9mn

9m2 + 2
. (4.175)

In each of these points, the solution that we found in sections 4.4 and 4.5 is not valid. Therefore,

now we proceed to solve the problem from the beginning in each of the cases separately.

4.7 Solution at singular points

In section 4.5 we have thoroughly checked that the solution that we obtained from the flow equations

in the generic case was indeed the correct one, since it also approximately solved the original Einstein

equations. Therefore, for this section, we assume that also the solution from the flow equations in the

special cases can be trusted, and we will not redo all the checks once again.

The strategy is to look separately to each of the singular points that we found in subsection 4.6.2,

find where the generic calculation goes wrong in each case, and find the corresponding solution.

Case I: m = β/3

In this case, some of the terms in the large dilaton expansion of the flow equations vanish, which

means that the result of their integration will be, in principle, different. Setting m = β/3 in equations

(4.70)–(4.72) results in the new flow equations,

φ̇(A) =
3α− 9n

4 (β2 + 2)φ
, (4.176)

˙̃
h(A) =

β(α− 3n)

2 (β2 + 2)φ
, (4.177)

ṗ(A) =
3βn− αβ

(4β2 + 8)φ
. (4.178)

The equation for φ(A) can be easily solved,

φ(A) =

√
3A(α− 3n)

2(β2 + 2)
(4.179)
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Then we can use this result to solve the equations for h and p. Substituting into (4.177) and

(4.178),

˙̃
h(A) =

√
(α− 3n)β2

6(2 + β2)A
, (4.180)

ṗ(A) = −

√
(α− 3n)β2

24(2 + β2)A
, (4.181)

and integrating,

h̃(A) =

√
2(α− 3n)β2

3(2 + β2)
A, (4.182)

p(A) = −

√
(α− 3n)β2

6(2 + β2)
A. (4.183)

Again we are neglecting integration constants that will be negligible in the deep IR limit.

As we did in the case of the generic solution, we are interested in finding the metric functions in

conformal coordinates. From the definition of p(A) (4.25),

dr = −e
−A−

√
(α−3n)β2

6(2+β2)
A
dA. (4.184)

This integral can be solved, and the result is

r = e
−A−

√
(α−3n)β2

6(2+β2)
A
[
1 +O

(
1√
A

)]
, (4.185)

so in the large A limit we have

log r = −A−

√
(α− 3n)β2

6(2 + β2)
A. (4.186)

This is the same type of equation as (4.82) and (4.96), where the linear term in A is leading with

respect to the square root. Again we can solve it approximately by proposing an ansatz of the form

A = − log r + λ with small λ. This leads to

A(r) = log
1

r
−

√
(3n− α)β2

6(2 + β2)
log r. (4.187)

Then we just need to put this result into (4.182) and (4.179),

φ(r) =
1

2

√√√√(3n− α)

β2 + 2

(
6 log r +

√
6β2(3n− α)

β2 + 2
log r

)
, (4.188)

h(r) = log r +

√
(3n− α)β2

6(2 + β2)
log r

1 + 2

√√√√1 +
1

log r

√
(3n− α)β2

6(2 + β2)
log r

 , (4.189)

where we have already taken into account the redefinition of h from h̃.
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However, in this result, coming from directly substituting A(r) into the metric functions, we notice

that we have more subleading terms (of order (log r)1/4) than in the expression that we found for A(r).

This is an inconsistency, so we need to throw these further corrections. Finally, the result that we find

is

φ(r) =
1

2

√
6(3n− α)

β2 + 2
log r, (4.190)

h(r) = log r +

√
3(3n− α)β2

2(2 + β2)
log r. (4.191)

Case II: m =
√

4 + 3β2/3

In this case, the problem with the generic solution was that all the coefficients A1, h1, φ1, A2, h2, φ2

diverge. However, none of the terms in the flow equations cancel or diverge, and therefore we should

expect that our solution has the same functional form. The problem is that the variable k1 (4.89)

becomes 1, and therefore the change of variables back to conformal coordinates (4.95) is not valid.

Plugging m =
√

4 + 3β2/3 into the flow equations (4.70)–(4.72) results in

φ̇(A) = − 3√
3β2 + 4

−
9
(
αβ
(
β −

√
3β2 + 4

)
+
(
β2 + 2

)
n
)

(
β
(√

3β2 + 4− 3β
)
− 4
)2
φ

, (4.192)

˙̃
h(A) = 1− 3β√

3β2 + 4
(4.193)

−
3
(
α
(
−3β4 + 2β2 + 4

√
3β2 + 4β + 8

)
+
(
β
(

3β
(
β
√

3β2 + 4− 4
)

+ 2
√

3β2 + 4
)
− 16

)
n
)

2 (β2 + 2) (3β2 + 4)3/2 φ
,

ṗ(A) = 1 +
3
(
β
(√

3β2 + 4 + 3β
)

+ 4
)
n− 3αβ

(√
3β2 + 4 + β

)
2 (β2 + 2)

√
3β2 + 4φ

. (4.194)

Solving these equations in terms of the coordinate A follows the same steps that we have done

before: first solve the differential equation for φ(A), then plug the result in the other to equations, and

find h̃(A) and p(A) by ordinary integration. The results are

φ(A) = − 3A√
3β2 + 4

−
3
√

3β2 + 4
(
αβ
(
β −

√
3β2 + 4

)
+
(
β2 + 2

)
n
)

(
β
(√

3β2 + 4− 3β
)
− 4
)2 log(−A), (4.195)

h̃(A) =
A
(√

3β2 + 4− 3β
)

√
3β2 + 4

(4.196)

+

(
−α
√

3β2 + 4β2 + 2α
√

3β2 + 4 + 4αβ + 3β3n− 4
√

3β2 + 4n+ 2βn
)

2 (β2 + 2)
√

3β2 + 4
log(−A),

p(A) = A+

(
αβ
(√

3β2 + 4 + β
)
−
(

3β2 +
√

3β2 + 4β + 4
)
n
)

2 (β2 + 2)
log(−A). (4.197)

In order to find the solution in conformal coordinates again we use the definition of p(A) (4.25). In

this case, however, the exponential part of the integral disappears, and actually the equation can be
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integrated exactly, without further deep IR approximations. The result is

r = −
2A
(
β2 + 2

)
(−A)

αβ(
√

3β2+4+β)−(3β2+
√

3β2+4β+4)n
2(β2+2)

(α+ 2)β2 + α
√

3β2 + 4β −
(

3β2 +
√

3β2 + 4β + 4
)
n+ 4

. (4.198)

From (4.198), analogously to what we did before, we can find φ(r), A(r), h(r). We arrive at

A(r) = −

r
(

(α+ 2)β2 + α
√

3β2 + 4β −
(

3β2 +
√

3β2 + 4β + 4
)
n+ 4

)
2(β2 + 2)


2(β2+2)

(α+2)β2+α
√

3β2+4β−(3β2+
√

3β2+4β+4)n+4

(4.199)

φ(r) =
3√

3β2 + 4

−
(
αβ
(
β −

√
3β2 + 4

)
+
(
β2 + 2

)
n
)

β
(

(α− 2)
√

3β2 + 4 + (4− α)β
)

+
(
β
(√

3β2 + 4− 3β
)
− 4
)
n+ 4

log r

+

r
(

(α+ 2)β2 + α
√

3β2 + 4β −
(
β
(√

3β2 + 4 + 3β
)

+ 4
)
n+ 4

)
2(β2 + 2)


2(β2+2)

(α+2)β2+α
√

3β2+4β−(β(
√

3β2+4+3β)+4)n+4


(4.200)

h(r) =

3β

(
r
(

(α+2)β2+α
√

3β2+4β−
(

3β2+
√

3β2+4β+4
)
n+4

)
4(β2+2)

) 2(β2+2)
(α+2)β2+α

√
3β2+4β−(3β2+

√
3β2+4β+4)n+4

√
3β2 + 4

−

(
α
(√

3β2 + 4β2 − 2
√

3β2 + 4− 4β
)

+
(
−3β3 + 4

√
3β2 + 4− 2β

)
n
)

√
3β2 + 4

(
(α+ 2)β2 + α

√
3β2 + 4β −

(
3β2 +

√
3β2 + 4β + 4

)
n+ 4

) log r. (4.201)

Case III: m = 4+3β2

3β

In this case, the problem that arises is that various of the coefficients in the large dilaton expansion of

the flow equations (4.70)–(4.72) diverge. Therefore, we cannot use these equations to solve the problem.

Going one step back to the full flow equations (4.65)–(4.67), we rapidly notice that the problem is that

the quadratic term in the denominator of each of the equations vanishes, and we are left with

φ̇(A) =
6φ(A)

(
4
(
β2 + 2

)
φ(A) + β(3n− α)

)
φ(A) (α (8− 6β2) + 6β2n) + 3αβ(n− α)

, (4.202)

˙̃
h(A) = −

32
(
β2 + 2

)
φ(A)2 + 4βφ(A)

(
3
(
β2 + 4

)
n− α

(
3β2 + 8

))
+ 3β2

(
α2 + 3n2 − 4αn

)
β (φ(A) (α (8− 6β2) + 6β2n) + 3αβ(n− α))

, (4.203)

ṗ(A) = −
((

6β2 + 8
)
φ(A) + 3βn

) (
4
(
β2 + 2

)
φ(A) + β(3n− α)

)
β (φ(A) (α (8− 6β2) + 6β2n) + 3αβ(n− α))

. (4.204)
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Performing the large dilaton expansion in this case gives (up to 1/φ terms),

φ̇(A) = −
12
(
β2 + 2

)
φ

3αβ2 − 4α− 3β2n
+

3
(
9α2β3 + 8α2β + 9β3n2 − 18αβ3n

)
(−3αβ2 + 4α+ 3β2n)2 , (4.205)

˙̃
h(A) =

16
(
β2 + 2

)
φ

β (3αβ2 − 4α− 3β2n)
−

2
(
9α2β4 + 24α2β2 − 8α2 + 9β4n2 + 36β2n2 − 18αβ4n− 60αβ2n+ 24αn

)
(−3αβ2 + 4α+ 3β2n)2 ,

(4.206)

ṗ(A) =
4
(
β2 + 2

) (
3β2 + 4

)
φ

β (3αβ2 − 4α− 3β2n)
+
−27α2β4 − 60α2β2 − 32α2 − 45β4n2 − 72β2n2 + 72αβ4n+ 84αβ2n− 48αn

(−3αβ2 + 4α+ 3β2n)2 .

(4.207)

These equations can now be solved by the same process as in the previous cases. We arrive at

φ(A) =
e

12A(β2+2)
α(4−3β2)+3β2n

12 (β2 + 2) (α (4− 3β2) + 3β2n)
, (4.208)

h̃(A) = −
54Aβ

(
β2 + 2

)2
(n− α) + e

12A(β2+2)
α(4−3β2)+3β2n

9β (β2 + 2) (α (4− 3β2) + 3β2n)
, (4.209)

p(A) = −
(
3β2 + 4

)
e

12A(β2+2)
α(4−3β2)+3β2n + 216Aβ

(
β2 + 2

)2
n

36β (β2 + 2) (α (4− 3β2) + 3β2n)
. (4.210)

As usual, from p(A) we can find the relation between A and the conformal coordinate r,

r =

(
α
(
4− 3β2

)
+ 3β2n

)
e

A(α(3β2−4)−3(3β2+4)n)
α(4−3β2)+3β2n

α (4− 3β2) + 3 (3β2 + 4)n
, (4.211)

and solving for A and plugging the result back into (4.208), (4.209),

A(r) =

(
3αβ2 − 4α− 3β2n

)
−3αβ2 + 4α+ 9β2n+ 12n

log r, (4.212)

φ(r) = −

(
3αβ2−4α−3β2n

r(3αβ2−4α−9β2n−12n)

)− 12(β2+2)(3αβ2−4α−3β2n)
(−3αβ2+4α+3β2n)(−3αβ2+4α+9β2n+12n)

12 (β2 + 2) (3αβ2 − 4α− 3β2n)
, (4.213)

h(r) =

(
3
(
3β2 + 4

)
n− α

(
9β2 + 8

))
α (4− 3β2) + 3 (3β2 + 4)n

log r −

(
−3αβ2+4α+3β2n

r(9β2n+12n−3αβ2+4α)

) 12(β2+2)
α(4−3β2)+3(3β2+4)n

9β (β2 + 2) (α (4− 3β2) + 3β2n)
. (4.214)

Case IV: β = 3m and α = 3n

The last point of parameter space that we look at is a sub-case of the already considered β = 3m. As

we can see from (4.176)–(4.178), if α = 3n all the coefficients vanish. Moreover, we can see that the

full equations of motion (4.65)–(4.67) vanish for this choice of parameters.

It turns out that this is a very general statement. Even before substituting the IR behaviour of the
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potentials Z(φ) and V (φ) (4.3), the flow equations (4.60)–(4.64) can be rewritten as

φ̇(A) =
6
(
d
dφ logZ(φ)− 3 d

dφ log V (φ)
)

16− 3 d
dφ log V (φ) d

dφ logZ(φ) + 3
(
d
dφ logZ(φ)

)2 , (4.215)

˙̃
h(A) =

3
(
d
dφ log V (φ)− d

dφ logZ(φ)
)(

3 d
dφ log V (φ)− d

dφ logZ(φ)
)

16− 3 d
dφ log V (φ) d

dφ logZ(φ) + 3
(
d
dφ logZ(φ)

)2 , (4.216)

ṗ(A) =
3 d
dφ log V (φ)

(
3 d
dφ log V (φ)− d

dφ logZ(φ)
)

16− 3 d
dφ log V (φ) d

dφ logZ(φ) + 3
(
d
dφ logZ(φ)

)2 . (4.217)

The point in the parameter space under consideration, β = 3m and α = 3n corresponds precisely to

Z(φ) = (V (φ))3 , (4.218)

and thus

φ̇(A) = 0,
˙̃
h(A) = 0, ṗ(A) = 0. (4.219)

The only solution in this case is given by constant functions

φ(r) = φ0, A(r) = A0, h(r) = h0. (4.220)

Note that from (4.216) we can see that the case α = n and β = m will also have one of the flow

equations cancel. However, in this case the dilaton φ(r) and scale function A(r) will not be constant,

only h(r). Since the motivation for our study are anisotropic systems, this case is not interesting to us.

This concludes our study of the thermal gas solution for our general choice of dilaton and axion

potentials. In the following chapter, we will proceed to study the black-hole solutions and the

thermodynamics of the corresponding plasma.
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5 Thermodynamics

In Chapter 4, we have performed the most cumbersome part of the calculation that our study involves,

consisting on finding the metric functions A(r) and h(r) and dilaton φ(r) for the case of the thermal

gas solution. As we saw in Chapter 3, this solution describes the confined phase of the anisotropic

QGP-like plasma in the field theory side of the holographic correspondence.

Our goal is to be able to describe the full thermodynamics of the system and in particular the

deconfinement phase transition. Therefore, we also need to solve Einstein’s equations in the case where

the blackening factor is f(r) 6= 1. Once we find that solution, corresponding to the deconfined phase,

we will be able to calculate the temperature, entropy and free energy as we indicated in section 3.3.

It turns out that the integration constants that remained unfixed in the calculation of the metric

functions via the flow equations, despite giving a negligible contribution in the large r limit, are quite

important for the thermodynamics. In particular, the degree of anisotropy a that comes from the axion

field solution (4.5) only enters the thermodynamic quantities through the constant term h0 of h(r),

and one of the main goals that we have is to study the dependence in this parameter.

Therefore, we will use the results that we obtained in section 4.5 coming directly from Einstein

equations, instead of the solutions that we found from the flow equations, in which the integration

constant remained unfixed. This means that will only able to calculate the thermodynamics for the

generic solution, and for the Z ∝ V 3 case, of which we have the complete solution from Einstein

equations, but not for the rest of the special cases that we considered in section 4.7.

5.1 Blackening factor

We need to find the solutions to Einstein equations (4.18)–(4.21) for f(r) 6= 1. The working assumption

is that, since in the UV we always must have f(r) → 1 as r → 0 (so that the metric asymptotes to

AdS), the deviation from f(r) = 1 is small enough so that we can neglect the backreaction of the

blackening factor onto the rest of the metric functions. Thus, we only need to solve the equation

f ′′ + f ′(3A′ + h′) = 0, (5.1)

for the solutions of A(r) and h(r) found in the previous chapter.

5.1.1 f(r) for the generic solution

The generic solution, valid in the region of parameter space studied in secion 4.6.1 (see Figure 4.1) is

given by

A(r) = log

3
√

2
√

6β4+14β2+9β2m2−3(5β2+6)βm+8
3β2−9m2+4

(
9m−3β

3β2−9m2+4

)−n/2
√
VIR

√
3β2 − 9m2 + 4

+

(
3β2 − 3βm+ 4

)
log(r)

−3β2 + 9m2 − 4

+
log(log(r))

(
9αm3 − 9βm2(2α+ n) + α

(
3β2 − 4

)
m+ 6

(
3β2 + 4

)
mn− β

(
3β2 + 4

)
n
)

2(3m− β) (−3β2 + 9m2 − 4)
,

(5.2)
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h(r) = −1

2
log

12
(
8
(
β2 + 1

)
+ 27βm3 − 9

(
5β2 + 2

)
m2 + 6

(
3β3 + β

)
m
) ( 9m−3β

3β2−9m2+4

)−α
aZIR (3β2 − 9m2 + 4)2


+

(
−9m2 + 9βm+ 4

)
log(r)

3β2 − 9m2 + 4

+
log(log(r))

(
8αβ + 27αm3 − 9βm2(2α+ 3n) + 3m

(
α
(
3β2 − 4

)
+ 6β2n

)
− 3β

(
3β2 + 4

)
n
)

2(3m− β) (−3β2 + 9m2 − 4)
.

(5.3)

Plugging these into (5.1), the differential equation for f(r) that we will need to solve is

f ′′(r) +
f ′(r)

r

(
λ1 −

λ2

log r

)
= 0, (5.4)

where

λ1 =
8 + 9m2 − 18mβ + 9β2

−4 + 9m2 − 3β2
, (5.5)

λ2 =
α(−4 + 9m2 − 9mβ) + n(12− 9mβ + 9β2)

−4 + 9m2 − 3β2
. (5.6)

The solution of this equation is

f(r) = C2 − C1(λ1 − 1)λ2−1

ˆ ∞
(λ1−1) log r

dt e−t t−λ2 , (5.7)

where C1 and C2 are integration constants. This can be checked using the fundamental theorem of

calculus. If we call F (t) a primitive of the integrand, then

f ′(r) = −C1(λ1 − 1)λ2−1 d

dr
(F (∞)− F ((λ1 − 1) log r)) (5.8)

=
C1

rλ1
(log r)−λ2 . (5.9)

Then, taking one more derivative is trivial, and given that

3A′(r) + h′(r) =
1

r

(
λ1 +

λ2

log r

)
. (5.10)

one immediately checks that the equation (5.1) is indeed satisfied by (5.7).

Next, we need to fix the integration constants. They can be fixed by requiring that the blackening

factor tends to 1 at the UV and that it vanishes at the horizon radius rh,

f(rh) = 0, (5.11)

f(r) −−−→
r→0

1, (5.12)

A key point is that for the region of validity of our generic solution, we always have λ1 < 1.

Therefore, as r → 0, the lower integration limit in (5.7) goes to +∞. Therefore, we can fix one of the

integration constants,

C2 = 1. (5.13)
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Figure 5.1: Plot of the blackening factor corresponding to the generic solution for different values of
the parameters λ1 and λ2, with fixed horizon radius rh = 5. In subfigure (a) we fixed λ2 = −2. In
subfigure (b) we fixed λ1 = −0.5.

The second constant is trivial to put in terms of the horizon radius rh. The result is that the

blackening factor for the generic solution is

f(r) = 1−

´∞
(λ1−1) log rdt e

−t t−λ2´∞
(λ1−1) log rh

dt e−t t−λ2
. (5.14)

For ease of visualization, in Figure 5.1 we plot the function (5.14) for different values of the two

parameters λ1 and λ2.

5.1.2 f(r) for the special solution

As we have indicated previously, the only one of the special cases that we can obtain trustable results

for the thermodynamics (while keeping track of the effect of the anisotropy) is the simplest one, β = 3m

and α = 3n. In this case, we saw that the metric functions had to be constants,

A(r) = A0, h(r) = h0. (5.15)

In this case, the equation for the blackening factor is simply f ′′ = 0, and it can be solved immediately,

f(r) = 1− r

rh
. (5.16)

5.2 Free energy and phase transition

Now that we also have the solution of Einstein equations in the case of f(r) 6= 1, that is, in the

deconfined phase; we can proceed to investigate the confinement-deconfinement phase transition.

As we indicated in Chapter 3, there are two possible ways to do the calculation. One is to use

Witten’s prescription (2.72) and find the partition function by evaluating the gravity action (4.1) on

the classical solution found in Chapter 4. This, however, requires both the Gibbons-Hawking term of

the action, as well as the counterterms. Instead, we will compute the temperature and entropy and

from them find the free energy using standard thermodynamic relations.
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Figure 5.2: Plot of the temperature and the entropy as a functions of the radius horizon rh, corresponding
to the generic solution for different values of the parameters λ1 and λ2. In subfigure (a) we plot
the temperature for fixed λ2 = −2. In subfigure (b) we plot the temperature for fixed λ1 = −1. In
subfigure (c) we plot the entropy for fixed λ2 = −2 and a = 1. In subfigure (d) we plot the entropy for
fixed λ1 = −1 and a = 1. Note that the only case where S(rh) doesn’t diverge as rh → 1 is for λ2 = 0.
This case is also the only one in which T (rh) doesn’t have a minimum.

5.2.1 Thermodynamics of the generic solution

First we investigate the thermodynamics for the generic solution. The starting point of the calculation

is the blackening factor (5.14). As we argued in section 3.3, the temperature is the inverse of the period

of euclidean time necessary to avoid a conical singularity near the horizon (3.28),

T (rh) =
|f ′(rh)|

4π
. (5.17)

We have already computed the derivative of the blackening factor in (5.9), so we find the temperature

as a function of rh without any additional effort,

T = −(λ1 − 1)1−λ2

4π

(log rh)−λ2

rλ1h

(ˆ ∞
(λ1−1) log rh

dt e−t t−λ2

)−1

. (5.18)

In Figures 5.2a and 5.2b we represent T (rh) for different values of the parameters λ1 and λ2.

Notice that in all the cases, except when λ2 = 0, the temperature is not monotonic: it reaches a local

maximum at some finite value of rh before decreasing and vanishing as rh →∞. As we will soon see,

this fact is deeply related to the existence of a phase transition.

Next, we can find the entropy as the area of the brane horizon (3.29). This area can be calculated

as the square root of the determinant of the metric evaluated at the horizon. In our case, as opposed
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to the discussion in section 3.3, there is a contribution from h(r), due to the anisotropy,

S =
e3A(rh)+h(rh)

4GN
. (5.19)

Using our results (5.2) and (5.3), we find

S(rh) = KIR
rλ1h

(log rh)−λ2
, (5.20)

where KIR is a constant depending on the anisotrpy parameter a, the plank mass Mp, the number of

colours of the gauge group N and the parameters ZIR and VIR of the potentials (4.3). In Figures 5.2c

and 5.2d we represent this function for different values of λ1 and λ2.

Now that we have the temperature and the entropy, we can calculate the free energy by means of

the standard thermodynamic relation,

dF = −SdT. (5.21)

Substituting (3.28) and (5.20), we arrive to

dF = KIRr
λ1−1
h (log rh)λ2−2

−rh + rλ1h

(´∞
(λ1−1) log rh

dt e−t t−λ2
)

(λ2 + λ1 log rh)(´∞
(λ1−1) log rh

dt e−t t−λ2
)2 drh, (5.22)

which cannot be integrated analytically.

In this situation, we have two possible ways to proceed, either integrate (5.22) numerically or to do

yet another deep IR approximation.

The numerical integration leads to the result shown in Figure 5.3, where we have normalized the

free energy so that the axis F = 0 corresponds to the thermal gas solution (confined phase). Indeed

we see that there is a critical temperature up from which the black-hole solution minimizes F , which

corresponds to the deconfinement phase transition. Note that it will be a first order phase transition.

We also see that there is a second branch (another black hole solution) that is never the one with

lowest free energy, as was indeed expected [19, 20, 21].
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Figure 5.3: Free energy as a function of the temperature for different values of λ1, λ2 and a.
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Figure 5.4: Heat capacity as a function of rh for different values of the parameters λ1 and λ2.

However, we also see that there appears to be a problem with the branches corresponding to the

black hole solutions: they seem to have the wrong sign for the second derivative, which means that the

specific heat will be negative and that the black-hole solution (corresponding to the deconfined phase)

is always unstable. This can be checked from (3.28) and (5.20) directly,

CV (rh) =
d logS

d log T
=
T (rh)

S(rh)

S′(rh)

T ′(rh)
(5.23)

=
rh

rh − rλ1h
(´∞

(λ1−1) log rh
dt e−t t−λ2

)
(λ2 + λ1 log rh)

− 1, (5.24)

which indeed is smaller than 0 for the values of rh corresponding to the black-hole branches (see Figure

5.4). This result implies that the deconfined phase of the plasma is always unstable. However, this is

likely an artifice of our approximations and not a trustable physical conclusion.

The solution of the background metric that we found in chapter 4 is valid only on the IR, both

because of the choice of the potentials and the large r approximations that we performed. Also treating

the blackening factor f(r) as a perturbation on top of the background metric is grounded on its being

f(r) ∼ 1 for small values of r. Therefore, we can conclude that our results for the thermodynamic

functions T (rh) and S(rh) are only trustable in the large rh limit.

To understand this asymptotic behaviour, we look at the integral in the temperature (5.18) and

perform an approximation analogous to the one in (4.95),

d

dt

(
e−t t−λ2

)
= −e−tt−λ2︸ ︷︷ ︸

leading

−λ2e
−tt−λ2−1︸ ︷︷ ︸

negligible

, (5.25)

since t > log rh � 1. Then we have(ˆ ∞
(λ1−1) log rh

dt e−t t−λ2

)−1

' −
(
e−tt−λ2

∣∣∣∞
(λ1−1) log rh

)−1

= (λ1 − 1)λ2 (log rh)λ2 rλ1−1
h , (5.26)

and the temperature (5.18) becomes

T (rh) = −λ1 − 1

4π

1

rh
. (5.27)
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Figure 5.5: Free energy as a function of rh for different values of the parameters λ1 and λ2.

In this limit, the free energy can be integrated analytically, and the result is

F (rh) = KIR
(1− λ1)−λ2

4π

ˆ ∞
(−λ1+1) log rh

dt e−t tλ2 . (5.28)

However, with this approximation both the temperature (5.27) and the free energy (5.28) are

monotonic as functions of rh (see Figure 5.5), which means that there appears to be no phase transition.

The conclusion is that the approximations that we have used throughout chapter 4 –that permitted us

carry on with the analytic calculations– are not valid in the energy regime in which the deconfinement

phase transition takes place.

5.2.2 Thermodynamics of the special solution

The thermodynamics of the special point in parameter space given by α = 3n and β = 3m are very

simple. Since the metric functions A(r) and h(r) are constants, the entropy is also a constant,

S(rh) = S0, (5.29)

while the temperature will be

T (rh) =
1

4πrh
. (5.30)

The free energy can be integrated directly, and we find,

F = − S0

4πrh
= −S0T. (5.31)

In this case, we also see no phase transition. This is not surprising, since from (4.215)–(4.217) we

saw that this particular choice of the parameters was always a fixed point of the RG equations, and

therefore conformal symmetry is recovered. The conclusion in this case is that this particular choice of

parameters is of no use for the phenomenological description of strongly coupled plasmas.
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6 Summary and outlook

In this work we have studied in detail the infrared behaviour of an anisotropic, strongly interacting

plasma characterized in the gravity side by a dilaton and axion potentials with an exponential times a

power law term. The fact that these are the most general potentials that give rise to confinement at

low energies imply that our results can be applied to the phenomenological study of many strongly

coupled plasmas, and not just the Quark-Gluon Plasma that motivated our investigation.

Our investigation builds upon and extends the analysis of [1]. In their work, they considered

potentials that behaved like an exponential of the dilaton field in the IR, and found that the metric

functions at low energies depended on the holographic coordinate via a logarithm. The presence of a

power law in said potentials adds a log(log) correction to their result, in the more generic case of the

choice of parameters. However, in order to find closed analytic expressions for our solution, we had to

make several approximations that render our results useful only in the deep IR limit:

� From the starting point, the form of the potentials under consideration is only valid in the

infrared. As we have indicated in section 3.2, at high energies we would have a polynomial of the

dilaton whose coefficients can be fixed by the β-function of the gauge theory.

� In the derivation of the flow equations and their resolution, we have used in several occasions

limits justified only in the deep IR (negligible second derivatives, large φ and |A|, etc.)

� Also when finding the solution directly from Einstein equations, we saw that our expressions were

only approximate solutions, valid only in the regime of the holographic coordinate corresponding

to the deep IR, r →∞. It’s easy to see from section 4.5 that the terms we have neglected are of

order O
(

log(log r)
r2 log r

)
.

� Finally, we treated the blackening factor f(r) as a perturbation upon the background metric of

the thermal gas phase. This is only consistent if f(r) ∼ 1 for a wide range of the holographic

coordinate, which in turn requires that the horizon radius rh has to be large.

We stress the performed approximations because they imply that our results should not be trusted

away from the deep IR. In particular, we have seen that the energy scale at which the deconfinement

phase transition takes place is already too high for our results to be trusted, since they would predict a

negative heat capacity for the black hole solutions and hence the instability of the deconfined phase of

the plasma.

We cannot help but conclude that in order to obtain quantitative results regarding the phase

transition one should abandon the hope of analytical results and just solve numerically the flow

equations, or directly the full Einstein’s equations.

Apart from the generic solution, we have also computed the IR behaviour of the background metric

functions in all the particular points of parameter space where the generic solution was not applicable.

In general, the problems that emerged were due to the fact that all the coefficients we were working

with were more or less complicated rational functions of the parameters, and thus have poles that we

should avoid.

Having extended our analysis to each of these particular choices of parameters greatly extends the

phenomenological applicability of this calculation. For example, there are reasons to believe that the
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particular case of the Quark-Gluon Plasma (where the confinement is linear) is better modelled with

the β = 3m case.

Therefore, one of the most obvious directions in which this work can be extended is by looking in

depth into these particular solutions. For each of them, it should be checked that they indeed solve the

full Einstein equations (at least in the IR limit), which is the parameter (sub)space where they are

valid, and of course, how the thermodynamics look for each of the cases.7

Nevertheless, it is also true that we should not expect the special solutions to work better when away

from the IR than the generic solution, since they are subject to the same approximations. Arguably, it

would be preferable to directly do a numerical calculation in these cases too, at least insofar as the

goal is the understanding of the deconfinement phase transition.

7Note that due to the nature of this project, a master’s thesis, time constraints play an important role and in particular
explain why the mentioned analysis isn’t part of this work.
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Appendices

A Conformal diagrams in general relativity

General spacetime metrics can be in principle quite complicated, making an intuitive understanding of

is global properties nearly impossible. Conformal diagrams, or Carter-Penrose diagrams, are a tool

that attempt to circumvent this, allowing direct insight into the causal structure of a given –sufficiently

symmetric– manifold.

The idea is to make a conformal transformation of the coordinates that renders the space finite

while keeping the light-cones invariant. This can be done thanks to conformal transformations being

local rescalings that preserve angles. However, in general, finding the desired coordinate change can be

a difficult task. In what follows we will construct the conformal diagrams of Minkowski space and Anti

de Sitter space, the solutions of general relativity we are most interested on.

A.1 Minkowski spacetime

• R1,1

We begin with two-dimensional Minkowski space,

ds2 = −dt2 + dx2, (A.1)

where both coordinates range from −∞ to ∞.

First, we do the coordinate transformation

(t, x) 7→ u± = t± x, ds2 = −du+du− (A.2)

so that the coordinate axis are the light cones.

Secondly, we do the scaling transformation that brings the coordinates to a finite range,

u± 7→ ũ± = tan−1 u±, |ũ±| <
π

2
, (A.3)

ds2 =
1

4 cos2 ũ+ cos2 ũ−
(−dũ+dũ−) . (A.4)

Figure A.1: Two-dimensional Minkowski space is mapped into the interior of the rectangle, preserving
the light-cones at 45 degrees.
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Lastly, we recover the original timelike and spacelike directions with

ũ± 7→ (τ, θ) = (ũ+ + ũ−, ũ+ − ũ−), (A.5)

ds2 =
1

(cos τ + cos θ)2

(
−dτ2 + dθ2

)
. (A.6)

We know that the overall conformal factor doesn’t affect the causal structure of the spacetime, so

we immediately see that the light-cones will look exactly like the ones from our original Minkowski

space, but with coordinates that only take values on a finite interval (Figure A.1).

•R1,d

Now we consider Minkowski space with d spatial dimensions,

ds2 = −dt2 + dr2 + r2dΩ2
d−1 (A.7)

where dΩ2
d−1 is the metric on the sphere Sd−1.

To find the conformal diagram, we perform the same coordinate transformations as in the d = 1

case, so that (A.7) becomes

ds2 =
1

(cos τ + cos θ)2

(
−dτ2 + dθ2 + sin2 θdΩ2

d−1

)
(A.8)

The only difference is that, since r > 0, also 0 < θ < π, and Minkowski space is mapped –ignoring the

angular coordinates– into a tringle (Figure A.2). Note also that this conformal diagram is topologically

equivalent to R × Sp, which can be seen taking the maximal extension of the coordinate domain,

0 < τ <∞ –the points θ = 0, π correspond to the poles of Sp–.

Figure A.2: (d+1)-dimensional Minkowski space is mapped into the interior of the triangle, preserving
the light-cones at 45 degrees.
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A.2 AdS spacetime

Now we attempt to find the conformal diagram of Anti de Sitter spacetime. In order to do this, we

start from the metric in global coordinates,

ds2 = R2
(
− cosh2 ρ dτ2 + dρ2 + sinh2 ρ dΩ2

p

)
, (A.9)

and do the change of coordinates

tan θ = tanh ρ, 0 ≤ θ < π

2
. (A.10)

With this, (A.9) becomes

ds2 =
R2

cos2 θ

(
−dτ2 + dθ2 + sin2 θ dΩ2

p

)
. (A.11)

This metric coincides with (A.8) up to a conformal factor that doesn’t affect the causal structure

of our spacetime. However, in this case, due to the range of the coordinate θ, a slice of constant τ is

mapped to one hemisphere of Sp+1. Therefore, we can conclude that the conformal diagram of AdS

can be visualized as a cylinder (see Figure A.3).

Notice that the conformal boundary of AdS, R × Sp, corresponds to the conformal diagram of

Minkowski space.

B Basics of supersymmetry

Usually in high energy physics, one studies systems with certain symmetries, mainly under the Poincaré

group and under some other internal (compact, simply connected) Lie group. Supersymmetry enlarges

these groups, adding new fermionic generators to the previously existing symmetries. Obviously, this

new transformations will send a bosonic field to a fermionic one –and viceversa– and therefore a

necessary condition for supersymmetry is that we have the same number of bosonic and fermionic

degrees of freedom at each mass level.

Figure A.3: Conformal diagram on Anti de Sitter spacetime in the case p = 1.
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In this appendix, we will present the most basic aspects of supersymmetry that are necessary to

discuss the super Yang-Mills theory relevant to the AdS/CFT correspondence.

B.1 SUSY algebra

The Poincaré group is generated by the momentum Pµ corresponding to the spacetime translations

–and to the subgroup R1,3– and the Lorentz generators Mµν corresponding to rotations and boosts

–group SO(1, 3)–. In SUSY, we add to these the new generators Qaα and Q̄α̇a = (Qaα)†} with α = 1, 2

and a = 1, . . . ,N ; which are called supercharges. The supercharges are Weyl spinors: they transform

under the (1/2,0) or (0,1/2) representation of the Lorentz group, respectively8,

[Mµν , Q
a
α] = − i

2
(σµν)βαQ

a
β. (B.1)

To define the supersymmetry algebra, we set that they commute with the translations and that

among themselves they satisfy

{Qaα, Q̄βb} = 2σµαβPµδ
a
b , {Qaα, Qbβ} = 2εαβZ

ab, (B.2)

where σµ are the Pauli matrices, εαβ is the antisymmetric tensor and, by construction, the so called

central charges Zab are also antisymmetric and commute with everything (note that this implies that

for minimal supersymmetry N = 1 we must have Z = 0).

One can easily see that the transformations

Qa 7→ UabQ
b, , (B.3)

with Uab ∈ SU(N )R always leave the SUSY algebra invariant. This symmetry is called R-symmetry,

and part of it –or all of it– can be anomalous, depending on the QFT under consideration.

B.2 Representations of the SUSY algebra

In order to study the possible supersymmetric theories that we can have for different values of N , we

need to look at the possible representations of the SUSY algebra.

Massless representations

We know that, for any massless particle, we can choose a Lorentz observer such that the momentum

becomes Pµ = (E, 0, 0, E). With this, (B.2) becomes

{
Qaα, Q̄βb

}
=

(
4E 0

0 0

)
αβ

δab . (B.4)

From the α = β = 2 component we find{
Qa2, (Q

b
2)†
}

= 0, (B.5)

8It should be noted that this is a matter of convention, it is also possible to build the SUSY algebra starting with
Majorana spinors. See [12] as an example.
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and hence for any element of the vector space of the representation, |ψ〉,

||Qa2|ψ〉||2 = 0 ⇒ Qa2 = 0, (B.6)

where we have used that the representations that we are looking for are unitary.

As a consequence, we must have that Zab = 0, and the only nontrivial relation that we have can be

written as {
Qa

2
√
E
,
Q†b

2
√
E

}
= δab , (B.7)

where we have suppressed the subindex ‘1’. From (B.1) we can see that acting with Qa lowers the

helicity by 1/2 (and (Qa)† raises it by 1/2). From (B.7) we see that our system behaves like an ordinary

fermionic oscillator, and therefore we can build the Hilbert space by acting with Qa, a = 1, . . . ,N on a

highest weight state |h〉. However, since this ‘weight’ in our case is the helicity, we have a constraint

imposed by the Wienberg-Witten theorem –that states that a theory without gravity can only contain

states with helicity |h| < 1, or |h| < 2 if there is gravity–, namely that we can have at most N = 4 (or

N = 8 with gravity), or else the state Q1Q2Q3Q4Q5|h〉 would violate said theorem. The dimension of

the representation will be 2N .

Massive representations

In the massive case we proceed similarly to what we did before: we choose a Lorentz frame such

that Pµ = (M, 0, 0, 0) and (B.2) becomes

{Qaα, (Qbβ)†} = 2Mδabδαβ. (B.8)

In the other anticommutator, we can use the R-symmetry to block diagonalize the central charges

Zab so that

Zab =



0 Z1

−Z1 0

0 Z2

−Z2 0
. . .


. (B.9)

Now we rename our indices a → (â, ā) so that â = 1, 2 denotes the row inside each block and

ā = 1, . . . , [N/2] denotes the block. Then, we can define

Qāα± =
1

2

(
Q(1,ā)
α ± σ0

αβ̇
(Q

(2,ā)
β )†

)
. (B.10)

With this, the supersymmetry algebra (B.2) reduces to{
Qāα±, (Qb̄β±)†

}
= δāb̄δαβ (M ± Zā) , (B.11)

and all the rest of the anticommutators vanish. Note that if the RHS of (B.11) is negative, we can
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obtain negative norm states. Since we are looking for unitary representations, we must require that

M ≥ |Zā| ∀ ā = 1, . . . , [N/2] (B.12)

which is known as the BPS bound. Whenever the equality is satisfied for a certain ā, the corresponding

anticommutator vanishes and one of the supercharges Qāα+ or Qāα− is represented by the zero operator.

In general, if n0 of the BPS bounds are saturated, the representation will have dimension 22N−2n0 .

B.3 Field content and lagrangians

Now we are in a situation to be able to study the spectrum of the different supersymmetric theories

for any value of N .

We begin by looking at the possible theories of massless particles with N = 1 SUSY. In this case,

as we saw in the previous section, we have only one operator that lowers the helicity by 1/2 and that

squares to zero. Therefore, there are only two possible theories: one with a gauge field (of helicity 1)

and a Majorana fermion –called the gaugino, its supersymmetric partner– and one with one scalar and

a Weyl fermion.

Let’s look, as an example, to the first theory, called the gauge multiplet. The field content is a

gauge field Aµ and a spinor λ, as we just stated. The most simple lagrangian that we can write is

L = − 1

g2
Tr [F ∧ ?F ] +

θI
8π2

Tr [F ∧ F ]− i

2
Tr
[
λ̄σ̄µDµλ

]
, (B.13)

where the star indicates the Hodge dual and Dµ is the usual covariant derivative. This lagrangian, made

from just the standard kinetic term, the standard Chern-Simmons term, and the minimal coupling

in terms of the covariant derivative, indeed exhibits a N = 1 supersymmetry, given by the explicit

transformations

δεAµ = iε̄σ̄µλ− iλ̄σ̄µε

δελ = σµνFµνε (B.14)

where the parameter of the transformation ε is a Weyl spinor. Note that indeed it is required that the

fermion is massless, the massive gauge multiplet is more complicated.

We won’t write here the lagrangians of all the supersymmetric theories. However, we will list their

field content for future reference:

� N = 1 gauge multiplet, formed by one gauge field Aµ and one Majorana fermion λ.

� N = 1 chiral multiplet, formed by one Weyl fermion ψ and one complex scalar φ.

� N = 2 gauge multiplet, formed by one gauge field Aµ, two Weyl fermions ψ± and one complex

scalar φ.

� N = 2 hypermultiplet, formed by two Weyl fermions ψ± and two complex scalars H±.

� N = 4 gauge multiplet, formed by one gauge field Aµ, four Weyl fermions λa and six real scalars

Xi.
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C Kaluza-Klein compactification on a circle

For the purposes of the AdS/CFT correspondence, as well as many other applications of String Theory,

one needs to compactify a higher dimensional field theory into a 4 dimensional one. The way to do so

is called the Kaluza-Klein mechanism, and here we explain it in the simplest case: the compactification

of one dimension in a circle of radius R.

Scalar field

We begin by considering a free scalar field with equation of motion

(
−�d +m2

)
φ =

[
−�d−1 −

∂2

∂y2
+m2

]
φ = 0. (C.1)

We consider that the scalar field obeys periodic boundary conditions on the S1 corresponding to

the direction y, so that we can Fourier expand,

φ(xµ̄, y) =
∑
n∈Z

φn(xµ̄)e2πiny
R , (C.2)

where the index µ̄ = 0, 1, . . . , d− 2.

With this decomposition, (C.1) becomes(
−�d−1 +m2 +

4π2n2

R2

)
φn = 0 ∀ n ∈ Z. (C.3)

When the compact dimension is small, R→ 0, and all the modes except n = 0 acquire an infinitely

heavy mass and decouple. Thus, we conclude that the dimensional reduction of a scalar field is another

scalar field with the same mass.

Tensor and spinor fields

The case of fields living in non-trivial representations of the Lorentz group is slightly more

complicated that for the scalar field. The core of the previous calculation still is valid: higher modes

in the Fourier expansion will decouple. However, now we will have more than one field. In the case

of a vector field Aµ (i.e. a field belonging to the fundamental representation of SO(1, d− 1)) we will

find two fields, a vector Aµ̄ belonging to the fundamental of SO(1, d− 2) and a scalar Ay. In general,

for a boson field living in a given representation R of SO(1, d− 1), one needs to study the restriction

of R to SO(1, d− 2). In general, one studies what is the multiplicity with which each representation

of the subgroup occurs in R. This restrictions receive the name of branching rules of SO(1, d− 1) to

SO(1, d− 2).

Spinor fields are no different in this regard: the representation of SO(1, d−1) will be written as some

direct sum of representations of SO(1, d− 2). It can be shown that in the presence of supersymmetry,

one can organize the boson and vector fields into SUSY multiplets, and that dimensional reduction

will preserve all the supersymmetries, although one has to take into account that the supercharges will

also behave as the spinor fields described above.

An important example of a tensor field is the metric/graviton Gµν . After dimensional reduction,

we will find a scalar, the dilaton Gyy; a vector field Gµ̄y and a (d− 1)-dimensional metric Gµ̄ν̄ .
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Quantum Chromodynamics (QCD) was developed in 1973 as a way of putting together non-abelian

gauge theories (which had been very successful in the study of electroweak interactions) and parton

models (which also had been very successful as phenomenological models in particle physics). Here we

review its main features, namely UV asymptotic freedom and IR confinement, that we will need to

take into account when building a holographic model for the strong interactions.

D.1 Perturbative QCD

The lagrangian of QCD is that of a SU(3) Yang-Mills theory,

LQCD = −1

4
GaµνG

µν
a + iq̄iγ

µDµqi −mq̄iqi, (D.1)

where the qi are the spinor fields that describe the quarks, each of them a three component vector

in the fundamental of SU(3), and i = u, d, c, s, t, b a flavour index. The covariant derivative and field

strength tensor are,

Dµ = ∂µ − igAaµλa, (D.2)

Gaµν = ∂µA
a
ν − ∂νAaµ + gfabcA

b
µA

c
µ. (D.3)

Here, Aµ is the gluon field, g the coupling constant for the strong interactions, λa the Gell-Mann

matrices and [λa, λb] = f cabλc.

If one proceeds with perturbative quantization starting from (D.1), and extracts the Feynman rules,

one finds that there are three different vertices: a 3-point gluon-quark interaction due to the covariant

derivative term, that is proportional to g; a 3-point gluon self-interaction due to the gauge kinetic

term, proportional to pµg; and a 4-point gluon self-interaction proportional to g2.

Loop contributions in QCD present both UV and IR divergences. The IR ones are solved by

taking into account all the diagrams that lead to experimentally indistinguishable products. Thus, for

example, a diagram with a quark external leg together with a diagram with a quark and a very soft

gluon will partially cancel and give a finite contribution. This is related to the fact that in experiments

of particle physics, what one measures are jets and not individual particles. On the other hand, the

UV divergences require regularization and renormalization. After this procedure, one arrives at the

following β−function for the coupling g,

β(g)

g
= −

33− 2Nf

3

g2

16π2
−

306− 38Nf

3

(
g2

16π2

)2

+O
(
g6
)
, (D.4)

where Nf = 6 is the number of flavours.

D.2 Confinement and asymptotic freedom

The β−function (D.4) contains a lot of interesting information. Usually, one writes it in terms of the

strong structure constant,

αs =
g2

4π
. (D.5)
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In this terms, the resulting RG equation is

dαs(µ)

dµ
= −

33− 2Nf

6π
α2
s(µ)−

153− 19Nf

12π2
α3
s(µ) +O

(
α4
s(µ)

)
, (D.6)

This equation can be integrated between µ and another energy scale Q for which we know αs(Q
2).

The result is that

αs(µ
2) =

αs(Q
2)

1 +
33−2Nf

6π αs(Q2) log µ2

Q2

[
1 +O

(
log logµ2

logµ2

)]
. (D.7)

From this expression of the running coupling constant we see two of the most important features of

QCD: asymptotic freedom in the UV and confinement in the IR. At very high energies, the logarithm

in the denominator grows and αs tends to zero. In this situation the interaction between the quarks

and gluons is very small and we may see them as free particles. However, at low energies, we can have

that the logarithm becomes negative and the coupling constant diverges. The interaction between

the elementary particles becomes strong, and we cannot observe them freely at low energies, only as

composite particles that form colour singlets. This process of confinement cannot be studied directly

from the QCD lagrangian, though, because for g & 1 perturbation theory in term of Feynman diagrams

is no longer valid.
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