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Abstract

In this thesis, we present the first observation of the decay Λ0
b→ D−s p with a significance

of 20σ using proton-proton data collected with the LHCb at
√
s = 7 TeV,

√
s = 8 TeV,

and
√
s = 13 TeV, corresponding to a total integrated luminosity of 4.9 fb−1. Further-

more, considering the normalisation decay Λ0
b→ Λ+

c π
−, we report a branching fraction

of B(Λ0
b→ D−s p) = (10.7± 1.2)× 10−6 (excluding systematic uncertainties). This result

could help understanding the long standing discrepancy on the value of |Vub|.
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Chapter 1

Introduction

The Standard Model is exceptionally successful in describing all particles we currently
know of, and the interactions between them. The Standard Model is visualised in
Fig. 1.1, where we see the three generations of quarks and leptons. Experimental
results from Z boson decays and Higgs production suggest that there are precisely
three generations of leptons, however, this measurement is not able to make the same
prediction for quarks. The question arises if there might be a fourth generation of
quarks, and if not, why there are exactly three generations of quarks as well.

Figure 1.1 – A visualisation of the Standard Model. The sizes of the spheres represent
the relative masses of the fundamental particles where the three colours represent the
three generations of particles. The particles are affected by the force block they are
standing on plus the ones underneath. The force carriers, the gluons (g) for the strong
force, photons (γ) for the electromagnetic force and the Gauge bosons (W± and Z) for
the weak force, are not displayed. Figure taken from Ref. [1].

In the Standard Model, there exist three forces: the strong force, the electromag-
netic force, and the weak force. The weak force is the weakest of the three, and
interaction with the weak force is the only way for a quark to undergo a flavour change
to a different generation. Cabibbo was the first to describe the coupling of the weak
interaction in the case of two generations in a matrix [2]. Kobayashi and Maskawa later
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extended this matrix, which is now known as the CKM-matrix [3]:

VCKM =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtd

 . (1.1)

The CKM-matrix is required to be a unitary matrix. All elements of the CKM matrix
have been measured to be consistent with a unitary matrix. However, within errors,
it is possible to introduce a fourth family by extending this matrix to a four by four
matrix. In addition, the consistency of the CKM framework can be scrutinised by
many different measurements of the parameters that describe the unitary CKM matrix.
Therefore, it is useful to measure the CKM elements with a higher precision to test
unitarity of the CKM-matrix to validate the model and to obtain more information
about a potential fourth family, or obtain more insight in the question why there are
only three generations.

The unitarity property of the CKM-matrix allows to explore the unitarity relations.
One of these unitarity relations is

V ∗ubVud + V ∗cbVcd + V ∗tbVtd = 0. (1.2)

This relation can be divided by V ∗cbVcd to be visualised as a unitarity triangle in the
complex plane. Many measurements have been performed on different parameters
entering this equation and have been combined by the CKMFitter group into the
unitarity triangle as shown in Fig. 1.2 [4]. The dark green band in this figure
shows the magnitude of the CKM element Vub. With its large uncertainty, it is the
least well-known CKM element. Therefore, it would be very interesting to further
investigate |Vub|.
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Figure 1.2 – A plot showing the current CKM fit in the imaginary plane. The red
dashed area around the triangle’s apex is the global combination corresponding to a
68% confidence level. Figure taken from Ref. [5]

Furthermore, on this CKM element, there is currently an unexplained inconsistency
between the inclusive and exclusive measurements of |Vub|, as shown in Fig. 1.3. The
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Figure 4: Corrected mass fits for determining signal yields, for signal (a) and normalisation
(b).
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the corrected mass are selected for the Λ0
b → pµν decay. This improves significantly

the separation between signal and background for the selected candidates. The signal
(Λ0

b → pµν) and normalisation (Λ0
b → Λcµν) yields are extracted from a fit to the

6

Figure 1.3 – Experimental constraints on |Vub|, clearly showing the discrepancy between
the inclusive and exclusive measurements. Figure taken from Ref. [6].
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Figure 1.4 – The Feynman diagram of the decay Λ0
b→ D−

s p.

inclusive measurements performed by the BaBar collaboration using B→ Xu`ν` gave
rise to the average inclusive measurement of |Vub| = (4.49±0.15 +0.16

−0.17±0.17)×10−3 [7].
Several exclusive measurements of LHCb [6], Fermilab and MILC [8], and the RBC
and UKQCD collaborations [9] have given rise to the average exclusive measurement
of |Vub| = (3.70 ± 0.10 ± 0.12) × 10−3. A new measurement of an exclusive |Vub|
measurement could give more insight in this discrepancy.

Hence it is interesting to investigate the branching ratio of Λ0
b → D−s p, since it is

proportional to |Vub|, as shown the Feynman diagram of the decay in Fig 1.4. However,
it is also proportional to the non-factorizable effect of effective field theory due to the
interaction between the involved hadrons by the strong force. The branching ratio of
the decay Λ0

b→ D−s p is proportional to:

B(Λ0
b→ D−s p) ∝ |Vub|

2 |aNF |2 f2
D−

s
F 2
Λ0
b→p

(mD−
s

), (1.3)

where fD−
s

is the decay constant of the D−s meson and F 2
Λ0
b→p

(mD−
s

) is the form factor

of the decay Λ0
b to p, as a function of the energy of the D−s meson. Both the decay

constant and form factor are dependent on the strong force. The parameter aNF is the
non-factorisable effect that describes gluon interactions between the D−s meson and
the proton. Unfortunately, it is currently not known how to accurately compute this
component. Therefore, until more knowledge on non-factorisable effects is available,
we can only obtain a measurement of |Vub| × |aNF |. Furthermore, the decay Λ0

b→ D−s p
has not been observed before and only an upper limit of the branching fraction of
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4.8 × 10−4 has been set by the LHCb collaboration in 2014 [5, 10]. In addition,
this decay is a background to other analyses, like the study of CP violation with
B0
s → D−s K

+ decays, where knowledge on the amount of Λ0
b→ D−s p decays is useful.

Finally, the non-factorisable effects of the Λ0
b → D−s p decay can be compared to

non-factorisable effects in b-meson decays.

The strategy for obtaining this branching fraction is to determine the yield of
the decay Λ0

b → D−s p. We study the specific case where the D−s meson decays as
D−s → K−K+π−. Since we do not know the production rate of the Λ0

b baryon, the
branching fraction is normalised to the decay Λ0

b→ Λ+
c π
−, with the branching fraction

of (4.9 ± 0.4)%,where the Λ+
c baryon decays as Λ+

c → pK−π+. We find the branching
ratio of Λ0

b→ D−s p according to the equation

B(Λ0
b→ D−s p)

B(Λ0
b→ Λ+

c π−)
=
N(Λ0

b→ (D−s → K−K+π−)p)

N(Λ0
b→ (Λ+

c → pK−π+)π−)
×

ε(Λ0
b→ (Λ+

c → pK−π+)π−)

ε(Λ0
b→ (D−s → K−K+π−)p)

× B(Λ+
c → pK−π+)

B(D−s → K−K+π−)
, (1.4)

where N is the yield for the specific decay, ε the detection efficiency of the specific
decay, and B the branching fraction of the decay. This normalisation mode is chosen
because both decays have a similar topology, with a charmed hadron decaying into
three hadrons, accompanied by a so-called companion particle. In this thesis, when
a certain decay, such as Λ0

b → D−s p, is mentioned, its charged conjugated decay,
Λ0
b → D+

s p, is also included in this notation. Furthermore, when denoting the decay
Λ0
b→ D−s p (Λ0

b→ Λ+
c π
−), it is implied that the D−s (Λ+

c ) decays to K−K+π− (pK−π+).

In this thesis, we present the world’s first observation of the decay Λ0
b→ D−s p. In

Chapter 2 we first present a brief description of the LHCb detector and simulation
methods. In Chapter 3 the selection criteria for both decay channels, the optimisation
to distinguish between signal and combinatorial background, and the selection of pro-
tons for the decay Λ0

b→ D−s p is shown. Furthermore, we give the efficiencies of these
applied cuts. The fit model is described in Chapter 4 and the signal yields are shown
in Chapter 5 for both decays. In Chapter 6 we discuss the studies for the systematic
uncertainties to be done for this analysis. To conclude, in Chapter 7 we present the
results of this analysis and we conclude this thesis and give an outlook on further re-
search for this decay process in Chapter 8. In addition, a larger selection of background
fits as described in Section 3.4.4 is shown in Appendix A and the probability density
functions for background templates are shown in Appendix B.
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Chapter 2

Detector and Simulation

The Large Hadron Collider (LHC), located at CERN, near Geneva in Switzerland, is
the largest particle collider in the world. Protons are accelerated in bunches in several
pre-accelerators before they enter the LHC. This synchrotron is a circular tunnel of
almost 27 km in circumference and collides protons with a centre-of-mass energy of
13 TeV [11, 12]. The protons are collided at four interaction points. At each of these
points, detectors are placed to study the collisions. The four main detectors at these
points are:

• ATLAS [13] and CMS [14]. They are the two largest detectors. These detectors
are general-purpose detectors used to study a large range of physics phenomena.

• ALICE [15] is a specialised detector used to study the quark-gluon plasma.

• The LHCb detector [16] is specialised to study the difference in behaviour between
matter and antimatter by studying CP violation in hadrons containing b or c
quarks.

2.1 LHCb Detector

The LHCb detector is built to study CP violation and rare decays in b− and
c−hadrons [16]. One of the main properties of b and b hadrons is that, at high en-
ergy, the production occurs a same forward or backward cone along the direction of
the beam pipe. Therefore, the LHCb detector is chosen to be a single-arm forward
detector, as shown schematically in Fig 2.1. Due to this outlay, the detector covers a
pseudorapidity range of 2 ≤ η ≤ 5, whereas the ATLAS and CMS detectors have a
more uniform range for tracking particles. That makes the LHCb detector an excel-
lent detector for studying decay reactions close to the beam pipe. The LHCb detector
consists of several sub-detectors, as shown in Fig. 2.1, which are described in Sec. 2.1.1
and 2.1.2.

2.1.1 Tracking

The first important aspect of the LHCb detector is the ability to track particles, in
order to determine their line of flight and momentum. Several components in the
detector contribute to this. Closest to the beampipe and interaction point is the Vertex
Locator (VELO). The VELO is a silicon strip detector placed only 8 mm from the
beampipe. Due to this short distance it can identify the displaced secondary vertices
of a decay; a characteristic feature of b- and c-hadron decays. The VELO is therefore
important for time-dependent measurements. The Silicon Trackers (ST) are placed
further downstream in the detector to measure the tracks of the daughter particles of a



6 CHAPTER 2. DETECTOR AND SIMULATION
2
0
0
8
 
J
I
N
S
T
 
3
 
S
0
8
0
0
5

Chapter 2

The LHCb Detector

2.1 Detector layout

LHCb is a single-arm spectrometer with a forward angular coverage from approximately 10 mrad
to 300 (250) mrad in the bending (non-bending) plane. The choice of the detector geometry is
justified by the fact that at high energies both the b- and b-hadrons are predominantly produced in
the same forward or backward cone.

The layout of the LHCb spectrometer is shown in figure 2.1. The right-handed coordinate
system adopted has the z axis along the beam, and the y axis along the vertical.

Intersection Point 8 of the LHC, previously used by the DELPHI experiment during the LEP

Figure 2.1: View of the LHCb detector.

– 2 –

Figure 2.1 – Schematic overview of the LHCb detector. Figure taken from Ref. [16]

decay. The ST consists of the Tracking Turicensis (TT) and the Inner Tracker (IT). The
Inner Tracker, together with the Outer Tracker (OT), form the three tracking stations
(T1,T2,T3) shown in Fig. 2.1. The ST consists of silicon microstrips, whereas the
OT uses straw-tube modules to measure tracks. The magnet in between the tracking
stations has an integrated field strength of 4 Tm. Combining all these components, the
detector is capable of a momentum resolution of 0.5% for particles with a momentum
below 20 GeV/c and 0.8% around 100 GeV/c [17]. The magnet is also able switch to
polarity, ensuring that there is no bias in a certain polarity. These polarities are noted
as MagUp and MagDown.

2.1.2 Particle Identification

The second important aspect of the LHCb detector is the ability to identify particles.
There are several components in the detector contributing to this. Firstly, the two
Ring Imaging CHerenkov Counters (RICH1-2) detect the Cherenkov radiation emitted
by a charged particle passing through the detector material. The RICH1 consists
out of silica aerogel and C4F10 gas detectors, whereas the RICH2 exists of CF4 gas
radiator. The angle of the produced radiation, with respect to the particle line of flight,
is directly related to the speed of the particle. The RICHes can therefore, together
with a momentum measurement, distinguish between different decay products such as
the pions, kaons and protons. This subdetector provides crucial information to select
the Λ0

b→ D−s p decays studied in this thesis.

The Electromagnetic and Hadronic Calorimeters (ECAL and HCAL) are responsi-
ble for energy measurements of photons, electrons, and hadrons. The ECAL records
the energy deposit of electrons and photons, whereas the HCAL records the energy
deposit of charged and neutral hadrons. The information of the calorimeters is used to
select Λ0

b→ D−s p decays at the lowest trigger levels. Lastly, the muon system measures
the momentum of muons. This stage is effective at detecting muons, since nearly all
other particles are absorbed by the ECAL or HCAL before reaching the muon stations.
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To quantify the measurements of these stations, each reconstructed charged particle
in LHCb is assigned a likelihood of being a kaon, pion or proton. There are two
different methods for this measurement, called DLL and ProbNN. The difference in
log-likelihood for a kaon or proton with respect to a pion is called respectively DLLKπ
or DLLpπ in this thesis. ProbNN is obtained from a neural network training procedure.
This variable has the advantage that it can distinguish a proton in comparison to all
other particles instead of only comparing it to the probability of being one other type.

2.2 Simulation

A dedicated Monte Carlo (MC) simulation is used to obtain the shapes of the invariant
mass distributions for background processes and signal shape parametrisation. The
simulated sample is also used to determine the selection efficiency of the final signal
sample. In these simulations, pp collisions are simulated by Pythia [18,19]. The decays
of the hadrons are then described by EvtGen [20] where the final-state radiation is
generated by Photos [21]. The interaction between the final-state particles and the
response of the detector is simulated by Geant4 [22, 23] using the specific LHCb
configuration from Gauss [24,25]. Due to the lack of simulation at the time of writing,
the Run 2 event simulation of the decay Λ0

b→ D−s p is produced using RapidSim, where
the pp collision from Pythia was re-used a thousand times, to increase the simulation
speed for this decay. Furthermore, the background templates for all Run 2 background
samples of the Λ0

b→ Λ+
c π
− decay are simulated using RapidSim. A list of all simulation

samples is shown in Table 2.1.

Decay channel Background Run 1 Run 2

Λ0
b→ D−s p Λ0

b→ D−s p Official 2012 RapidSim 2015,2016
Λ0
b→ D∗−s p Official 2012 Official 2012

B0
s→ D−s π

+ Official 2012 Official 2015,2016 TISTOS

B0
s→ D∗−s π+ Official 2012 Official 2015 TISTOS

B0
s→ D−s ρ

+ Official 2012 Official 2015,2016 TISTOS

B0
s→ D−s K

+ Official 2012 Official 2015 TISTOS

B0
s→ D∗−s K+ Official 2012 Official 2012

B0
s→ D−s K

∗+ Official 2012 Official 2012

Λ0
b→ Λ+

c π
− Λ0

b→ Λ+
c π
− Official 2012 Official 2015,2016

Λ0
b→ Λ+

c K
− Official 2012 RapidSim 2016

Λ0
b→ Λ+

c ρ
− RapidSim 2016 RapidSim 2016

Λ0
b→ Σ+

c π
− RapidSim 2016 RapidSim 2016

B0→ D−π+ Official 2012 RapidSim 2016
B0
s→ D−s π

+ Official 2012 RapidSim 2016

Table 2.1 – List of all simulation samples used for the decay channels Λ0
b → D−

s p and
Λ0
b → Λ+

c π
−. The years indicate the specific configuration used for that year. Some

samples are produced using RapidSim, as described in Sec. 2.2. Some official samples
are label with TISTOS. These official samples have a bug in the TISTOS configuration,
this effect for the background templates, as described in Sec. 4.1.1, is negligible.
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Chapter 3

Dataflow, Selection, and
Efficiencies

The protons circulating in the LHC provide 40 million proton-proton collisions at
LHCb every second. This produces a vast amount of data of about 1 Tbytes per
second. Therefore, there are a lot of selection steps at multiple levels. The first is the
trigger selection, which provides a rough selection described in Sec. 3.1. The next step
is the reconstruction and stripping selection, where tracks are reconstructed and events
are selected based on kinematic properties as described in Sec. 3.2 and optimised in
Sec. 3.4. After this, the analysis specific-selections are described in Sec. 3.3 and the
efficiencies in Sec. 3.5.

The LHC has been running since 2010 for six years with a pause in 2013 and 2014.
The two different time periods before and after the pause of data taking are referred
to as Run 1 and Run 2. In this thesis, we use the 2011 and 2012 data from Run 1
and the 2015 and 2016 data from Run 2. In Run 1 the LHC collided protons with a
centre of mass energy of 7 TeV in 2011 and 8 TeV in 2012. In Run 2, the LHC was
able to increase the centre of mass energy to 13 TeV in both years [26]. The differences
in collision energy, but also differences in data-processing, are the cause of differences
in detection efficiencies between Run 1 and Run 2. Therefore, we study the two runs
separate. The recorded luminosity of both runs for the different magnet polarities are
shown in Table 3.1.

Run 1 Run2∫
L (2011)/ fb−1

∫
L (2012)/ fb−1

∫
L (2015)/ fb−1

∫
L (2016)/ fb−1

MagUp 0.42 0.9988 0.1476 0.7992
MagDown 0.56 0.9912 0.1804 0.8658

Table 3.1 – The recorded integrated luminosity of LHCb in several years.

In this chapter we first discuss the trigger selection and stripping selection in Sec. 3.1
and Sec. 3.2 respectively. We then discuss the analysis specific selection in Sec. 3.3 and
optimize the BDT and ProbNNp in Sec. 3.4. Lastly, the efficiencies of these selection
criteria are discussed in Sec. 3.5.
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3.1 Trigger Selection

The trigger selection consists of several levels, which all occur online [27]. The first
level, called Level-0 (L0), ensures that the data frequency of 40 MHz goes down to
1 MHz [28]. Due to the large mass of the b-hadrons, the produced daughter particles
often have a large transverse momentum and energy. Therefore, the L0 trigger can use
this characteristic to only select decays that have deposited a lot of energy in the ECAL
or HCAL or contain high momentum muon candidates in the muon chambers [16,29,30].

The software trigger, also called the High Level Trigger (HLT), is split into two
levels. In this stage, a minimal reconstruction of the tracks is performed. The HLT1
processes information provided by the VELO to check that a particular candidate has
had a long flight time as this is a characteristic of the b-hadrons. Furthermore, it is
required that at least one track in the event has a momentum of at least 1.7 GeV/c and
an χ2

IP with respect to a primary interaction point greater than 16, where the χ2
IP is

defined as the difference in χ2 of the primary interaction point with and without the
considered particle track. After the HLT1 the data flow is reduced to approximately
100 kHz [16, 29–31]. In this analysis, we require for the Run 1 sample that the HLT1
has confirmed the L0 trigger. For events in the Run 2 sample we require that HLT1
was triggered globally or it found one or two valid tracks.

At 100 kHz, the data rate is low enough for a full reconstruction of the tracks in
the HLT2. For each track is required that its transverse momentum is higher than
300 MeV/c and it is required that there is a two-, three-, or four- track vertex con-
structed out of the tracks. The HLT2 also finds characteristic resonant decay modes
such φ→ K+K−. After this final online selection, the information is stored at an
approximated rate of 5 kHz after which it will be stored and fully reconstructed of-
fline [16, 29, 30]. For both runs, we require that HLT2 was able to construct a two-,
three- or four- track vertex out of the tracks. For the Λ0

b → D−s p candidates we also
accept the candidate if the HLT2 was triggered on a φ→ K+K− decay. In Run 2, the
performance of HLT2 has been drastically improved, such that it is now possible to
fully reconstruct the events online [32].

3.2 Stripping Selection

The next step is the so-called stripping, where the events are reconstructed and cuts
are made based on kinematic properties. There are two stripping lines used, the
B0→ D−π+ stripping line for the Λ0

b → D−s p sample1 and one for the Λ0
b → Λ+

c π
−

sample2. Both stripping lines are contained in the Stripping21(r1) for 2012(2011)
and Stripping24 and Stripping28 for 2015 and 2016, respectively. A key feature of
these stripping lines is that they are only based on kinematic and geometric cuts and
do not contain any particle identification cuts. In the B0→ D−π+ stripping line there
are first some loose kinematic cuts. After this, a D∓s is constructed out of three light
hadrons. This D∓s candidate is then combined with the companion hadron h± to for
our b hadron candidate. A more detailed description of this stripping line can be found
in Ref. [33]. The Λ0

b→ Λ+
c π
− stripping line first builds the Λ±c from a proton, kaon and

pion candidate, after which it combines the Λ±c candidate with a pion to form the Λ0
b

candidate. More information on this stripping line can be found in Ref. [34].

1B02DPiD2HHHBeauty2CharmLine. This stripping line constructs both the decay
B0→ (D−→ K+π−π−)π+ and the B0

s → (D−
s → K−K+π−)π+ decay.

2Lb2LcPiLc2PKPiBeauty2CharmLine
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3.3 Analysis Selection

In addition to the stripping selection, we apply several cuts to eliminate background
processes. There are requirements based on kinematic variables (such as momentum,
lifetime and invariant mass) and particle identification (PID), as described in Sec 2.1.2.
Below we specify each of these cuts for the Λ0

b → D−s p and Λ0
b → Λ+

c π
− decays. A

summary of these selection criteria is shown in Table 3.2.

3.3.1 Analysis Selection for Λ0
b→ D−

s p

First, we apply a mass constraint around the D−s mass, where we require that the
mass of the D−s candidate must lie within [1950, 1990] MeV/c2, closely around the
D−s mass of 1968 MeV/c2 [5]. We also require that the χ2 of the vertex separation
between the Λ0

b candidate and D−s candidate is at least 2, to eliminate the process
Λ0
b →pK−K+π−. Since the candidates where the reconstructed lifetime of the D−s

is smaller than zero are likely to be combinatorial background, we require that the
decay time of the D−s candidate is larger than zero. For low momenta of the proton
candidate, it is difficult to distinguish between protons and kaons. Therefore, we
also require that the momentum of the proton candidate is at least 10 GeV/c and the
transverse momentum to be at least 400 MeV/c. Lastly, we apply a strict require-
ment on the proton ProbNNp, which will be further explained and optimised in Sec. 3.4.

In order to obtain a clean D−s signal, we apply veto’s to eliminate the decays
D+ → K−π+π+ and Λ+

c → pK−π+, where one of the daughter particles of the D−s
candidate is misidentified. For the D+ veto, we reject candidates if the mass of the D−s
candidate, in the D+ mass hypothesis, falls inside the region [1840, 1940] MeV/c2, unless
the DLLKπ of the K− is higher than 10. For the Λ+

c veto, we reject candidates where
the D−s candidate, in the Λ+

c mass hypothesis, falls in the range [2255, 2315] MeV/c2,
unless the K− satisfies DLLKπ-DLLpπ > 5 and DLLpπ < 0. We also apply a veto for
the process D0→ K+K−, which can be identified as a D−s candidate if a random π is
combined with the two kaons. For this veto we require that the invariant mass of the
kaon pair is below 1840 MeV/c2.

Lastly, we split our sample according to three decay modes of the D−s :
D−s → (φ→ K+K−)π−, D−s → (K∗0→ K+π−)K−, and the non-resonant mode
D−s → K−K+π−. For the φπ−-mode we require that the invariant mass of the
two kaons lies in the range [1000, 1040] MeV/c2, close to the known φ mass of
1019 MeV/c2 [5]. Furthermore, we require in this case that the DLLKπ of both
kaons must be above −2. If the invariant mass of the K−π+ pair falls in the range
[842, 942] MeV/c2 we classify the decay as the K∗0K−-mode if the DLLKπ of the
K+ is be above −2, whereas the DLLKπ of the K− must be above 5. If the decay
particles of the D−s candidate do not fulfil these requirements, the decay is classified
as non-resonant if the DLLKπ of both kaons exceeds 5 and the DLLKπ of the pion is
smaller than 10.

Since the final state decay Λ0
b → D−s p is similar to B0

s → D−s π
+ we use the same

BDT algorithm. In previous analyses, a B0
s → D−s π

+ data sample was used to find
discriminating features between the combinatorial background and the B0

s → D−s π
+

signal. This was done using a Boosted Decision Tree (BDT). This BDT is trained on
B0
s→ D−s π

+ data from the full Run 1 dataset, using the stripping Stripping 21(r1)

and some basic kinematic and PID cuts to provide a clean sample. The upper tail (above
5445 MeV/c2) of m(D∓s h

±) is used to represent the combinatorial background [33]. The
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BDT algorithm is based on several kinematic properties of the decay such as the quality
of the displaced decay vertex from the primary vertex. In this analysis, this BDT
algorithm is used for Run 1 and Run 2 and we apply a fairly strict cut on the BDT,
which is optimised as described in Sec. 3.4.

3.3.2 Analysis Selection for Λ0
b→ Λ+

c π
−

For the Λ0
b → Λ+

c π
− decay we use a strict mass cut around the invariant mass of

the Λ+
c of 2286 MeV/c2 [5], where we require that the invariant mass lies in the range

[2270, 2302] MeV/c2. Furthermore, we also require that the reconstructed Λ+
c decay time

exceeds zero. For the companion pion we require a minimum momentum of 10 GeV/c,
and the DLLKπ of the pion must be at most 0. For the daughter particles of the Λ+

c we
require that the DLLKπ of the kaon must be at least 0, the DLLKπ of the pion must
be at most 5, and the ProbNNp of the proton must be at least 0.6. The BDT cut for
Run 2 must be at least 0.4 , whereas for Run 1 is should exceed −0.5, to improve the
fit stability.
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Applied to Description Requirement

All decays Momentum of companion particle > 10 GeV/c
Transverse momentum of companion particle > 400 MeV/c
Number of tracks in event > 15 and < 1000

Λ0
b→ D−s p

D−s mass ∈ [1950, 1990] MeV/c2

D−s lifetime > 0
D−s vertex separation χ2 (wrt. Λ0

b vertex) > 2
Run 1 ProbNNp of p > 0.7
Run 2 ProbNNp of p > 0.9
BDT > 0.4

D−s → K−K+π−

D0 veto:
m(K+K−) < 1840 MeV/c2

D+ veto:
DLLKπ of K− > 10, or
Ds under D hypothesis /∈ [1840, 1940] MeV/c2

Λ+
c veto:
p veto of K− (DLLKπ-DLLpπ > 5

and DLLpπ < 0), or
D−s under Λ+

c hypothesis /∈ [2255, 2315] MeV/c2

D−s → φπ−

m(K+K−) ∈ [1000, 1040] MeV/c2, and
DLLKπ of both K > −2

D−s → K∗0 K−

m(π−K+) ∈ [842, 942] MeV/c2, and
DLLKπ of K− > 5, and
DLLKπ of K+ > −2

D−s → (K−K+π−)nonres

DLLKπ of both K± > 5, and
DLLKπ of π− < 10

Λ0
b→ Λ+

c π
−

DLLKπ of π− < 0
Λ+
c mass ∈ [2270, 2302] MeV/c2

Λ+
c lifetime > 0

Run 1 BDT > −0.5
Run 2 BDT > 0.4

Λ+
c → pK−π+

ProbNNp of p > 0.6
DLLKπ of K− > 0
DLLKπ of π− < 5

Table 3.2 – Summary of selection criteria for the decay channels Λ0
b → D−

s p and
Λ0
b→ Λ+

c π
−.
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3.4 BDT and ProbNNp Optimisation

3.4.1 Strategy

We simultaneously determine the optimal cut value for the BDT, to reduce the com-
binatorial background, and the ProbNNp cut for the companion proton, to reduce

background from the decays B0
s→ D−s

(∗)
(π+, ρ+) and B0

s→ D−s
(∗)
K+(∗)

. To find the
optimal cut value for these two variables we use the optimisation expression [35]:

fPunzi =
ε(BDT,ProbNNp)

a/2 +
√
B(BDT,ProbNNp)

, (3.1)

where ε is the efficiency of the combined cuts, B is the absolute expected background
yield under the signal peak with the applied cuts and a the desired significance in units
of the number of standard deviations. We study a = 10 and a = 15. To optimise this
expression as a function of the BDT and ProbNNp cut, we need an efficiency for the
signal yield and an estimate of the background yield for each pair of cut values. We
scan the full range of the BDT ([−1, 1]) with a step size of ∆BDT = 0.05, as well as
the full range of the ProbNNp values ([0, 1]) with a step size of ∆ProbNNp = 0.05.

3.4.2 BDT Efficiency

The BDT is described in Sec. 3.3.1. The BDT is dependent on kinematic variables,
which are well-modelled in simulation. Therefore, we obtain the efficiency directly from
MC. We also study the background retention by studying the upper tail of the signal
peak m(pD−s ) > 6000 MeV/c2, which consists only of combinatorial background due to
the large mass of the Λ0

b baryon. These distributions are shown for Run 1 and Run 2
data in Fig. 3.1.
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Figure 3.1 – The distribution of BDT values for simulation signal (red) and combinatorial
background from data (blue) for Run 1 and Run 2 for the sample Λ0

b→ D−
s p.

3.4.3 ProbNNp Efficiency

According to Ref [36], PID variables in simulation only give approximate values, and can
therefore not be used for efficiency calculations. The unsatisfactory comparison of PID
variables in data and simulation is shown using a sample of Λ0

b→ (Λ+
c → pK−π+)π−

decays. To obtain a background-subtracted data sample, we use a tool called sPlot [37].
First, we perform a fit to the decay Λ+

c → pK−π+, where we describe the background
by a linear function and the signal as the sum of two Gaussian distributions. This
fit is shown in Fig. 3.2. The sPlot tool is then able to extract weights for each Λ0

b

candidate, called sWeights. After obtaining these sWeights, we plot the sWeighted
ProbNNp distributions and compare this to the distributions from simulation. This
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comparison is shown in Fig. 3.3, where we see that the distributions do not match. We
conclude that we can not use the efficiency directly from MC and therefore have to use
another method.
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Figure 3.2 – The sPlot of the decay Λ+
c → pK−π+.
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Figure 3.3 – The ProbNNp distributions of the decay products of Λ+
c → pK−π+. The

sWeighted data is shown in blue, whereas the simulation is shown in red. On the
left the distributions are shown in linear scale, whereas on the right they are shown
in logarithmic scale. For high ProbNNp values for the kaon and pion, we see high
fluctuations, these are due to low statistics in these regions.

Instead, we use an LHCb software package called PIDCalib [36]. This package uses
a clean sample of protons from sWeighted data and computes the efficiency of a PID
cut in bins of number of tracks in the event (nTracks) and momentum (p). There are
two available calibration samples. The first is from the Λ0 → pπ− decay and is high
in statistics; however, the proton momenta in this decay are too low in comparison
with Λ0

b→ D−s p companion protons. The second sample is from Λ+
c → pK−π+ decays,

which is only available for Run 1 and much lower in statistics, but covers the appropriate
momentum spectrum. Therefore, we will use this second sample for Run 1 to compute
the efficiency of the ProbNNp cut on our companion proton, and the Λ0 → pπ− sample
to compute the efficiencies in Run 2.

3.4.4 Background yield

In order to find the optimal cut value using Eqn. 3.1, we also need an estimate of the
background yield for each pair of cut values. In order to do this, we fit the background
around the expected signal peak in data. For this background fit we only take the
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mass range mD−
s p
∈ [5500, 5560] ∪ [5680, 6000], since we expect our signal peak in the

range mD−
s p
∈ [5580, 5660]. To make the fit of the background components around our

signal peak we take the sum of two exponential functions: one for the combinatorial
background, and one to account for the upper tail of the B0

s → D−s π
+ peak. We see

this structure more clearly for various BDT and ProbNNp cuts in Fig 3.4 for the Run 1
sample and in Fig. 3.5 for the Run 2 sample. An extended selection of these fits is
shown in Appendix A. To estimate the background underneath the signal peak we take
the integral in the mass range mpD−

s
∈ [5580, 5660].
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Figure 3.4 – Several example fits to the m(D−
s p) distribution, as described in Sec. 3.4.4 for

the Run 1 sample, where we fit the background around the peak with two exponential
functions. The cuts BDT > α and ProbNNp > β for each figure are defined as (α, β).
These values for these fits are chosen to lie close to the chosen cut values for ProbNNp

and BDT in Run 1. The fit is produced excluding the mass-range mD−
s p ∈ [5560, 5680],

e.g. the area of the solid and dashed red line, and the data points in this region are set to
zero. The pink and yellow dashed lines are the two exponential functions that describe
the background. The red solid line is used to compute the number of background events
under the signal peak. The red dashed line is used in neither the fit nor the computation
of the background yield.
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Figure 3.5 – Several example fits to the m(D−
s p) distribution, as described in Sec. 3.4.4 for

the Run 2 sample, where we fit the background around the peak with two exponential
functions. The cuts BDT > α and ProbNNp > β for each figure are defined as (α, β).
These values for these fits are chosen to lie close to the chosen cut values for ProbNNp

and BDT in Run 2. The fits are produced using the idental method as in Fig. 3.4.
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3.4.5 Punzi Efficiency

Combining the results for the ProbNNp and BDT efficiencies with the background yield,
we compute the Punzi efficiency according to Eq. 3.1 separately for Run 1 and Run 2.
In Fig. 3.6 the results for Run 1 are shown. For a = 10, we find an optimal point
of BDT > 0.4 and ProbNNp > 0.7 (cf. Fig. 3.6a). However, the plateau around the
maximum is quite unstable. Therefore, we also study the case where a = 15, as shown
in Fig. 3.6b. Here we see a well-formed plateau around a maximum of BDT > 0.4 and
ProbNNp > 0.7. Both values of a show a maximum at the same cut values, therefore
we choose BDT > 0.4 and ProbNNp > 0.7 for the Run 1 sample.
The results for the Run 2 sample are shown in Fig 3.7. We observe for a = 10
(cf. Fig. 3.7a) a clear plateau around BDT > 0.4 and ProbNNp > 0.9. For a = 15
(Fig. 3.7b) the maximum is at the same place, with a clear plateau around it. There-
fore, for Run 2, we choose the cut values BDT > 0.4 and ProbNNp > 0.9.
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Figure 3.6 – The Punzi efficiency for the Run 1 sample in two dimensions, BDT and
ProbNNp, for a = 10 and a = 15.
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Figure 3.7 – The Punzi efficiency for the Run 2 sample in two dimensions, BDT and
ProbNNp, for a = 10 and a = 15.

3.5 Selection Efficiencies

In order to obtain the yield of the two decays to calculate the branching ratio, one has to
take the reconstruction and selection efficiencies into account. All kinematic efficiencies
have been calculated from the corresponding simulation sample as described in Sec. 2.2.
The PID cut efficiencies have been calculated using PIDCalib as described in Sec. 3.4.3.
The efficiencies for the decays Λ0

b→ D−s p and Λ0
b→ Λ+

c π
− can be found in Table 3.3

and 3.4, respectively.

Run 1 Run2

εrel(%) εcum(%) εrel(%) εcum(%)

Generator level and Trigger 18.269± 0.04700 18.2690± 0.0470 17.9574± 0.0059 17.9574± 0.0059
Reconstruction & Stripping 3.208± 0.0001 0.5861± 0.0024 4.139± 0.009 0.7432± 0.0017
L0, HLT1, HLT2 cuts 93.5216± 0.0563 0.5481± 0.0022 95.4745± 0.0348 0.7096± 0.0017
Proton (transverse) momentum 97.4647± 0.0368 0.5342± 0.0022 97.2057± 0.0281 0.6897± 0.0017
D−s Mass window cuts 95.5437± 0.0491 0.5104± 0.0021 94.8369± 0.0385 0.6541± 0.0016
D−s Vertex quality & decay time 86.3516± 0.0857 0.4407± 0.0019 84.6257± 0.0662 0.5536± 0.0015
Number of tracks 100.0± 0 0.4407± 0.0019 99.9882± 0.0020 0.5535± 0.0015
D0 veto 100.0± 0 0.4407± 0.0019 99.9941± 0.0014 0.5535± 0.0015
BDT 92.75563± 0.0684 0.4088± 0.0018 94.8596± 0.0429 0.5250± 0.0015
PID cuts, Λ+

c and D+ veto, 23.70468± 0.0809 0.1045± 0.0006 51.1909± 0.1131 0.2688± 0.0010
and D−s decay modes

Total 0.1045± 0.0006 0.2688± 0.0010

Table 3.3 – Summary of the relative and cumulative selection efficiencies for Λ0
b→ D−

s p.
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Run 1 Run2

εrel(%) εcum(%) εrel(%) εcum(%)

Generator level and Trigger 17.4608± 0.0041 17.4608± 0.0041 17.2135± 0.0042 17.2135± 0.0042
Reconstruction & Stripping 3.3405± 0.0050 0.5833± 0.0009 4.4501± 0.0059 0.7660± 0.0011
L0, HLT1, HLT2 cuts 96.0633± 0.0219 0.5603± 0.0009 95.5346± 0.0206 0.7318± 0.0010
Pion (transverse) momentum 95.0600± 0.0245 0.5326± 0.0009 94.6856± 0.0229 0.6929± 0.0010
Λ+
c mass window cuts 95.1588± 0.0249 0.5069± 0.0008 94.4979± 0.0239 0.6547± 0.0010

Λ+
c decay time 87.6323± 0.0399 0.4442± 0.0008 87.4851± 0.0363 0.5728± 0.0009

Number of tracks 99.9905± 0.0012 0.4441± 0.0008 99.9921± 0.0009 0.5727± 0.0009
BDT 99.5042± 0.0088 0.4419± 0.0008 94.4109± 0.0265 0.5407± 0.0009
PID Cuts 27.7334± 0.0012 0.1226± 0.0002 69.4491± 0.0584 0.3755± 0.0007

Total 0.1226± 0.0002 0.3755± 0.0007

Table 3.4 – Summary of the relative and cumulative selection efficiencies for Λ0
b→ Λ+

c π
−.
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Chapter 4

Fit Model

There are various components in the mass fits of Λ0
b → D−s p and Λ0

b → Λ+
c π
−. The

signal as well as background components are modelled using Monte Carlo samples.
The modelling procedures of the signal and background components are described in
Sections 4.1 and 4.2 respectively. The LHCb software package used to make the fit is
B2DXFitters.

4.1 Background Components

Various background components play a role in both the Λ0
b → D−s p and Λ0

b → Λ+
c π
−

fit. We can divide these components into three categories:

Misidentified backgrounds In misidentified backgrounds a specific daughter parti-
cle is misidentified. For example, in the decay B0

s → D−s π
+ the pion can be

misidentified as a proton so that it becomes the same final state as that of the
Λ0
b→ D−s p decay.

Partially reconstructed backgrounds In some cases, a parent particle can decay
to an excited daughter particle. This daughter particle can emit a π0 or a photon.
These emitted particles are not reconstructed and therefore there is some missing
energy, shifting the reconstructed invariant mass down.

Combinatorial background The combinatorial background is caused by a random
combination of particles that are reconstructed as signal. For example, in the
Λ0
b → D−s p fit this could be a D−s meson paired with a random proton from

another process. Most of this background is removed by the BDT cut, but it is
not completely eliminated.

The misidentified and partially reconstructed background are modelled using Monte
Carlo simulation templates, whereas the combinatorial background is studied using the
D−s sidebands of the data.

4.1.1 Modelling of Misidentified and Partially Reconstructed Back-
ground

The shapes of the misidentified and partially reconstructed backgrounds are obtained
from Monte Carlo simulations. We apply the same kinematic cuts as for the corre-
sponding data sample. Using the information obtained from PIDCalib (see Sec. 3.4.3)
we are also able to correct for PID cuts. These shape is parametrised using density
estimation (RooKeysPdf) [38] using the parameter ρ to ensure the smoothness of these
templates. An example template is shown in Fig. 4.1, all other templates are shown in
Appendix B. These templates are then used for the data fit in Sec. 5.1 and Sec. 5.2.



24 CHAPTER 4. FIT MODEL

]2p) [MeV/c-
sm(D

5200 53005400 5500 56005700 5800 59006000 6100 6200

E
ve

nt
s 

/ (
 1

0 
)

0

100

200

300

400

500

Figure 4.1 – The background template for Λ0
b→ D∗−

s p for 2012,
√
s = 8TeV, simulation

p p sample. The slight discrepancy around the mD−
s p ∼ 5600 MeV/c2 is to ensure the

smoothness of the curve.

4.1.2 Modelling of Combinatorial Background

In order to find an appropriate shape for the combinatorial background, we plot the
Λ0
b→ D−s p data, except we select the sidebands of the D−s mass peak rather than the

mass peak itself. In Fig 4.2 it is shown that the D−s mass peak is very clean. We
look at the two cases, m(K−K+π−) < 1930 MeV/c2 and m(K−K+π−) > 2010 MeV/c2.
The cut ensures we only have combinatorial background. The distributions of the
combinatorial background are shown in Fig. 4.3. From these distributions we conclude
that the combinatorial background can be modelled by an exponential function.
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Figure 4.2 – The D+
s mass peak in the K−K+π− invariant mass for Run 1 and Run 2.

4.1.3 Peaking backgrounds

Potential backgrounds for the Λ0
b→ D−s p decay can be a Λ0

b or B decays to four hadrons
without an intermediate D−s meson. These backgrounds can be studied using the Λ0

b

invariant mass spectrum while selecting the D−s candidate sidebands. The distributions,
as shown in Fig 4.3, do not show any significant peaking structure and therefore we
conclude that the decays from Λ0

b or B into four hadrons, without an intermediate D−s
meson, are negligible.
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Figure 4.3 – The distribution of the combinatorial background where we required
m(K−K+π−) < 1930 MeV/c2 for the left sideband and m(K−K+π−) > 2010 MeV/c2

for the right sideband.

4.2 Signal Shape

4.2.1 Signal Shape for Λ0
b→ D−

s p

The signal shape for the Λ0
b→ D−s p candidates is described by a so-called double Crystal

Ball [39], which is the sum of two Crystal Ball functions, f1 + f2, as given in Eqn (4.1),
with a shared mean. This shape is formed out of a Gaussian shape, where one Gaussian
tail transitions to an exponential tail. This shape ensures signal decays with a radiated
photon or a poor resolution are correctly accounted for.

fi(x;x, αi, ni, σi) = Ni ·

{
exp(− (x−x)2

2σ2
i

), for x−x
σi

> −αi
Ai · (Bi − x−x

σi
)−ni , for x−x

σi
≤ −αi

(4.1)

Ai =

(
ni
|αi|

)n
· exp

(
−|αi|

2

2

)
Bi =

ni
|αi|
− |αi|

Ni =
1

σ(Ci +Di)

Ci =
ni
|αi|
· 1

ni − 1
· exp

(
−|αi|

2

2

)

Di =

√
π

2

(
1 + erf

(
|αi|√

2

))
(4.2)

The function is described by four parameters: the Gaussian centre is described
by the mean x and the standard deviation σi. The exponential tail is described by
the exponents ni. The point where the Gaussian centre transitions to the exponential
tail is given by αi (in units of σi). The constants Ai, Bi, Ci, Di, Ni are given in
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Eqn. (4.2). To form the sum of two Crystal Ball shapes, we choose that α1 < 0 and
α2 > 0, such that we have two exponential tails on the opposite sides of the mean. We
choose the fraction between these two Crystal Ball shapes to be FracCBs = 0.5, e.g.∫
f1dx/

∫
(f1 + f2)dx = 0.5.

4.2.2 Signal Shape for Λ0
b→ Λ+

c π
−

The signal shape for the Λ0
b → Λ+

c π
− candidates is described by the sum of the so-

called Ipatia and JohnsonSU functions with a shared mean. The Ipatia function has a
hyperbolic core and is described by Eqn. (4.3), where h(x;x, σ, λ, ζ, β) is described in
Eqn. (4.4) and h′(x;x, σ, λ, ζ, β) is its derivative with respect to x [40]. The function
is described through several parameters, where x describes the mean of this function,
and Kλ− 1

2
are the special Bessel functions of third kind.

H(x;x, σI , λ, ζ, β, a1, n1, a2, n2) ∝

h(x;x, σI , λ, ζ, β), if x−x
σI

> −a1 or x−x
σI

< a2,
h(x− a1σI ;x, σI , λ, ζ, β)(

1−m/
(
n
h(x− a1σI ;x, σI , λ, ζ, β)

h′(x− a1σI ;x, σI , λ, ζ, β)
− a1σI

))n1
, if x−x

σI
≤ −a1

h(x− a2σI ;x, σI , λ, ζ, β)(
1−m/

(
n
h(x− a2σI ;x, σI , λ, ζ, β)

h′(x− a2σI ;x, σI , λ, ζ, β)
− a2σI

))n2
, if x−x

σI
≥ a2.

(4.3)

h(x;x, σI , λ, ζ, β) ∝ ((x− x)2 +A2
λ(ζ)σ2

I )
1
2
λ− 1

4 eβ(x−x)Kλ− 1
2

ζ
√

1 +

(
x− x
Aλ(ζ)σI

)2


(4.4)

To the Ipatia function we add the JohnsonSU function. The key feature of the
JohnsonSU function is its highly asymmetric tails. This function is described in
Eqn. (4.5) [41], where x describes the mean, whereas the constants w, ω, c, z, and
r are described in Eqn. (4.6). We name the sum of these two functions the Ipati-
aPlusJohnsonSU function and define its ratio by FracI =

∫
Idx/

∫
(I + J)dx.

J(x;x, σJ , ν, τ) ∝ 1

2πc(ν, τ)σJ
e−

1
2
r(x,x,σJ ,ν,τ)2 1

τ
√
z(x, x, σJ , ν, τ)2 + 1

(4.5)

w = eτ
2

ω = −ντ

c =
1√

1
2(w − 1)(w cosh 2ω + 1)

z =
m− (x+ c+ σJ

√
w sinhω)

cσJ

r = −ν +
sinh z−1

τ

(4.6)
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Chapter 5

Signal Yield

To perform the fit of both decay channels, we combine the components described in
Chapter 4 using the fit package called B2DXFitters. First we perform the fit of the
Λ0
b→ D−s p decay in Sec. 5.1, after which we perform the fit of the decay Λ0

b→ Λ+
c π
−

in Sec. 5.2.

5.1 Fit of Λ0
b→ D−s p Signal

In order to find the signal shape parameters and to constrain these, we first perform
a fit of the Double Crystal Ball function, as described in Sec. 4.2.1, to the simulation
of the Λ0

b→ D−s p decay for both runs. The results of these fits are shown in Fig. 5.1
and in Table 5.1. In the fit to the data, the mean (x) is free to float. Both standard
deviations (σ1 and σ2) are fixed in the fit, but they are both allowed to be scaled by
the shared parameter R. All other variables are constrained to the values as shown in
Table 5.1.
Using the found parameters for the signal shape, we perform the fit in the mass range
mD−

s p
∈ [5200, 6200], whose results are shown in Fig. 5.2 and in Table 5.2. The shift

of the Λ0
b mass in the Run 1 fit is caused by the momentum calibration in this run.

This fit yields 158± 11 Λ0
b→ D−s p events for Run 1 and 335± 22 Λ0

b→ D−s p events for
Run 2. Combining these results gives a total yield of 493± 25 for Λ0

b→ D−s p.
To estimate the significance of this decay we study the chi-square with respect to the
chi-square of the null-hypothesis. This yields a significance of 10.5σ for Run 1, a
significance of 17.0σ for Run 2, which results in a combined significance of 20.0σ.

Parameter Fit Value Used in fit to data
Run 1 Run 2

Mean (x) 5620.5± 0.2 5621.0± 0.13
σ1 16.32± 0.45 16.14± 0.49 X
σ2 11.92± 0.40 11.41± 0.36 X
n1 1.57± 0.46 2.53± 0.51 X
n2 1.23± 0.12 1.35± 0.10 X
α1 −2.50± 0.18 −2.02± 0.14 X
α2 2.11± 0.1 1.87± 0.08 X
FracCBs 0.5 0.5 X

Table 5.1 – Values from the fit of a Double Crystal Ball to the simulation of the decay
Λ0
b→ D−

s p. The variables with a marked check are fixed in the fit to the data.
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Figure 5.1 – Double Crystal Ball function fit for the simulation of Λ0
b → D−

s p. On the
left, we see the linear scale, whereas on the right the fit is shown in logarithmic scale.
The yellow and red parts are the two Crystal Balls as described in Eqn. (4.1). The blue
line is the sum of these two components used to describe the peak.

Parameter Fit Value
Run 1 Run 2

NΛ0
b→D

−
s p

158± 11 335± 22

N
B0

s→D−
s

(∗)
(π+,ρ)

+N
B0

s→D∓
s

(∗)
K±(∗) 255± 25 428± 106

NΛ0
b→D

∗+
s p 246± 21 339± 74

Ncombinatorial 139± 19 243± 38

Mean 5629.0± 1.8 5621.5± 1.0
Combinatorial Exponent −0.00125± 0.00037 −0.00000± 0.00032
R 1.208± 0.086 1.096± 0.055

Table 5.2 – Fit results from the data of the decay Λ0
b→ D−

s p.
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Figure 5.2 – The mass fit of the decay Λ0
b→ D−

s p for both runs separate and summed, in
linear and logarithmic scale.
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5.2 Fit of Λ0
b→ Λ+

c π
− Signal

In order to extract a value for the branching fraction of the decay Λ0
b → D−s p, the

signal yield is normalised with respect to the normalisation channel Λ0
b→ Λ+

c π
− with

the known branching fraction of (4.9± 0.4)% [5]. To find the signal shape parameters
and to constrain these, we first perform a fit of the the IpatiaPlusJohnsonSU function,
as described in Sec. 4.2.2, to the simulation of the Λ0

b → Λ+
c π
− decay for both runs.

The results of these fits are shown in Fig. 5.3 and in Table 5.3. In the fit to the data,
the mean (x), ν, τ , and both standard deviations (σI and σJ) are left free to float, all
other variables are constrained to the values as shown in Table 5.3.
Using the parameters as found in the simulation for the signal shape, we perform the
fit in the mass range mΛ+

c π− ∈ [5400, 6200], where the results are shown in Fig. 5.4 and
in Table 5.4. The higher than expected mean for Run 1 is caused by the momentum
calibration of this run. This fit yields 103257± 341 Λ0

b→ Λ+
c π
− events for Run 1 and

221194± 586 Λ0
b→ Λ+

c π
− events for Run 2. Combining these results gives a total yield

of 324451± 678 for Λ0
b→ Λ+

c π
−.
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Figure 5.3 – IpatiaPlusJohnsonSU function fit for the simulation of Λ0
b→ Λ+

c π
−. On the

left we see the linear scale, whereas on the right the fit is shown in logarithmic scale.
The two red dashed functions are the Ipatia and JohnsonSU functions as described in
Eqn. (4.3) and Eqn. (4.5). The blue line is the sum of these two components used to
describe the peak.
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Parameter Fit Value Used in fit to data
Run 1 Run 2

Mean (x) 5620.284± 0.092 5620.41± 0.14
σI 19.8± 4.4 25.3± 4.1
σJ 17.19± 0.58 17.37± 0.35
a1 1.29± 0.39 0.93± 0.32 X
a2 1.86± 0.30 1.40± 0.31 X
FracI 0.32± 0.12 0.248± 0.096 X
n1 1.199± 0.095 1.41± 0.22 X
n2 2.72± 0.46 2.48± 0.39 X
ν −0.128± 0.080 −0.330± 0.093
τ 0.384± 0.063 0.423± 0.026
λ −2.11± 0.75 −2.11 X
ζ 0.0 0.0 X
β 0.0 0.0 X

Table 5.3 – Values from the fit of an IpatiaPlusJohnsonSU function to the simulation of
the decay Λ0

b→ Λ+
c π

−. The variables with a marked check are fixed in the fit to the
data.

Parameter Fit Value
Run 1 Run 2

NΛ0
b→Λ

+
c π− 103257± 341 221194± 586

NB0→D−π+ 4861± 260 20051± 661
NB0

s→D−
s π+ 0± 33 0± 1004

Ncombinatorial 1598± 95 50464± 1377
NΛ0

b→Λ
+
c K− 587± 587 5703± 520

NΛ0
b→Λ

+
c ρ

3133± 307 31221± 3802

NΛ0
b→Σcπ− 21097± 306 21007± 3017

Mean (x) 5623.806± 0.073 5619.785± 0.074
Combinatorial Exponent −0.00000± 0.00011 −0.003924± 0.000098
σI 20.51± 0.41 24.35± 0.71
σJ 18.75± 0.13 18.21± 0.10
ν −0.256± 0.011 −0.058± 0.048
τ 0.289± 0.021 0.335± 0.012

Table 5.4 – Fit results to data from the decay Λ0
b→ Λ+

c π
−.
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Figure 5.4 – The mass fit of the decay Λ0
b→ Λ+

c π
− for both runs separate and summed,

in linear and logarithmic scale.
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Chapter 6

Systematic Uncertainties

In order to obtain a full overview of the uncertainties, it is also important to study the
systematic uncertainties. An overview of the systematic uncertainties to be studied is
listed below.

PID efficiencies The systematic uncertainty of the PID cuts is especially important
to study, since there is only little reference data available for the proton efficien-
cies. Therefore, it is likely that this component of the systematic uncertainties
will dominate the uncertainty on the branching fraction of Λ0

b→ D−s p. One can
study the behaviour of the efficiency when different bins are chosen in PIDCalib

to compute the efficiency in that particular bin. To decrease the systematic un-
certainty on this component, it might be possible to choose protons from the
Λ0
b→ Λ+

c π
− sample in the same momentum range and with the same number of

tracks as those of the Λ0
b→ D−s p sample. Using this, the uncertainties can largely

cancel in the branching fraction calculation.

Signal shape One can study different signal shapes for the signal peaks. For the
Λ0
b → D−s p fit one can implement an Ipatia or Johnson function, or its sum

IpatiaPlusJohnsonSU, as defined in Sec 4.2.2, to see how that will affect the
signal yield. For the Λ0

b→ Λ+
c π
− one can leave more free parameters in the final

fit, to study how that affects the signal yield.

Efficiency on L0 trigger The L0 trigger has an asymmetry in the detection effi-
ciency between pions and kaons, which is dependent on the transverse momentum
pT [42]. This difference is not implemented in the simulation and therefore, needs
be to taken into account.

Exclusion of small backgrounds Currently, there are some ignored backgrounds in
the Λ0

b→ Λ+
c π
− fit. The potential backgrounds for this fit are B0→ D+ρ− and

B0→ D+
s π
−. One could include these backgrounds in the fit to see its behaviour

and the signal yield including these backgrounds.

BDT efficiency The BDT cut to reduce the combinatorial background is mostly
based on kinematic variables that are well modelled in simulation. However,
the BDT cut is also dependent on the track chisquare, which is less well modelled
in simulation. This effect needs to be studied and taken into account.

Smoothness of templates In order to make the background templates, one has to
set certain smoothness to the templates. Adjusting the parameter ρ that describes
the smoothness of the templates can result in a different signal yield. Therefore,
this needs to be taken into account.
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Combinatorial shape In both fits, we chose an exponential function to describe the
combinatorial background. In order to check the influence of this choice, we can
also describe the combinatorial background as an exponential function with an
offset, or a double exponential function, in order to study the effects of this choice.
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Chapter 7

Results

In this chapter we first discuss the branching ratio of the decay Λ0
b→ D−s p in Sec. 7.1.

In Sec. 7.2 we discuss the measurement of |Vub| |aNF |.

7.1 Branching Fraction

The yields and efficiencies of the Λ0
b→ D−s p and Λ0

b→ Λ+
c π
− decays are summarised in

Table 7.1 as obtained in Sec. 3.5, 5.1, and 5.2.

Parameter Fitted Value
Run 1 Run 2

NΛ0
b→D

−
s p

158± 11 335± 22

εΛ0
b→D

−
s p

0.1045± 0.0006 0.2688± 0.0010

NΛ0
b→Λ

+
c π− 103257± 341 221194± 586

εΛ0
b→Λ

+
c π− 0.1126± 0.0002 0.3755± 0.0007

Table 7.1 – Summary of the obtained yields and efficiencies.

We use the following equation to calculate the branching fraction of Λ0
b→ D−s p:

B(Λ0
b→ D−s p) = B(Λ0

b→ Λ+
c π
−)×

N(Λ0
b→ (D−s → K−K+π−)p)

N(Λ0
b→ (Λ+

c → pK−π+)π−)
×

ε(Λ0
b→ (Λ+

c → pK−π+)π−)

ε(Λ0
b→ (D−s → K−K+π−)p)

× B(Λ+
c → pK−π+)

B(D−s → K−K+π−)
, (7.1)

as stated in Ch. 1. For the computation of the branching fraction we use the following
values of branching fractions [5]:

B(Λ0
b→ Λ+

c π
−) = (4.9± 0.4)× 10−5, (7.2)

B(Λ+
c → pK−π+) = (6.35± 0.33)× 10−2, (7.3)

B(D−s → K−K+π−) = (5.45± 0.17)× 10−2. (7.4)

Using Eqn. (7.1) we compute the branching fraction for Λ0
b→ D−s p to be:

Run 1: B(Λ0
b→ D−s p) = (9.4± 0.7(stat.)± 1.0(B))× 10−6, (7.5)

Run 2: B(Λ0
b→ D−s p) = (12.1± 0.8(stat.)± 1.2(B))× 10−6, (7.6)

Combined: B(Λ0
b→ D−s p) = (10.7± 0.5(stat.)± 1.1(B))× 10−6, (7.7)
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where the first error is the statistical error, the second error is caused by the errors
on the external branching fractions. We conclude that the results from Run 1 and
Run 2 are consistent within 2.6σ, only taking the statistical errors into account, the
systematic uncertainties are not taken into account yet. We also conclude that they
are consistent with the current upper limit of B(Λ0

b→ D−s p) < 4.8× 10−4.

7.2 |Vub| |aNF |
The branching ratio of Λ0

b→ D−s p is directly related to the CKM-element |Vub| and the
non-factorisable effect |aNF | as stated in Ch. 1. The relation between these parameters
is given by [43–45]:

B(Λ0
b→ D−s p) = 6π2τΛ0

b
|Vcs|2 fD−

s
|aNF |2XD−

s
F 2
Λ0
b→p

(mD−
s

), (7.8)

B(Λ0
b→ D−s p) = 6π2τΛ0

b
|Vcs|2 fD−

s
|aNF |2XD−

s

dΓ/dq2

|Vub|2
, (7.9)

where τΛ0
b

is the lifetime of the Λ0
b baryon, fD−

s
is the decay constant of the D−s meson,

XD−
s

is a scaling factor between the hadronic and semi-leptonic decays of the Λ0
b baryon

to p and F 2
Λ0
b→p

(mD−
s

) is the form factor of the decay Λ0
b to p. The form factor can also

be expressed as the differential decay rate divided by the CKM-element Vub
dΓ/dq2

|Vub|2
as shown in Eqn. (7.9). This factor is theoretically predicted in Ref. [46] to be (0.5 ±
0.4)×|Vub|, as shown in Fig. 7.1. Furthermore, there are accurate methods to determine
XD−

s
for decaying B-mesons. However, there is not enough research done to compute

this factor for the Λ0
b -baryon decays [45]. Therefore, more study is needed for the

determination of the factor |Vub| |aNF | for this decay.
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FIG. 14. Predictions for the Λb → p �−ν̄� differential decay rates for � = e, µ, τ in the Standard Model. The inner bands show
the statistical uncertainty and the outer bands show the total uncertainty, calculated using Eq. (84).

Figure 7.1 – Predictions for the Λ0
b→ peνe differential decay rates in the Standard Model,

dependent of the invariant mass of the particle formed by the W -boson. The inner bands
show the statistical uncertainty and the outer bands show the total uncertainty. Figure
taken from Ref. [46].
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Chapter 8

Conclusion and Outlook

The yields of the decays Λ0
b→ D−s p and Λ0

b→ Λ+
c π
− are determined using LHCb data

from 2011, 2012, 2015, and 2016, corresponding to a total integrated luminosity of
4.9 fb. The signal significance of the decay Λ0

b→ D−s p over the null-hypothesis is 20σ,
resulting in the first observation of this decay.

The efficiencies of both decays were determined using Monte Carlo simula-
tion and PID performance histograms. From this, the branching fraction of
B(Λ0

b→ D−s p) = (10.7± 0.5(stat.)± 1.1(B))× 10−6 was calculated where the first er-
ror is statistical error and the second error from errors of external branching fractions.

8.1 Future Research

The next step in this analysis would to be perform a full study of the systematic
uncertainties. The systematic uncertainty of the PID cuts is especially important to
study, since there is only little data for the proton efficiencies. Therefore, it is likely
that this component of the systematic uncertainties will dominate the uncertainty on
the yield and branching fraction of Λ0

b→ D−s p.

Furthermore, it is important to perform the fit with the official LHCb simulation,
where we used the RapidSim simulation due to the lack of official simulation at the
time of writing, as described in Sec. 2.2. It is also important that these simulations
are used to update the efficiencies of the Λ0

b→ D−s p Run 2 sample in Table 3.3.

Additionally, it is important to further study the fits made for Λ0
b → D−s p and

Λ0
b → Λ+

c π
−. Background yields can be Gaussian constrained with respect to each

other, in order to avoid backgrounds compensating for one another. Moreover, it is
important to further study the Run 1 fit of Λ0

b→ Λ+
c π
−, to minimise the patterns in

the pulls. A possible solution for this is to decrease the ProbNNp cut for the proton
coming from the Λ+

c , in order to increase the statistics for this plot.

To expand this study, it would also be very interesting to further investigate the
form factor of the Λ0

b to p transition (F 2(Λ0
b→ p)), the non-factorisable effect |aNF |,

and the scaling factor XD+
s

to obtain a measurement for the CKM-matrix |Vub|.
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Appendix A

Background fits
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Figure A.1 – First part of Fig. A.1.
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Figure A.1 – Second part of Fig. A.1.
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Figure A.1 – Third part of Fig. A.1.
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Figure A.1 – An extended selection of the fits used to estimate the background yield
under the signal peak as described in Sec. 3.4.4 for Run 1. The cuts BDT > α and
ProbNNp > β for each figure are displayed as (α, β). In these graphs, the pink and
yellow dashed lines are the two exponential functions that describe the background.
The blue and red parts are the sum of these two exponential functions. The fit is
produced using only the data points that lie in the range of the blue line. The red solid
line is used to compute the background events under the signal peak. The red dashed
line is ignored in both the fit and the computation of the background events.
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Figure A.2 – First part of Fig. A.2.
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Figure A.2 – Second part of Fig. A.2.
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Figure A.2 – Third part of Fig. A.2.
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Figure A.2 – An extended selection of the fits used to estimate the background yield
under the signal peak as described in Sec. 3.4.4 for Run 2. The cuts BDT > α and
ProbNNp > β for each figure are displayed as (α, β). In these graphs, the pink and
yellow dashed lines are the two exponential functions that describe the background.
The blue and red parts are the sum of these two exponential functions. The fit is
produced using only the data points that lie in the range of the blue line. The red solid
line is used to compute the background events under the signal peak. The red dashed
line is ignored in both the fit and the computation of the background events.
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Figure B.1 – Background templates for the decay B0
s→ D−

s K
+.
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Figure B.2 – Background templates for the decay B0
s→ D−

s K
∗+.
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Figure B.3 – Background templates for the decay B0
s→ D−

s π
+.
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Figure B.4 – Background templates for the decay B0
s→ D−

s ρ.
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Figure B.5 – Background templates for the decay B0
s→ D∗−

s K+.
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Figure B.6 – Background templates for the decay B0
s→ D∗−

s π+.
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Figure B.7 – Background templates for the decay Λ0
b→ D∗−

s p.
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B.2 Λ0
b→ Λ+
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− fit
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Figure B.8 – Background templates for the decay B0→ D−π+.
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Figure B.9 – Background templates for the decay B0
s→ D−

s π
+.
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Figure B.10 – Background templates for the decay Λ0
b→ Λ+

c K
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Figure B.11 – Background templates for the decay Λ0
b→ Λ+
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