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Abstract

Through data donation, research participants can voluntarily donate personal data
for research purposes. Recent data protection laws, such as GDPR, give the citizens
right of access to data stored about them, making data donation in research more
relevant than ever. Social scientists at Utrecht University propose to let research par-
ticipants donate partial data download packages (DDPs) to scientific research projects
as a new form of data collection. In this research we present the design process of a pro-
totype for a data donation user interface (UI). For data donation to be a viable option
for data collection, participants have to trust that their data is handled fairly and re-
sponsibly. To encourage trust, a data donation UI has to present the data pipeline and
anonymization of the data in a transparent way. Although anonymization is explained
in theory, there is a gap in knowledge on how to communicate anonymization of data
to regular users. To address this we applied construal level theory to explain the data
handling, and investigated the impact it had on users’ willingness, trust and consent
level. A within-subjects experiment was performed where participants were asked to
donate location data from Google to a fictional research study through the data dona-
tion website. Although no significant results were found, there was an overall high trust
in the data donation system and a high willingness to donate data. Qualitative analysis
revealed that explaining the anonymization was important to participants, and that a
majority of the participants would be willing to donate data through a data donation
website in the future. Furthermore, participants are eager to contribute to research,
and future data donation systems should communicate the data pipeline, provide in-
formation about the research project and the impact of participants’ contribution to
research.
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1 INTRODUCTION

1 Introduction

Through the span of a lifetime, an individual produces vast amounts of data almost non-stop
every day. The use of Internet of Things (IoT) devices or social media platforms creates
digital traces daily about people's smartphone habits, their activity level or the energy
consumption of their house. These digital traces have the potential to be used in scienti�c
research and allow researchers to measure and collect data in new ways. Through the means
of data donation, participants can voluntarily donate these kinds of personal data �les for
research purposes. Data donation is already a known concept within the �elds of citizen
science and medical research, where individuals contribute to research by sharing personal
data.

Since 2018, when the European Union (EU) implemented the General Data Protection
Regulation (GDPR), data donation has become especially relevant1. The regulation gives
individuals the right of access to data stored about them, as well as information on how
this data is processed through Article 15 [14]. According to this article an organization
must provide individuals with the actual data �les and an overview of the categories of data
in these �les. The regulation concerns any organization collecting and storing data about
individuals in the EU, and as a result these organizations must o�er their customers easy
access to copies of their personal data. This further contributes to the possibilities for data
donation in scienti�c research as individuals can access their owndata download packages
(DDP).

There are however some challenges related to DDPs and data donation in scienti�c
research. On the one hand, it is unlikely that participants are willing to share complete
DDPs with researchers because of the amount of personal data and the diversity of the
data within these �les. On the other hand, because of the large amounts of information
included in a DDP, parts of the data will not be relevant for the researchers or the research
projects to collect. Based on these assumptions, it is desirable to let participants donate
partial DDPs to scienti�c research. Social scientists from the Human Data Science research
group at Utrecht University propose a workow for collecting and analyzing DDPs from
data processing entities, such as social media companies or IoT companies [5]. Following
this procedure, participants will (1) request a DDP from a given site, (2) , download the
DDP to their own device, (3) locally run a script that extracts the relevant data from this
package,(4) give informed consent to share the transformed data with the research and(5)
upload the transformed data to the research study (Figure 1).

Building on this framework, the next step is to develop a system which enables partici-
pants to donate data through a user interface (UI). However, participants are likely to have
privacy and security concerns about donating personal data, and the UI needs to focus on
trust and informed consent through the design and development process. A user interface
for data donation has to encourage and facilitate trust by presenting the data pipeline of
data donation in a transparent and clear way to the research participants.

1.1 Problem statement

The aim of this project is to investigate how to design and develop a data donation UI
which maximizes data donation and consent. Through the design and development process
we address the gap in HCI research of explaining anonymization techniques in theory and
communicating this process clearly to research participants. As the proposed framework on

1GDPR was �rst adopted in 2016, and enforced as a regulation in May 2018 [14].
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1 INTRODUCTION

Figure 1: Workow of how a participant donates data from a data download package to a
scienti�c research project [5].

using DDPs for data collection should be applicable to various di�erent DDPs, this specif-
ically means communicating how the data is anonymized to theaverageperson. Building
on construal level theory research, we investigate the e�ects of concrete versus abstract ex-
planations of the data anonymization technique to the participant. The main focus of this
thesis is on designing for participant's trust in such a system, and how transparency of the
data pipeline can help maximize the probability of participants giving informed consent to
publish the data.

To narrow down the scope of the thesis project we focus on a speci�c use case and a
speci�c DDP, namely location data from Google. For potential research projects concerned
with participants' location or travel, location data from Google is a rich source of infor-
mation. Google Location History stores any place a user has visited in order to customize
the experience of that speci�c user. According to Google, the location history setting is an
opt-in feature logging the locations a user has visited. This only occurs if the user is logged
into their Google account with the Location History setting turned on, as well as location
settings being turned on the user's device [18].

As a result of maximizing the trust of the data donation procedure, the consent level
would also be maximized as more participants will be prepared to share personal data with
researchers. We will evaluate the data donation interface based on levels of consent and
users' willingness, trust and con�dence in donating data. By investigating various methods
of communicating the anonymization and trust related to data donation of location data, we
seek to �nd the best design practices for scienti�c data donation systems. The results from
this research can be generalized for data donation using other DDPs as well. Developing a
data donation UI that facilitates trust in users is an important contribution in establishing
the framework of digital trace collection, which can set a standard for using DDPs in research
and encourage the use of data donation in scienti�c research.

1.2 Research questions

To address the problem statement, the following research questions have been de�ned:

RQ1: How can we foster trust in participants when designing a data donation user
interface?

RQ2: How do we communicate the anonymization of data to a regular user?

2



1 INTRODUCTION

This thesis paper presents an exploratory research project on the use of data donation
in scienti�c research. In the following section, previous work related to data donation will
be explained. The development process of the anonymization script, explanations of the
data anonymization pipeline, and the user interface design will be explained in section
three of the paper. Section four describes the research methods such as experimental study
design, materials, sampling and more. Then section �ve will go through the quantitative
and qualitative results of the research experiment. The results are discussed in section six,
as well as the limitations of the research and future work. Lastly, section seven concludes
the paper.

3



2 RELATED WORK

2 Related work

In this section previous research related to data donation is presented, such as digital trace
collection as well as data donation within the �elds of Human Computer Interaction (HCI)
and social sciences. To discuss and apply concepts of trust in the UI, past work on the
topics of privacy, trust and anonymization are also discussed, as well as construal level
theory. Lastly, design concepts related to user interface design are discussed.

2.1 Data donation

The following section includes previous research on data donation. First, we will present the
framework of digital trace data collection which serves as the basis for this research project.
Then research on data donation within HCI and willingness to share data will be presented.

2.1.1 Digital trace data collection

Social science researchers Boeschoten et al. [5] claim that data download packages (DDPs)
from digital platforms can be a new and innovative way for data collection in scienti�c re-
search, especially within the social sciences. They present a procedure for data donation
where DDPs will be voluntarily donated by research participants with their informed con-
sent. Although this type of digital trace collection is proposed to be used in social science
research, the procedure has the potential to be used in other research �elds as well. The
researchers also present a total error framework of the data donation procedure, to criti-
cally evaluate whether using the procedure in scienti�c research does result in the desired
outcomes. In a total error framework potential error sources within a survey design are
identi�ed, such as bias in research. Consent bias is a type of error where participants will go
through the process of data donation, but ultimately decide not to consent to donate their
data. In this research we seek to investigate how to minimize this particular bias.

The 2018 EU's General Data Protection Regulation, GDPR, and the subsequent control
individuals have over their own personal data is the foundation for the procedure. In Article
15(1) 'Right of access by the data subject' of GDPR every user's right of access to data is
stated:

'The data subject shall have the right to obtain from the controller con�rmation as to
whether or not personal data concerning him or her are being processed, and, where that is
the case, access to the personal data [...]'European Parliament [14]

Due to GDPR, and speci�cally Article 15, individuals have the possibility to request and
download their personal data from for example social networks, e-commerce sites or music
streaming services. The requested data must also be provided to the user in a commonly
used electronic format, and the information must be in a human- and machine-readable
setup [14]. As a result of GDPR, many companies o�er users a central tool where they can
easily request and review their data, such as Google's'Takeout tool' (Figure 2) [17] and
Spotify's 'Download your data' [34], or from the user's privacy settings (such as Facebook,
Twitter and TikTok) [36]. Any company storing and processing personal data about EU
citizens has to abide by GDPR, and thus the variety and possibility of data collection from
DDPs are virtually endless.

4



2 RELATED WORK

Figure 2: Screenshot of Google Takeout tool, where users can request personal data �les for
archiving [17].

2.1.2 Data donation in HCI

According to Bietz et al. [4] we can de�ne data donation in scienti�c research as individuals
voluntarily donating personal data, which initially was generated for other purposes, to
create a dataset for research. For example, can an individual donate data from a social
network by requesting their data (such as proposed with digital trace data collection by the
Human Data Science scientists). However, if an organization uses data from users for their
own research or advertising it cannot be considered data donation, as it is not a voluntary
action of the user. Data donation has particularly gathered attention in medical and health
research, as modern �tness trackers and wearables allow people to create large amounts of
various personal health data [4, 30].

Within HCI, research has been done on mobile health applications where citizens partic-
ipate in research by donating health data [11, 26]. The research by Diethei et al. [11] reveals
a willingness, especially in crisis, to contribute to research by donating data. The results of
the study indicate the importance of communication and transparency when designing such
a system. Transparency was also the focus of a study by Maus et al. [26], where transparency
and trust within citizen science projects were researched, looking at various use cases and
related interface designs for data donation within health research. The research focuses

5



2 RELATED WORK

on how transparency enhancing tools (TET) can be implemented in a data donation user
interface, and the e�ect it has on users' trust. TETs are tools made to give users a detailed
overview of how data is stored, processed etc. to give users a better understanding of data
processes [21], either before (ex-ante TET) or after (ex-post TET) they make a decision
about their data. Although the research by Maus et al. [26] has a limited sample size, the
results indicate that information about the institution users donate data to, the data dona-
tion procedure, and providing an overview of the donated data are important to the users.
Interestingly, ex-post TETs such as privacy noti�cations to inform about suspicious privacy
processes, were not seen as important and might even have an adverse e�ect on users' trust.
Beyond this study by Maus et al. [26] there is little HCI research on transparency and trust
related to data donation in scienti�c research.

Many data donation projects are in part also citizen science projects, a closely related
concept. According to Eitzel et al. [13], citizen science is a broad term referring to how the
general public, as in non-professional individuals, contribute in some way or form to scienti�c
research. Citizen science is an established concept in scienti�c �elds such as ecology, biology
and medical research, but with an increased use of technology in citizen science it is also a
growing topic within HCI [31, 38]. However, it should be noted that not all data donation
projects are necessarily citizen science projects or vice versa. Citizen science projects also
include individuals in other parts of the research besides data gathering, such as in the
research design or data analysis [4, 13]. In contrast to data donation used in citizen science
projects, the data donation framework proposed in this thesis will not be a citizen science
project. The framework is suggested as a new way of collecting data within a scienti�c
research project, where the researchers are still in control of the whole research process.
The general public are not a part of the research process other than being participants of
a research study. The data donation UI will provide a platform where participants can
voluntarily donate data without having to install any applications or programs locally on
their devices.

2.1.3 Willingness to share data

Social scientists have researched the willingness of participants to share data for data collec-
tion. Keusch et al. [22] researched the willingness to share data through passive mobile data
collection from a research application on participants' smartphones. The research showed
that participants were hesitant to download an app which passively collected various data
from the phone. 35% would agree to passive data collection through a smartphone, while
almost 40% were not willing to do so. Keusch et al. [22] suggests giving participants the
option to review or delete parts of data in order to give them some control of the data
collection. This will give participants the opportunity to share only parts of the data with
researchers.

A study by Struminskaya et al. [35] investigates participants' willingness to share data
collected using various smartphone sensors such as GPS, camera or �tness trackers. They
found that the willingness to share data is generally low among participants, and that
it varies depending on the sensor or data type. For GPS location almost 30% would be
willing or somewhat willing to share it with researchers. The lowest willingness was found
for sharing pictures of themselves (around 18%), whilst the highest willingness was for
sharing data from a �tness tracker (around 60%). Privacy and anonymity concerns were
mentioned most as reasons for not being willing to share data. One relevant �nding was that
the inclusion of a summary report featuring feedback to participants seemed to positively
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inuence the willingness to share data with researchers.
Both of the research studies discussed above are vignette studies where participants are

asked for their opinion on sharing data. Although it shows varying willingness to share data,
it is interesting to compare these results to users' willingness to share in practice through
a data donation website. The chosen use case and development of the data donation UI
builds upon the research by Keusch et al. [22] and Struminskaya et al. [35] to investigate
how this willingness translates into a practical research experiment.

2.2 Trust and privacy

Personal data is a sensitive matter, and participants are likely to have privacy concerns
when donating personal data to scienti�c research. A fundamental part of the data donation
framework and a data donation interface is that the participants not only have trust in the
researchers, but also feel that the data donation system is reliable and trustworthy. In the
following section, previous research on users' trust and privacy concerns will be discussed.

2.2.1 Users trust

Trust can be de�ned as the willingness of an individual to depend on another party, based
on the other party's attributes (often referred to as trust beliefs) (Rousseau et al. [33] as
cited in Mcknight et al. [27]). Although it's been debated whether humans can form trust
relationships with technology, trust research in the �eld of information science shows that
users are capable of trusting technology, and that human-to-technology trust relationships
do develop [23]. The trust relationships that form between users and technological artefacts
are di�erent from human-to-human relationships and measuring users' trust in technology
therefore needs to be approached di�erently. The features of an information system (IS), as
well as a user's perception of it, a�ect how the user's trust in the IS should be measured.
According to the study by Lankton et al. [23], users perceive a di�erence in humanness
when interacting with various technologies. This perception inuences which trust beliefs
should be used when measuring the user's trust in a system. An IS with more system-
like features will by the user be perceived as lower in humanness than a system with more
human-like criteria. A human-like system could be an arti�cial intelligence (AI) agent with a
personality, or a social media platform where users interact with other users. Users associate
human-like trusting beliefs as integrity, ability, or benevolence with human-like systems. In
contrast, systems with lower perceived humanness are met with objective trusting beliefs
such as the system's reliability, functionality, and helpfulness. However, an IS will never be
completely human-like or system-like in its attributes, meaning that both trusting beliefs
will be present to some degree for all systems. Nonetheless, one of the two might be more
signi�cant, and therefore better suited to use in an evaluation of a user's trust.

Mcknight et al. [27] presents a framework to determine whether technology is trustworthy,
as well as how to measure users' trust relationships with technology. Trust relationships
with IS have previously been regarded similarly to trust in people, but this leads to human
attributes being used to measure the trust relationship, instead of technology attributes.
Research on trust in recommendation agents, for example, focuses on the human traits of
the IS, as recommendation agents often are built to resemble a human.

Another important aspect to consider when evaluating a trust relationship is the context
of use for the system. A user has to trust that an interface will complete a task for them,
because the user does not have complete control of the situation when using a speci�c system
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[27]. This means that risk and uncertainty are a part of the trust situations between a user
and the technology. Lastly, an important thing to note is that trust in technology can
inuence the user's decision to use technology in the �rst place. To measure users' trust
in a data donation system it is therefore important to also measure the trusting beliefs of
the user before they interact with the system itself. Furthermore, the user should be able
to trust that the system is performing the speci�c tasks of anonymizing the data package
and uploading the transformed data to a secure server. The interface will not feature
any human-like traits and will therefore also not be evaluated using human-like criteria,
but instead using Mcknight et al. [27] trusting beliefs related to technological attributes
(reliability, functionality etc.).

2.2.2 Privacy and security concerns

In contrast to investigating users' trust in a speci�c system, it is also of interest to look at
past research on users' decisions concerning privacy and security. The principles ofnotice
and choice are seen as important regarding the protection of users' privacy. The idea is
that users' privacy is protected by giving them control over their information (notice) and
giving them various choices regarding this information(choice). According to Cranor [8],
this framework is awed when it comes to current privacy and security concerns of how
users' personal data are handled. The biggest issues is that privacy policies and privacy
controls which are supposed to give users notice and choice, are not read by anyone and
that privacy controls do not have a standard design that is familiar to users.

Previous research has investigated how to design a standard for privacy labels to present
privacy information to users in a clear way, similarly to how nutrition labels give people
nutritional information about food [8, 20]. The goal of the labels is to make it easier for
users to �nd privacy information and make better decisions regarding personal data. The
research by Cranor [8] found that using icons to convey privacy concerns was not seen
as intuitive, as users need context to understand them. Privacy icons that are currently
used by privacy tools are often not noticed by users. Although icons alone do not work as
visualization of privacy concerns, implementing icons along with text in an interface could
communicate privacy concerns e�ectively.

Research by Acquisti et al. [1] discusses users' decision making related to security and
privacy concerns. One way to assist users in these decisions is behaviour interventions (also
called nudges) that can be designed and implemented in the IS. One type of intervention is
soft paternalism, which nudges users to make decisions without limiting their choices. In a
user interface, users are nudged towards a direction or choice by every design decision that
is included in the user interface. In addition, the context can inuence users, for example
how a technological artefact looks or feels to the user.

The asymmetric relationship between users and companies behind an IS is a concern
when users make privacy decisions. The user has little information about a company's
future intentions with their personal data. The user's information could be sold to a di�erent
company, but this is not clear at the time when a user is making privacy choices about their
data. In addition, users are often not concerned with privacy or security decisions unless
they are familiar with someone who has had problems due to not caring about the security
of their data. The potential risks related to security are not the primary concern of the user
when interacting with a system.
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2.2.3 Opting out

A user-study by Habib et al. [19] covers the usability and usefulness of privacy choices on
websites. Their �ndings indicate that users are sceptical of privacy controls, as well as
having problems operating them. Examples of privacy controls are cookie consent, or the
possibility to delete or edit personal data. The use of design features such as dark patterns
and default settings potentially nudges users in a distinct direction. Users are likely to agree
to default settings, because they trust that the company knows best.

A research into the opt-out choices available to users by Bannihatti Kumar et al. [3] in-
vestigates automatic extraction of these choices in privacy policies. Few users take advantage
of opting out of web trackers and making privacy choices. Users also seem to misunderstand
the scope of these choices, believing that they opt-out for all tracking instead of just one
website. The user study showed that an extraction tool which provides users relevant in-
formation and concrete choices helps them become more aware of the privacy choices they
have.

2.3 Data anonymization

To encourage participants to donate data, the data in the DDPs have to be anonymized
before the data is donated to the research project. Anonymizing the data in the participants'
DDPs is therefore a crucial part of the data donation framework presented in this thesis.
As stated in the introduction, the anonymization techniques used on the data �le that
participants upload, will be presented as an element of the user interface design.

An anonymization pipeline consists of input, output and the script used to anonymize
the data. We start with inputting the data which contain identi�able information, run an
anonymization script on this data source, and output the now transformed, and anonymized
data. The process of anonymizing data involves removing any direct or in-direct way of
identifying and retrieving individual data points from the initial data input [2, 7, 10]. Direct
identi�ers can be information about name or address, while age or gender are examples of
indirect identi�ers. Generalization, suppression, or randomization of data are all examples
of various ways to remove identi�ers and anonymize data.

Data anonymization techniques are clearly explained in textbooks for people with a
background in computer science or similar �elds. It is however not clear if this is an e�cient
way of communicating an anonymization pipeline to a regular user with no particular knowl-
edge in the �eld. An important aspect of fostering trust when interacting with the data
donation UI is to make sure that the users have an understanding of the data handling and
privacy of their data. There is a clear gap in HCI research as it is stated in literature how
data anonymization works, but not how to e�ectively communicate it to users to provide
transparency and facilitate trust.

In the proposed workow, the anonymization script runs locally on a user's device and
extracts only the data from the DDP which is relevant for the research study. The relevant
data will then be anonymized by removing any identi�able data points. Furthermore, the
anonymization script should protect the privacy of the participants by de-identifying per-
sonal information and any geographical identi�ers such as street name, addresses or coordi-
nates. Additionally, anonymization of the data allows researchers to publish the transformed
data donated through a data donation interface.
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2.4 Construal level theory

To accomplish that participant consent to anonymize and donate data to research projects, it
is essential to explain to the participant how the anonymization of the data is accomplished.
If the anonymization is communicated in a clear and transparent way so that participants
understand the process that happens to anonymize their data, consent and willingness is
likely to be maximized.

We propose to apply construal level theory (CLT) to address the research gap of how to
communicate the anonymization pipeline to a regular user and research participant. CLT
is a psychological theory by Trope and Liberman [37] which proposes that psychological
distance has an inuence on how people perceive things. People are capable of thinking in
abstract or detailed representations, and of events or objects in the future, past, or even
imaginary. Psychological distance is the distance to an event or representation that is not
a direct experience happening right now [37]. According to CLT, time, space or social
distance a�ects the psychological distance of a representation. This in turn inuences the
construal level of the mental representations in a person's mind. Higher level construals are
abstract representations far removed from a direct experience, which then give a superordi-
nate overview of something. On the other hand, if the psychological distance is smaller, the
level of construal will be lower. A lower level of construal will have more concrete, detailed
and constant representations. Research shows that attitudes are likely to be positively im-
pacted by an abstract representation, due to the superordinate overview in a higher level
of construal [37]. When applied, an abstract, higher level of construal can be related to
answering 'why' an action is performed. On the other hand a lower level of construal, a
concrete representation, will focus on 'how' this action is performed. Research shows that
construal representation can be manipulated by priming 'why' and 'how' when we imple-
ment it in an argument or representation [9, 37]. A research study within HCI applied CLT
to the feedback design of an eco-driving IS to study changes in the driver's behaviour [9].
The results showed that abstract feedback had a signi�cant e�ect on driving behaviour,
while concrete feedback did not.

An example of communicating the anonymization technique with a higher level of con-
strual could be: 'Anonymization is performed to protect your privacy' . A lower level con-
strual explanation of the same step could be: 'Anonymization is performed by removing
any of your identi�able information from the data' . To address the gap in knowledge on
communication data anonymization techniques to regular users, we propose to apply CLT
in the data donation framework. The anonymization will be presented in a higher level and
lower level of construal representation, as well as a baseline version with no explanation of
the steps in the data anonymization pipeline.

2.5 User interface design for data donation

To design and develop a data donation interface we also need to focus on the user interface
design of the system. First design principles of user interface design will be discussed, and
then we will make a summary of the design implications from the related work presented
above.

2.5.1 Design principles

When designing an interface or application, there are a set of design principles within inter-
action design that can guide designers to creating good design with a good user experience
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[32]. The principle of visibility concerns the fact that users will know what action to perform
next if the controls are clearly visible to them. Visibility improves the user experience be-
cause information is transparent and communicated to the user, thus removing uncertainty
from the users. Another important design principle is feedback, where users receive some
kind of feedback information as the result of an action having been completed. Getting a
response is important so that a user knows that they can continue with their actions, for
example by providing a con�rmation or error message when completing an action. Further-
more, implementing constraints in the design of a user interface is another essential design
principle. Constraints restrict the users in the actions they can perform, in an e�ort to avoid
mistakes being made by users. Deactivating certain buttons is a common way to implement
constraints. The button or option is still visible to the user, but greyed out so that a user
cannot choose this option at certain times.

2.5.2 Ephemeral design

In the case of data donation, implementing elements from ephemeral user interface design
in the UI might be a way to make users aware of the fact that the data is not stored for a
longer period and that the interaction is limited in time.

It should be clear to the user of the data donation interface that the data is handled
locally on their computer, and that the interaction with the interface is done when the
donation process is completed. Temporal content, which only lasts for a limited time, is
a feature of ephemeral interfaces and designs. D•oring et al. [12] explores the background
of ephemeral design and various ephemeral user interfaces. Ephemeral user interfaces are
de�ned as user interfaces that have at least one element that is only meant to last for a
limited time. The inclusion of the disappearing UI element should accompany the intention
of the interaction and user experience when using the system. Another characteristic of
ephemeral UI is that the material used in the interaction also has a meaning behind it. In
addition, the interaction might be purposely designed in a way that gives the users limited
control, to make the interaction engaging. Lastly, an ephemeral design has similarities with
natural phenomenons as there is a time limit on the interaction.

The concept of ephemeral design has mostly been applied to interaction design which
has a strong emphasis on poetic and artistic interaction between the user and the design.
An ephemeral UI might also include natural input and output elements like water, plants
or soap bubbles. However, applying the concept of ephemerality, including using ephemeral
metaphors to a regular user interface has not been done before.

2.6 Summary and contribution

The main contribution of this research project is to investigate the e�ect of the construal
level when communicating a data anonymization pipeline to users. In addition, the research
project will provide insights from participants on donating data through a data donation
user interface, as well as insights from a practical experiment where participants are asked
to donate data from personal DDPs.

Based on the research questions de�ned in the introduction, and the literature from the
related work section, we hypothesize that:

H1: The construal level in the explanation of the data anonymization technique will
lead to a di�erence in users' trust in the data donation interface.
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H2: The construal level in the explanation of the data anonymization technique will
lead to a di�erence in users' willingness to donate data within the data donation in-
terface.

H3: The construal level in the explanation of the data anonymization technique will
lead to a di�erence in users' con�dence when donating data within the data donation
interface.
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3 Design

The following section presents the design process and the materials developed for this re-
search project. First we will present the use case chosen for the data donation procedure,
in addition to the process behind the anonymization script and the explanation of the data
pipeline. Third we will explain the design process for the user interface, in addition to how
the UI was developed as a web application.

3.1 Data donation use case

To research the process of data donation in a practical research experiment, we focus on one
speci�c use case of data donation for scienti�c research using DDPs. According to previous
research on willingness to share data, location data is one of the data types participants
are most likely to share with researchers. Writing a script for anonymizing location data
is also possible within the scope of this research project. Therefore the use case chosen for
the experimental study is data donation of GPS location, more speci�cally Google location
history data. In the experiment participants will be asked to donate their Google location
data for a research study on changes in movement patterns during the COVID-19 lockdowns.
The focus of this research is to develop a front end design and working prototype of the
user interface. The anonymization script will be presented to the user, but will not be
implemented to process any data from the user as this is beyond the scope of the research,
as well as the collecting and analysing this data is not relevant to the research questions
presented in this thesis.

3.1.1 Google Location data

Users of Google's services can request an export of their data stored by the company through
Google's Takeout tool (see Figure 2). In this process users are able to download a complete
archive of their Google account data, or only select parts of it such as location history in
Google maps, YouTube data, or emails and attachments in Gmail. The chosen data is then
exported in the requested �le type and sent to the user. As the chosen use case is for
participants to donate location data, participants can choose to request only theLocation
History data. This is preferable because it will take less time before the participants receive
the data �le. However, the participant can also select all of the data as the anonymization
script is written to only select the relevant location data from the DDP when a user is
donating data.

Google Location history data saves every place the user goes with a mobile device if
they are signed into their Google account, have Location History turned on and the location
tracking is also turned on on the device itself [18]. The Location History feature is an opt-in
feature meaning that users have to turn it on for this data to be tracked and stored in their
account.

3.2 Anonymization script

In a data donation system based on the proposed workow by Boeschoten et al. [5], the
anonymization script to anonymize the data and extract only the relevant parts of the DDP
is a crucial part. To anonymize the location data from Google an anonymization script was
written in Python. The script will be implemented in the UI design and presented to the
user in the same step as the anonymization and data pipeline is explained.
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Two iterations of the anonymization script were developed. In the �rst version the user
is asked to input their primary address(es), in order to identify which addresses to focus on.
This would lead to all other locations in the data being ignored and only the relevant data to
be extracted and subsequently anonymized. However, for complete anonymization this was
changed for the �nal script and to avoid participants having to input any information. In
the �nal version the code is written to extract the top three most visited places based on the
labels Primary address or Secondary addresswhich are used in the Google location history
data �le. Only the data with these labels are extracted from the data package. Then, the
number of visits and duration of the visits at these places are calculated. This means that
there is no personal information included in the �nal output of the script, and the user does
not have to input any information about addresses.

The �rst version and the �nal version of the anonymization script are included in Ap-
pendix A.

3.3 Communicating the anonymization

In this section we will present the development behind the explanations of the data pipeline.
These explanations were implemented in the �nal working prototype to communicate the
data pipeline to participants and how their data was anonymized.

Based on construal level theory by Trope and Liberman [37], the three explanations were
di�erent in terms of the level of construals. There are various elements to consider when
developing the various test conditions: how the explanation should be implemented in the
UI design, the textual content in the explanations and the visual presentation. Both the
written explanations of the anonymization technique, and the visual presentations, were
developed in an iterative way.

First, the explanations were written out according to the di�erent test conditions. The
BASELINE version includes the three steps of(1) input source, (2) run script and (3)
output source, without any further explanation of what is happening at each step (similarly
to the steps in Figure 3, but without the explanation in smaller font). The ABSTRACT
explanation also consists of three steps, but includes textual content for each step to explain
to the user why the data is anonymized. The CONCRETE explanation details how the
anonymization of the location data actually is performed, and consists of the three steps
plus sub-steps which give concrete examples of anonymization from the DDP.

Research shows that users do not read when visiting websites, but rather scan them
[29]. Therefore the texts were further developed to include icons showing a visual step-by-
step procedure of the anonymization to the user. This was �rst implemented in the data
donation UI just as an image, but through user testing this was revealed to not be a good
user experience as the text was too small (Figure 3).

The following iteration built on the image showing the pipeline, and implemented this
as a stepper element in the web interface. The idea being that an interactive element such
as a progress stepper allows users to click through the steps of the explanation. This leads
to more engagement than presenting a plain text or image to the user.

In the �nal iteration the explanation of the data pipeline is presented to the user in an
infographic video (see Figure 4). The infographic videos are included in step 3 of the data
donation procedure and auto-plays when the user opens this step. The infographic videos
are linked in Appendix B.
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Figure 3: An early version of communicating the data pipeline in the ABSTRACT condition.

Figure 4: The �nal implementation of the explanation of the data pipeline in the CON-
CRETE condition.
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3.4 Data donation interface

In the following section the design and development of the user interface design for the data
donation website will be explained.

Based on user-centred design principles the data donation interface was developed through
an iterative process. From the proposed donation framework and discussions with the re-
searchers, a set of requirements were found. Based on the list of requirements the �rst
sketches and wireframes were developed. These were again discussed and evaluated along
with the researchers, before the low �delity and subsequently high �delity prototypes were
made in design tool software Figma.

To test the user interface in the research experiment, a web application had to be de-
veloped, as the high �delity prototype created in Figma lacked the possibility to give users
an interactive experience when uploading a �le for data donation. The web application was
created using React, an open source JavaScript library for developing user interfaces.

3.4.1 Requirements

This thesis project and the development of the data donation user interface is based on
the workow on digital trace data collection using DDPs presented by Boeschoten et al.
[5]. The following design requirements were established based on stakeholder interviews,
previous research presented in the literature section, as well as design principles for UI
design. When talking about the user in the requirements stated below, we are referring to
participants who are donating data.

The researchers from the Human Data Science group were established as the stakeholders
of this project and were interviewed about the needs and essential parts of a data donation
system. The data donation system follows the �ve steps of the data donation procedure seen
in Figure 1. On the donation page of the user interface, information should be included to
guide the user through each of these steps and be transparent about the data donation
procedure. Furthermore, the system should be easy to use. According to the researchers,
the intent of the user interface is that if participants are able to interact with social media
sites (i.e. they have an account), they should be able to use the data donation system with
ease.

From stakeholder interviews the following seven requirements were established:

ˆ The user should be able to donate data through the website without having to install
a program on their device

ˆ The user should be able to use the interface without having to log in to the system

ˆ The user should be explained each step of the data donation procedure

ˆ A dashboard should display the available research projects users can donate to

ˆ The user should only be able to select a .zip �le from their local device to donate

ˆ The user should be able tonot give consent to data donation and still �nalize the
data donation procedure

ˆ The anonymization script should be available to the user for inspection and trans-
parency
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Requirements were also de�ned based on previous research on data donation and will-
ingness to share data. Research by Diethei et al. [11], Maus et al. [26], and Struminskaya
et al. [35] indicates the importance of transparency and communication to foster trust and
increase willingness. This includes giving an overview of the transformed data that is to
be donated from the uploaded DDP-�le. Furthermore, including information about the in-
stitution will likely positively inuence the user's willingness to donate data. Diethei et al.
[11] suggests that information about the research project should be included on the data
donation website, so users do not have to visit the research project's own website when
seeking information.

The following four requirements were based on previous research:

ˆ The user should be shown an example of a feedback report of the transformed data

ˆ The user should be given the option to accept or reject to give informed consent

ˆ The anonymization should be communicated to users

ˆ Information about the institution should be visible on each page

ˆ Information about the purpose of the research project should be visible each page

Finally, some requirements for the data donation system were determined from design
principles. Following the design principle of visibility, all the steps in the data donation
procedure are clearly visible in the user interface. This ensures transparency of the procedure
before the user starts the data donation procedure, but also allows the user to see which
steps have already been completed. When the user clicks through to the next step in the
procedure, previous steps are marked with a check mark or greyed out to provide feedback
to the user whether the action is completed or not.

The following four requirements were established from design principles:

ˆ The design should make the data donation procedure easy to complete

ˆ The UI should display previous, current and upcoming tasks to the user

ˆ The user should be able to move back and forth in the data donation procedure

ˆ It should be visible to the user which tasks were and were not completed

3.4.2 Low �delity prototype

To start the design process initial sketches were drawn using pen and paper. These sketches
were based on the established requirements to conceptualize the idea of a data donation UI.
These were created using various design methods such as theCrazy Eights method, where
the designer has to sketch eight ideas in eight minutes. These kinds of design thinking
methods allow for brainstorming various ideas and concepts before continuing with the
prototyping.

From the sketches, two di�erent versions of low �delity wireframes were created in Figma.
The wireframes display the essential elements and frames that are to be included in the data
donation UI, as well as the relation between the frames. The �rst wireframe design presented
the data donation procedure to the user as a sort of slider, where only the current frame
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is displayed to the user and the user clicks back and forth between the various steps like a
slideshow. However, a second version was created to make the whole process visible. This
version includes a row of sections, which expand and collapse. By doing so, the data donation
procedure is transparent and visible to the user, which is more in line with the established
design requirements for the data donation UI. Figure 5 shows the second wireframe design.

Initially a couple of ideas on how to implement ephemeral design elements in the data
donation UI were sketched up and discussed with the researchers. One idea was to present
the steps of the data donation procedure using circles instead of more traditional box el-
ements. Another concept for implementing ephemerality in the interface was to imitate
an old-fashioned screen being turned o� and fading away after a participant completes the
data donation procedure. Both of these ideas were supposed to indicate to the user the
ephemerality of the process, and that none of the user data was stored besides the donated
data �le. Ultimately none of these ideas of ephemeral design were proceeded with in the
later steps of the design process and in the development of the data donation system.

All of the sketches and wireframes designs, including the overview of the interaction
steps, are included and linked in Appendix B.

Figure 5: A wireframe design of the data donation UI.

3.4.3 High �delity prototype

After having created the sketches and wireframes, mock-ups were made to show the high
�delity prototype of the data donation UI. The prototype was also created using Figma,
together with a Material-UI design kit (MUI) based on Google's Material Design. Material
Design is a design system created by Google following common design principles [25]. Design
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systems are a collection of standards to be used when designing user interfaces, usually
including reusable components [15]. Using a design system when designing and developing
an artefact makes it possible to focus on more complex issues, as the design system o�ers
components and guidelines that are proven to work. In addition, MUI is available as a
framework for React making it easy to implement the prototype design made in Figma
when designing the web application.

According to research it would be bene�cial to include information about the institu-
tion behind the research study [26, 35]. Therefore a dashboard page was created showing
currently active and inactive research studies along with accompanying descriptions. The
active research study is the research study participants engage with during the experiment,
while the inactive dummy studies are included to �ll up the dashboard page to make it
more realistic. Information about the institution and the �ctional research project which
participants donate data to are also included on the data donation page.

A summary report of the data donated is included in step 4 of the data donation proce-
dure, the �nal step before participants are asked to consent, as this was seen as a positive
addition by users in previous research on data donation [26, 35]. The summary report
is visualized with a table, presenting the user with an example of the transformed and
anonymized data included in the data donation �le. The data included in this table is just
an example from a simulated data package from Google and not the actual data donated
from participants. A screenshot of the high �delity prototype showing the feedback table
can be seen in Figure 6.

Figure 6: Figma prototype of the data donation UI.
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