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Abstract 
Climate-focused start-ups often aim to both exploit a market opportunity and to reduce the 
impact of climate change. The performance of these start-ups thus consists of a business as 
well as a climate dimension. This study is the first to include both performance dimensions, 
as the existing literature has so far only considered business performance. The aim of this 
study is to provide insight into how the technological position of a climate-focused start-up 
influences it’s business and climate performance. The technological position is measured as 
the degree of technological diversity change in the system caused by the introduction of a 
start-up’s technology. This study performs quantitative analyses using a sample of 197 start-
ups which participate in Europe’s largest climate innovation accelerator, the Climate-KIC 
accelerator. Regarding business performance the results did not support the hypothesis that 
start-ups which open up new technological trajectories, and create technological diversity, 
have significantly lower business performance. Regarding climate performance, this study 
finds that technological diversity creation has a positive influence on a start-up’s potential to 
reduce CO2e emissions. These findings confirm the expectation that start-ups which create 
diversity, have a higher technological potential and subsequently a higher potential climate 
impact. The results of this study thus reveal an interesting dynamic between the three 
societal functions of climate-focused start-ups – (1) climate mitigation, (2) economic 
development, and (3) stimulating technological change by introducing technological 
diversity. Start-ups that create technological diversity have a higher potential to reduce CO2e 
emissions, while there is no significant influence on business performance. Furthermore, 
start-ups with a software technology are found to be more likely to have higher business 
performance, but they also have less potential to reduce CO2e emissions. This research thus 
provides support for the notion that the business and climate dimensions of performance 
are fundamentally different from each other. The goals of climate and business performance 
do not align, and while business performance is necessary to translate potential climate 
impact into realized climate performance, it is not sufficient. Policy makers, incubators and 
accelerators therefore face a challenge in balancing these two performance dimensions. 
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1. Introduction 

To combat climate change both researchers and policy makers emphasize the importance of 
transitioning to a more environmentally sustainable economy (Chouinard et al., 2011; Dietz 
& O’Neill, 2013; Office of the Press Secretary, 2015). This transition will strongly be driven by 
technological change (Bjornali & Ellingsen, 2014; Gibbs, 2006). Technological change usually 
takes place along ordered and selective patterns, which are called technological trajectories. 
These trajectories consist of incremental improvements which are the result of increased 
experience with a technology (Dosi & Nelson, 2009; Verspagen, 2007). Novel technologies, 
which do not fit in existing trajectories, can open up new opportunities for improvement and 
cause new trajectories to emerge (Zhong & Verspagen, 2016). These novel technologies 
create technological diversity, they increase the amount and variety of technological 
components in the system (Stirling, 2007).  

Start-ups play a key role in technological change by accessing new technological knowledge 
and turning this into commercial applications (Acs & Audretsch, 2005; Ács & Varga, 2005; 
Degroof & Roberts, 2004; European Commission, 1998; Spencer & Kirchhoff, 2006). As a 
result, start-ups are found to create more technological diversity than other firms (Almeida 
& Kogut, 1997; Stirling, 2007). The creation of technological diversity is beneficial to society 
because of three reasons. First, it helps to prevent lock-in on a sub-optimal technology. 
Second, it increases the flexibility to react to a changing environment (Van den Bergh, 2008). 
Finally, it also increases the chance of connecting technologies to create recombinant 
innovations (Van den Bergh, 2008; Van Rijnsoever et al., 2015). The start-ups’ role in creating 
technological diversity is of particular importance for ‘climate-focused’ start-ups, because a 
higher diversity of technologies is expected to be necessary for the transition to a more 
environmentally sustainable economy (Bjornali & Ellingsen, 2014; Gerlach, 2003; Gibbs, 
2006; Stirling, 2010).  

Besides this societal contribution, the technological diversity change (both the creation and 
reduction of diversity are possible) caused by climate-focused start-ups is also expected to 
be of crucial importance for the start-up itself. This is the case because a start-up’s 
technology, and the resulting technological position, is considered to strongly influence the 
start-up’s competitive advantage, and its subsequent business performance (Aharonson & 
Schilling, 2016; Debackere et al., 1999; Zahra, 1996).  

However, the relation between the degree of technological diversity change caused by a 
climate-focused start-up and it’s performance has not yet been tested in practice. The 
existing literature on the technological trajectories of low carbon technologies has so far 
mainly focused on the development of technologies, such as hydrogen and solar power, at 
the macro-level (Anandarajah & McDowall, 2015; Nemet, 2006). The few studies which are 
conducted at the micro-level, look only at the influence of patent novelty on the economic 
performance of these patents (Fontana et al., 2009; Harhoff et al., 1999; Verhoeven et al., 
2016; Verspagen, 2007). However, patents are not a reliable indicator for start-up’s, because 
they often do not file for them due to the large costs associated with patenting (Graham & 
Sichelham, 2008; Helmers & Rogers, 2011). The existing technological trajectory literature 
therefore does not provide insights into how the level of technological diversity change 
caused by a climate-focused start-up influences the start-up’s performance. In this study I 
aim to fill this research gap. 
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Soetanto & Jack (2016) do study a related phenomenon by researching the effect of a start-
up’s innovation strategy, defined as either technology exploitation or technology 
exploration, on its performance. However, they only look at the business dimension of 
performance (Soetanto & Jack, 2016). They fail to include the environmental impact of the 
start-ups, even though this is also a critical performance measure from a societal perspective 
(Bjornali & Ellingsen, 2014; Calel & Dechezlepretre, 2013). The climate impact should 
therefore be included as a dimension of firm performance (Elkington, 1994; Meyskens & 
Carsrud, 2013; Slaper & Hall, 2011). However, no research has yet included the climate 
dimension when studying start-ups (Bjornali & Ellingsen, 2014; Dean & McMullen, 2007; 
Meyskens & Carsrud, 2013).  

In this study I aim to fill both the aforementioned research gaps by addressing the following 
research question: 

What is the influence of the degree of technological diversity change caused by climate-
focused start-ups’ on their business and climate performance? 

I quantitatively test the influence of technological diversity change on performance using 
start-ups who participate in the Climate-KIC accelerator program in the Netherlands and the 
DACH and Nordics regions1. The Climate-KIC accelerator program is a EU-funded program 
which provides support services to climate-focused start-ups in fourteen European 
countries. 

This study has two key theoretical contributions. First, I apply arguments from the 
technological trajectory literature to the literature on start-up business performance 
combining these two literature strands. Second, by including the climate dimension of start-
up performance this study takes a first step towards a more holistic evaluation of 
performance, which includes their societal contributions as well as their business 
performance. From a managerial perspective, this study helps managers of incubators and 
accelerators to better understand the influence of start-ups’ technologies on the 
performance of the start-ups. As such, these managers can make better decisions in 
selecting start-ups for their program. For policy makers, the use of climate impact as a 
performance dimension helps them to better evaluate the societal contribution of these 
climate-focused start-ups.  

This thesis continues with a theory section, which discusses the literature to derive 
hypotheses about the influence of technological diversity change on the dependent 
variables. The third section describes the methodology which is used to perform the 
empirical research as well as an explanation on how the different variables are constructed. 
This is followed by a chapter which contains the results. Finally, the discussion contains a 
reflection on the research itself, as well as its outcomes.  

                                                      

1 DACH: Germany, Austria, and Switzerland. 
   Nordics: Denmark, Norway, Sweden and Finland 
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2. Theory 

The literature on technological trajectories is one of the dominant theories in the innovation 
sciences (Dosi & Nelson, 2009, 2013). The theory is built on the notion that a process of 
variation and selection causes technological development to occur along trajectories. 
Technologies which fit in existing trajectories perform better because they benefit from the 
accumulated experience in the trajectory (Anandarajah & McDowall, 2015; Ibenholt, 2002; 
Nemet, 2006). On the other hand, technologies that open up new trajectories face a larger 
risk that they will not become technologically and economically successful (Marra et al., 
2003; Zhong & Verspagen, 2016). So far the technological trajectory literature is mainly used 
to study particular technologies, such as hydrogen and solar power, at the macro-level 
(Rogner, 1998; Witajewski-Baltvilks et al., 2015; Yu et al., 2011). In this thesis these 
theoretical concepts are used to derive hypotheses about start-ups at the micro-level.  

2.1. Start-ups and their performance 
Start-ups are usually defined as small and young entrepreneurial ventures which are in the 
process of exploring a technology to develop their business (Bjornali & Ellingsen, 2014; 
Fontes & Coombs, 2001; Klotz et al., 2013). This study focusses on one particular sub-group 
of start-ups, climate-focused start-ups. These start-ups develop and commercialize 
technological knowledge that is beneficial for the environment (Bjornali & Ellingsen, 2014; 
Meyskens & Carsrud, 2013). Based on Bjornali & Ellingsen's (2014) definition of clean tech 
start-ups, I define a climate-focused start-up as: ‘an entrepreneurial venture which 
significantly reduces greenhouse gas emissions by exploiting technological knowledge’. 

The performance of a start-up is defined as whether the start-up achieves its desired 
purpose (Wright & Stigliani, 2012). Entrepreneurs have multiple purposes and start-up 
performance is therefore best conceptualized as a multidimensional construct (Eveleens et 
al., 2016; Zahra, 1996). The aim of climate-focused start-ups is often to both exploit a market 
opportunity and to aid in developing a new technology which can help reduce the impact of 
climate change (Bjornali & Ellingsen, 2014; Parrish, 2010). Therefore, the business and 
climate performance constitute two different dimensions of the performance of climate-
focused start-ups (Bennett, 1991).  

2.1.1. Business performance  
Start-up business performance has been conceptualized through a wide range of different 
concepts (Eveleens et al., 2016). However, these different concepts hardly correlate and all 
come with certain limitations (Eveleens et al., 2016; Murphy et al., 1996; Witt, 2004). 
Measuring and conceptualising the business performance of start-ups is thus not a 
straightforward process and the choice of performance measure considerably influences the 
results of a research (Eveleens et al., 2016; Song et al., 2008; Witt, 2004). Therefore, a 
combination of performance measures should be used to conceptualise start-up business 
performance (Eveleens et al., 2016; Song et al., 2008).  

Looking at the network incubation literature, Eveleens et al. (2016) found that firm size and 
investments are among the most frequently used dimensions of business performance. This 
paper therefore uses these dimensions, which represent different aspect of business 
performance, to conceptualize business performance. 
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The first dimension, firm size, can be conceptualized along two aspects. First, the 
contribution of a start-up to the economy depends on its performance on the market. This is 
indicated by its revenues, a performance measure which is more relevant in the later stages 
of a start-up, as very early stage start-ups often have not yet recorded any sales 
(Groenewegen & De Langen, 2012; Rothaermel & Thursby, 2005; Sullivan & Marvel, 2011). 
Second, the number of employees as a dimension of firm size represents the contribution of 
a start-up to the labour market (Groenewegen & De Langen, 2012; Sullivan & Marvel, 2011).  

As the climate-focused sector is very capital intensive, start-ups need external funding 
(Bjornali & Ellingsen, 2014). Obtaining funding is therefore often a main goal in the early 
phase of start-ups (Bjornali & Ellingsen, 2014; Eyraud et al., 2013). The obtainment of such 
external funding also represents the expectations of investors for the start-up’s long term 
performance, and as such bestows legitimacy upon a start-up (Rothaermel & Thursby, 2005). 
Thus, the ability of a start-up to obtain investments represents the second dimension of its 
business performance (Rothaermel & Thursby, 2005).  

2.1.2. Climate performance 
Because no research has been performed on the climate performance of start-ups, I turn to 
the literature on large firms to define the concept (Bjornali & Ellingsen, 2014; Meyskens & 
Carsrud, 2013). Here, the existing scholarly efforts have researched the climate impact of 
environmental initiatives by looking at their reduction in CO2 equivalent (CO2e) emissions 
(Cohen & Winn, 2007; Gohar & Shine, 2007; Meyskens & Carsrud, 2013). Therefore, I define 
climate performance as the reduction in CO2e emissions caused by a start-up’s technology in 
comparison with the conventional alternative (Bjornali & Ellingsen, 2014; Rasmussen et al., 
2012).  

Due to the small size of start-ups in the first years of their business, their emission 
reductions will inherently also be small during these years (Hyytinen et al., 2015). As such, it 
is more relevant to look at the potential of their technology to reduce carbon emissions 
(Bjornali & Ellingsen, 2014). Therefore, the potential CO2e emission reductions (long term) 
are considered in this research.  

2.2. Technological diversity change 
Diversity can be defined as “the evenness in a distribution of elements among a number of 
categories in a system” (Van Rijnsoever et al., 2015, p. 1096). According to Stirling (2007) 
diversity consists of the three elements variety, balance and disparity. Variety is “the 
number of categories into which system elements are placed”, balance is the number of 
elements in each category, and disparity refers to how different the elements are (Stirling, 
2007, p. 709). A system with less similarity between the components of technologies has 
more diversity than a system with greater similarity (Aharonson & Schilling, 2016). The 
technological diversity of a system changes with the introduction of a new technology (Páez-
Avilés et al., 2016).  

In this study, technological diversity change is a start-up characteristic (micro-level 
construct) which resembles how the technological diversity of the system (macro-level 
construct) changes due to the introduction of that particular start-up’s technology 
(Murmann & Frenken, 2006; Páez-Avilés et al., 2016; Van Rijnsoever et al., 2015). To analyse 
the technologies of climate-focused start-ups, the technological system consists of 
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technologies that contribute to climate change mitigation (USPTO, 2018). In the next two 
sections the mechanisms, through which the degree of technological diversity change is 
expected to influence the business and climate performance of start-ups, are explained. 

2.2.1. Business performance 
Technologies that open up new trajectories, and create technological diversity, are 
associated with higher risks. These higher risks often reduce their adoption rates and 
business performance (Fleming, 2001; Marra et al., 2003; Verhoeven et al., 2016). Similarly, 
Hyytinen et al. (2015) find, in an empirical study, that more innovative start-ups are likely to 
encounter a greater liability of novelty, which makes them less likely to achieve high 
business performance (Hyytinen et al., 2015).  

Technologies that reduce diversity, on the other hand, build closely on technologies in 
existing technological trajectories. As such, they can be expected to benefit from economies 
of scale and learning effects obtained through experience with these other technologies (Yu 
et al., 2011; Zhong & Verspagen, 2016). This makes these technologies more competitive on 
the market (Anandarajah & McDowall, 2015; Rogner, 1998). For start-ups, Soetanto & Jack 
(2016) find that a strategy of optimizing existing technologies is more likely to lead to 
successful businesses than a strategy of discovering new knowledge, and thus creating 
technological diversity. Malerba (2009) associates the strategy of optimizing existing 
technologies with reducing diversity and this leads to the following hypothesis:  

Hypothesis 1: Start-ups that increase technological diversity are expected to have a lower 
business performance 

2.2.2. Climate performance  
A start-up’s climate performance is determined by the ability of its technology to reduce 
CO2e emissions (Zhang et al., 2013). The start-up’s potential to reduce CO2e emissions is thus 
dependent on the technological potential of the start-up’s technology.  

Technologies that create technological diversity are still at the beginning of technological 
trajectories (Verhoeven et al., 2016; Zhong & Verspagen, 2016). These technologies are 
more likely to be breakthrough innovations with a high technological potential (Aharonson & 
Schilling, 2016; Fleming, 2001). This is the case because, for these technologies, learning 
effects have not yet occurred and they therefore have more potential to improve when they 
mature (Nemet, 2006; Rogner, 1998; Yu et al., 2011). Technologies that create technological 
diversity are therefore expected to have a larger potential to reduce CO2e emissions (Aghion 
et al., 2012; Aghion et al., 2014; Bjornali & Ellingsen, 2014; Nemet, 2009). As such, I arrive at 
the following hypothesis:  

Hypothesis 2: Start-ups that increase technological diversity are expected to have a higher 
potential climate performance  
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3. Methods 

3.1. Research design and data collection 
In this study I use quantitative analyses to test the aforementioned hypotheses. This is done 
through a cross-sectional research design where the independent and control variables are 
established prior to the dependent variables. This time difference between the variables 
makes it possible to derive causal inferences, which matches the aim of this study (Bryman, 
2012). 

The research sample consists of start-ups who are or were part of the Climate-KIC 
accelerator program in the period 2012-2016. The Climate-KIC accelerator is the largest 
climate innovation accelerator in Europe (Climate-KIC, 2018). The start-ups in this program 
are especially suited for this research because the program only selects young 
entrepreneurial ventures with a positive climate impact, which meets my definition of 
climate-focused start-ups (Climate-KIC, 2017). Furthermore, the accelerator program is 
highly similar across the different countries in which it is run (Climate-KIC, 2017). This means 
that the selected start-ups receive similar resources in the form of network opportunities, 
finance, and training and as such can be compared on a more even basis.  

The data is collected for start-ups who participated in the three largest Climate-KIC 
accelerator programs, the Netherlands, the DACH region (Germany, Austria, Switzerland) 
and the Nordics (Denmark, Norway, Sweden, Finland). The chosen sample also means that 
the start-ups are active in multiple (North-Western) European countries, which makes it 
possible to generalize to the population of European climate-focused start-ups. The data on 
these start-ups is collected from a combination of three types of sources: (1) The Climate-KIC 
evaluation surveys are used as the data source for the business performance variables. (2) 
The application forms to the accelerator are text-mined to collect the information for the 
independent and climate dependent variables as well as for the control variables. (3) A 
combination of public sources (such as the Chamber of Commerce) are used to fill in missing 
information for the control variables. 

I managed to collect application forms on a total of 870 start-ups who applied to the 
accelerator program. 303 of these start-ups were accepted into the program. From this 
group, there is performance data for 197 of the start-ups. So the response rate for the 
performance survey was 65%. These 197 start-ups constitute the research sample for which 
the complete set of variables is collected. 

3.2. Operationalisation 

3.2.1. Dependent variable: Business performance 
The data on the business performance variables originates from the evaluation survey which 
Climate-KIC conducted about the performance of the start-ups in 2014, 2015 and 2016. 
Business performance is operationalised along two dimensions: firm size (revenues and 
number of employees) and investments. Using the combination of the two dimensions to 
operationalise business performance enhances the validity of this dependent variable 
(Eveleens et al., 2016; Song et al., 2008; Zahra, 1996).  
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The first aspect of firm size concerns the number of employees who are employed by the 
start-up (Eveleens et al., 2016; Groenewegen & De Langen, 2012; Peña, 2004). This is 
operationalized as a count of the number of people who worked for the start-up at the time 
of the performance survey. The second dimension of firm size are the revenues, which is the 
absolute, cumulative amount of turnover created by the company in the year of the 
performance survey (Groenewegen & De Langen, 2012; Rothaermel & Thursby, 2005; 
Sullivan & Marvel, 2011). The data from the performance survey is of an ordinal nature and 
the revenues are therefore operationalised on a four-level ordinal scale, the exact levels of 
which are shown in the operationalisation table in Appendix A.  

The investments are operationalised as the absolute, cumulative amount of external 
investments made into the company between the start-ups foundation and the moment of 
the performance survey (Rothaermel & Thursby, 2005). This variable is also measured on a 
four-level ordinal scale due to the nature of the available data (for levels see Appendix A).  

3.2.2. Dependent variable: Climate performance 
As part of their application to the Climate-KIC accelerator the start-ups are asked to provide 
a description of how their business will contribute to a more environmentally sustainable 
economy and help reduce the emission of greenhouse gases. In this study, these 
descriptions are used to assess the potential climate impact of these start-ups. This 
assessment takes place in the form of an expert coding by the author (Hallgren, 2012).  

To assess the start-up’s potential to reduce CO2e emission I analysed the sections on the 
application forms, which described the climate potential as well as the business idea. Based 
on these qualitative descriptions I reviewed each start-up’s potential to reduce CO2e 
emission if their business idea becomes successful. I then scored this potential on a 5-point 
scale, in which a one stood for a very low potential and a five for a very high potential.  

As such, a subjective measure for climate performance is used. Subjective performance 
measures are used more often in research on start-up performance, but are at risk of 
psychological biases, which influences their reliability (Bryman, 2012; Eveleens et al., 2016; 
Richard et al., 2009). To increase the reliability of the measure I therefore verify the author 
assessments with those of a group of experts. As part of the application process for Climate-
KIC, a panel of industry experts rates the potential climate impact of start-ups on a five-point 
scale2. The expert scores themselves could not be used as the climate performance measure, 
because panel reviews were only available for 127 out of the 197 start-ups. However, the 
inter-rater-reliability (IRR) between the expert and author scores can be used to verify the 
reliability of the author scores (Hallgren, 2012). The IRR provides a way of quantifying the 
degree of agreement between two or more coders who make independent ratings about the 
features of a set of subjects.  

The IRR is calculated through one-way, single-measure Inter Class Correlations (ICC). This is 
the appropriate method to generalize the results from a subset (127 start-ups) to the full 
dataset (197) when the ratings are on an ordinal scale (Hallgren, 2012). The ICC is calculated 
using the irr package in ‘R’ software (Gamer et al., 2012; R Core Team, 2017).  

                                                      

2 In the Nordics a 1-6 scale was used. The results were robust when either adapting this scale to 1-5 by coding 
the 6 as a 5 or by comparing with the original 1-6 scores.  
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When looking at the scores of the individual panel members two things stand out. First, 
there are a number of panel members who only provided climate impact evaluations for a 
single start-up. And second, there is a group of panel members whose assessments show 
very poor correlations (below 0.2) with the mean score of the panel members. When these 
two groups of panel members are removed from consideration, data on about 50 panel 
members who have scored 122 start-ups for a total of 509 pairs of unique panel 
member/start-up climate assessments remains. Because the panel member data is relatively 
sparse, a single score for the panel member group is constructed by calculating the mean. 
The ICC values between the author scores and panel member mean is 0.627 showing a good 
IRR and thus proving that the climate impact assessment of the author is a reliable measure 
(Cicchetti, 1994; Hallgren, 2012). More detailed information on the construction and 
robustness of this variable can be found in Appendix B. 

3.2.3. Independent variable: Technological diversity change 
The technological diversity change caused by a start-up is measured as the difference in 
diversity in the technological system with or without the start-up’s technology in the system 
(Páez-Avilés et al., 2016). As such, measuring the diversity change caused by a start-up 
requires mapping the technological system and determining the position of each start-up 
within this system. The technological system in this study consists of technological 
innovations, commercialized technologies, rather than technological inventions. Previous 
studies have shown that text-mining is a particularly well suited approach to map 
technological systems because it can be used to accurately assess a technology’s complex 
features and identify patterns between different technologies (Aharonson & Schilling, 2016; 
Arts et al., 2013; Blei, 2011; Páez-Avilés et al., 2016).  

Usually, patent data is used as the input for text-mining models in technology studies 
(Aharonson & Schilling, 2016; Kaplan & Vakili, 2013). However, patent data is only suited to 
assess firms for which patents are a reliable indicator of their technological capabilities, 
which is not the case for start-ups (Aharonson & Schilling, 2016; Graham & Sichelham, 2008; 
Helmers & Rogers, 2011) I instead use the start-up’s application forms to the Climate-KIC 
accelerator as the input to the text-mining models. These application forms are well suited 
for this purpose because they contain a section which consists of a description of the start-
up’s technology. Furthermore, the descriptions are very similar in length to the abstracts 
which are often used as the input in text-mining models (Grün & Hornik, 2011; Páez-Avilés et 
al., 2016; Zhao et al., 2015). The application forms thus provide a unique database of 
detailed technological descriptions for start-ups.  

The technological descriptions of all 303 start-ups accepted into the Climate-KIC accelerator 
program in the three regions are used to form the technological field. The choice to use 
these start-ups as the delimitation of the technological field is made because of two reasons. 
First, start-ups usually focus on developing a single technology and as such the data is not 
‘polluted’ through the combination of multiple technologies for one company (Hyytinen et 
al., 2015). Secondly, text-mining models are particularly well suited to compare and analyse 
different documents of the same type (Grün & Hornik, 2011; Hotho et al., 2005). This makes 
it practically unsuitable to include other firms and descriptions into the text-mining models. 
Including a broader range of companies by using website texts instead of the application 
forms proved to be unfeasible due to the limited availability of technological information on 
these websites. Defining the technological system exclusively through start-up technologies 
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is nevertheless a limitation of this study and the results should therefore be interpreted with 
the knowledge that the technological field consisted only of start-ups.  

To operationalize diversity I follow the approach of other studies in the field who use the 
Shannon-Weaver entropy index, which contains variety and balance (Páez-Avilés et al., 2016; 
Shannon, 1948; Van Rijnsoever et al., 2015). This entropy index is chosen instead of the 
Stirling diversity because the third dimension of diversity change, disparity, depends on 
subjective interpretations and is therefore very difficult to conceptualize in technology 
studies (Van Rijnsoever et al., 2015). The entropy value is then used to measure 
technological diversity (Huang & Chen, 2010): 
 

𝐻 =  − ∑ 𝑝𝑖

𝑅

𝑖=1

𝑙𝑛𝑝𝑖  (1) 

Here, H is the entropy value for diversity and p is the proportion of start-ups with a specific 
topic (i) (Páez-Avilés et al., 2016). The diversity change in the system caused by a start-up 
(∆H) can be calculated through the difference between the entropy of the population of 
clean-tech start-ups (H1) and a hypothetical population in which that particular start-up does 
not exist (H0). 

∆𝐻 = 𝐻1 − 𝐻0 (2) 

To calculate the entropy values, the latent Dirichlet allocation probabilistic topic model (LDA) 
is used. This is a text-mining approach which analyses the words of documents to discover 
the themes that run through the documents and the connections between these themes 
(Blei, 2011). The themes which are identified through the LDA are represented through 
latent topics, each of which is a set of probability distributions over the words, while each 
document is a set of probability distribution over the topics (Lee et al., 2012; Steyvers & 
Griffiths, 2007). The latent topics form the categories (for variety) and the start-up 
technologies the elements (for balance) which make up the entropy formula (Eq. 1).  

There are a number of data transformation steps necessary to perform the LDA, these are 
described in Appendix C (Feinerer, 2017; Meyer et al., 2008). Similar to other studies I use 
the VEM algorithm to perform the LDA (Grün & Hornik, 2011). When performing an LDA the 
Dirichlet parameter (α) and the number of topics (k) need to be set a priori (Blei & Lafferty, 
2009; Grün & Hornik, 2011). With the VEM algorithm α can be estimated or set to a fixed 
value of 50/k (Grün & Hornik, 2011). The choice between an estimated and fixed value for α 
is made by comparing the perplexities (Grün & Hornik, 2011; Su & Liao, 2013; Teh et al., 
2005). The perplexity is a measure that represents how well a probability model is able to 
predict a sample. This is done through 10-fold cross validation. The data is split in 10-folds, 
which are each held-out from model calculations once, while the other nine folds are used to 
train the model. The held-out set is then used to test how well the trained model predicts 
the word distributions in the documents of the test-fold (Grün & Hornik, 2011). The 
perplexities of the models with the fixed α are consistently lower than the models with the 
estimated α and as such the fixed α approach is used (see Appendix C). 

In order to determine the appropriate amount of topics, I estimate multiple models. The 
most appropriate model is the first number of topics whose rate of perplexity change (RPC) 
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is smaller than the following number of topics (Zhao et al., 2015). This is the case for the 
model with 15 topics (see Appendix C). The 10 most frequent words for five of these topics 
are shown in table 1 while the complete topic overview is depicted in Appendix C. 

Table 1: The ten most frequent terms for five of the topics resulting from the technologies of 
303 climate-focused start-ups.  

Topic 2 Topic 4 Topic 5 Topic 6 Topic 12 

food charg pile clean heat 

farmer vehicl foundat water wast 

crop grid soil ship wood 

chemic station tip fuel dri 

water box crane contain fuel 

fertil car partnership robot hous 

agricultur street vibrat captur glass 

soil meter introduc surfac modheat 

farm raft invent cleaner forest 

yield driver lift load combust 

The results of the LDA are these 15 topics (clusters of words) and for each document a 
distribution over the topics. The technologies that exhibit similar distribution over the topics 
are then clustered together (Aggarwal & Zhai, 2013). Here, each document represents a 
start-up’s technology and the network of clustered documents represents the technological 
system. The topic distribution and probabilities are then used to calculate the diversity 
change caused by each start-up through the aforementioned Shannon-Weaver entropy 
index (Eq. 2). The histogram of technological diversity change (figure 1) displays a positive 
kurtosis and skewness but is otherwise relatively normally distributed. However, as the 
diversity change values are very small they are multiplied by 1000 in order to construct more 
normalized coefficients.  

 
Figure 1: Histogram of the technological diversity change values of the start-ups. 
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To test the reliability of the construction of this variables I performed two robustness checks. 
First, an alternative algorithm, in the form of Gibbs sampling, is used to run the LDA and 
calculate the diversity values (Blei, 2011; Srivastava & Shami, 2009). Second, the 
technological diversity change variable is also constructed based on the 197 start-ups 
included in this research. This was done to check for the influence of the size of the 
technological field on the results. In both cases the results of the regression models proved 
to be robust (see Appendix E).  

3.2.4. Control variables 
I use a number of control variables which were identified to influence start-up performance 
in the existing literature. 

The start-ups in this research vary in their foundation years, the year they entered the 
accelerator and the moment at which they filled in the evaluation survey. In order to 
account for the varying time dimension in this study I control for the age of the start-ups, 
calculated as the number of years between foundation and the time of the performance 
survey (Ortín-Ángel & Vendrell-Herrero, 2014). Start-up age is also included because 
previous research finds a positive significant relation between the age of a start-up and its 
performance (Soetanto & Jack, 2016, 2013; Song et al., 2008).  

Second, Soetanto & Jack (2013) also find a positive significant relation between spin-off size 
and performance, and bigger teams are better able to mobilize resources than smaller teams 
(Klepper, 2001; Leonard & Sensiper, 1998). As such, the initial founding team size is used as a 
control variable. This is operationalized as a count variable representing the number of 
founders at the start-up’s moment of foundation. 

Furthermore, one of the most common explanations on start-up performance concerns the 
founding team’s level of experience (Shepherd & Wiklund, 2006). The available human 
capital in a start-up is positively related to its business performance (Unger et al., 2011). The 
human capital can be divided into two categories, general- and specific human capital 
(Becker, 1964; Rauch & Rijsdijk, 2013). General human capital is not directly related to a 
certain job and consists of work experience and education (Rauch & Rijsdijk, 2013). Founders 
with more working experience are likely to have better judgement and more knowledge 
which will benefit them when founding a new start-up (Colombo & Grilli, 2010). As such, a 
count variable representing the cumulative number of years working experience of the 
founding team is used (Colombo & Grilli, 2010; Rauch & Rijsdijk, 2013). 

Specific human capital is directly related to the start-ups activities and consists of industry-
specific, start-up, and management experience (Brüderl et al., 1992; Rauch & Rijsdijk, 2013). 
The existent literature suggests that entrepreneurs who have more industry experience 
found better-performing ventures (Toft-Kehler, Wennberg, & Kim, 2014). Prior industry 
experience is a determinant for the performance of start-ups because the experience can be 
applied in the start-up, which can lead to higher quality products (Dahl & Reichstein, 2007; 
Delmar, 2006; Klepper, 2001). The industry experience is operationalised as a binary 
measure that represents whether any founder has previous working experience in an 
industry relevant to the start-up. This variable is author coded based on a combined review 
of the resume of all founders as well as the activities of the start-up.  
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In addition, founders with previous managerial experience are seen as better able to exploit 
opportunities and as such have a positive influence on the performance of a start-up 
(Dencker & Gruber, 2015; Toft-Kehler et al., 2014). I thus include a binary variable indicating 
whether the founding team has previous management experience.  

Finally, regarding specific human capital, a lot of the relevant knowledge about creating a 
new company is learned-by-doing and as such, previous experience as a start-up founder is 
an important variable that influences start-up performance (Cassar, 2014; Delmar & Shane, 
2006; Shane & Khurana, 2003). Delmar & Shane (2006). Because Delmar & Shane (2006) find 
that the difference between any and no start-up experience is the driver for differing start-
up survival rates a binary indicator is used to indicate whether any founder had previous 
experience as a start-up founder (Cassar, 2014).  

Previous studies also find that the market environment and the type of industry influence 
start-up performance (Schwartz & Hornych, 2010; Song et al., 2008; Wright & Stigliani, 
2012). During conversations with experts from the accelerator they described that the type 
of customer formed an important element of the market environment. Therefore, a binary 
control variable that represents whether the start-up sells its products to businesses (B2B) or 
consumers (B2C) is also included in this research. In addition, Chatterjee & Hambrick (2007) 
find that the type of product, whether the start-up produced a hardware or a software 
technology, influences start-up performance. I therefore included a binary variable, 
representing whether the start-up offered a software or a hardware product. Start-ups with 
a software-hardware combination are coded as hardware start-ups.  

Furthermore, I control for gender differences by including the percentage of males in the 
initial founding team as a control variable (Chowdhury, 2005; Verheul & Thurik, 2001). 
Finally, there are small differences between the accelerator program and they are located in 
countries with different institutional contexts and cultures (Climate-KIC, 2017). As such a 
categorical control variable which represents the accelerator region is also used. 

3.3.  Descriptive statistics and correlations 
For 13 out of the 197 start-ups the performance data only indicates start-ups which had 
seized to exist at the moment of the survey. The sample size for the business performance 
variables is thus 1843. Table 2 shows the number of observations, mean, standard deviation 
and the Spearman correlations for each of the variables. Notable are the high correlations 
between the two measures of firm size, revenues and employees, with a correlation 
coefficient of 0.498 and between the total years of working experience and the presence of 
management experience with a correlation coefficient of 0.65. More detailed descriptive 
statistics for all variables, in the forms of bar diagrams and histograms, are provided in 
Appendix D. Three of the control variables, accelerator region, type of product and type of 
customer, are nominal variables and as such it is not possible to calculate the 
aforementioned descriptive statistics for these variables. It can be observed that most start-
ups are located in the accelerator region the Netherlands, the type of product is mostly 

                                                      

3 For the revenue and employee variable it is possible to include the non-surviving start-ups in the regression 

analyses as having zero revenues and employees. A robustness check which included the non-surviving start-

ups for these variables had very similar results to the outcomes presented in this study. 
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hardware, and the type of customer are mostly consumers (see Appendix D). These three 
categories are used as the baseline categories in the analyses. 

3.4. Imputation 
For a number of variables there is missing data as some start-ups did not provide 
information on the respective variable (Figure 2). In order to include these start-ups in the 
analyses I use the mice package in R, which applies multivariate imputation by chained 
equations, to impute the missing variables (Buuren & Groothuis-Oudshoorn, 2011). The 
imputation through mice consists of a three step process. The first step, imputation, consists 
of multiple (ten) rounds in which the missing values are replaced by plausible data values. 
These plausible values are drawn from a distribution specifically modelled for each missing 
entry. This results in ten complete datasets in which the missing values have been replaced 
by plausible values. Secondly, in the analysis phase, the appropriate regression model is run 
to calculate the regression coefficients (Q) for each of the datasets. Third, in the pool stage, 
the method outlined in Rubin (1987, pp. 76–77) is used to calculate the mean over the 

regression coefficients 𝑄̂(1), … , 𝑄̂(10) as well as the sum of the within- and between-
imputation variance (Buuren & Groothuis-Oudshoorn, 2011). These are then reported as the 
coefficients for the model.  

 
Figure 2: Overview of the percentage of missing variables and their combinations. 

The number of missing observations for the ordinal scale investments is noticeably higher 

because this variable was only collected in the 2016 performance survey, while the 2014 and 

2015 surveys used a binary scale. I therefore use the binary measure to test the robustness 

of the analyses with investments as the dependent variable.   
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Table 2: Descriptive statistics and correlations 
 

 

# n Mean S.D. 1 2 3 4 5 6 7 8 9 10 11 12 13 

Number of  
employees 

1 184 5.565 5.01 1             

Revenues 2 180 1.256 1.18 0.498 1            

Cumulative 
investments 
(binary) 

3 173 0.301 0.46 0.404 0.242 1           

Cumulative 
investments 
(ordinal) 

4 141 1.688 1.10 0.434 0.238 0.965 1          

CO2 impact 
score 

5 197 2.873 1.05 0.048 -0.057 0.139 0.165 1         

Technological 
diversity change 

6 197 0.291 1.93 0.057 -0.001 0.107 0.123 0.230 1        

Age 7 197 2.801 1.87 0.177 0.357 0.421 0.456 -0.056 0.036 1       

Initial number 
of founders 

8 197 2.508 0.95 0.236 -0.063 0.049 -0.001 -0.098 0.026 -0.080 1      

Years working 
experience 

9 196 19.296 19.03 -0.049 -0.108 0.035 -0.022 0.074 -0.103 0.040 0.183 1     

Industry 
experienceYN 

10 195 0.585 0.49 -0.057 -0.032 -0.112 -0.161 0.075 -0.031 -0.062 0.085 0.496 1    

Management 
experienceYN 

11 195 0.426 0.50 0.028 -0.014 0.004 0.003 0.116 -0.016 0.064 -0.058 0.652 0.263 1   

Startup 
experienceYN 

12 196 0.469 0.50 0.024 -0.020 0.122 0.100 0.089 0.037 0.054 0.075 0.464 0.121 0.359 1  

% of males 13 197 0.889 0.23 0.104 0.154 0.176 0.166 0.035 -0.004 0.130 -0.120 -0.101 0.030 0.082 0.022 1 
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3.5. Data analysis 
To test the hypotheses on the relation between the independent and dependent variables I 
perform multiple regression analyses using ‘R’. The number of employees, is a count variable 
and as such a Poisson or negative binomial model is the appropriate regression model. The 
Poisson model is not the right fit for the data because the overdispersion is higher than the 
threshold of 2 (3.18) and significant (see Appendix E). Therefore, a negative binomial model 
is used for this variable. The revenues, investments and climate performance variables are all 
ordinal in nature and therefore an Ordinal Logit Model (OLM) is used for these dependent 
variables. To perform the robustness test with the binary investment variable a Binary Logit 
Model (BLM) is the appropriate model.  

For each dependent variable two models are constructed, one including only the control 
variables and one including the independent variable, technological diversity change. I use 
the lrtest function in R to compare the two models and the McFadden Pseudo R2 to report 
the performance of the respective models (Hoetker, 2007; Jackman, 2017; Zeileis & Hothorn, 
2002). The McFadden Pseudo R2 values of the models range from 0.04 to 0.14 indicating 
acceptable to good model fits (McFadden, 1974).  

For each of the analyses I verify whether the appropriate assumptions hold (see Appendix D 
and E). The assumption of multicollinearity is tested by looking at the Spearman’s 
correlations, which show no particularly worrisome correlations. I also calculate the VIF 
scores, which are all below 2 and as such there is no issue with multicollinearity of the 
independent and control variables (Field et al., 2012). Furthermore, scatterplots of the 
variables and the residuals show that the residuals are homoscedastic. Finally, there are no 
observations with a Cook’s Distance larger than 1 and thus no outliers of particular concern 
(Cook & Weisberg, 1982; Field et al., 2012). 
 
For the OLM analyses I also test whether the parallel regression assumption holds. This is 
done by comparing the full ordinal logit model with constrained models. In the constrained 
models one independent variable is taken out of the full model and allowed to vary with the 
outcome categories (Ari & Yildiz, 2014). Because the outcomes are not significant the 
parallel regression assumption is not violated . 
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4. Results 

4.1. Business performance 
This section describes the results of the regression analyses with firm size, which is 
operationalized as the number of employees and the revenues, and investments as the 
dependent variables. The results of the regression models for these dependent variables are 
shown in Table 3. 

Table 3: Results of the Negative Binomial Models with the number of employees and the 
OLM models with revenues and investments as the dependent variable. 

 Control 
employee 

Full 
employee 

Control 
revenues 

Full 
revenues 

Control 
invest 

Full 
invest 

Intercept 0.250 
(0.381) 

0.124 
(0.400) - - - - 

Technological 
Diversity - 

0.015 
(0.603) - 

-0.030 
(0.701) - 

0.055 
(0.616) 

Age 0.123 
(0.000)*** 

0.123 
(0.000)*** 

0.470 
(0.000)*** 

0.472 
(0.000)*** 

0.571 
(0.000)*** 

0.513 
(0.000)*** 

Initial founding 
team size 

0.200 
(0.001)*** 

0.199 
(0.001)*** 

-0.069 
(0.668) 

-0.062 
(0.700) 

0.217 
(0.317) 

0.209 
(0.339) 

Total years of 
working 
experience 

-0.006 
(0.138) 

-0.006 
(0.146) 

-0.025 
(0.036)* 

-0.026 
(0.034)* 

0.000 
(0.991) 

0.001 
(0.932) 

Industry 
Experience 

-0.239  
(0.048)* 

-0.236 
(0.051) 

0.367 
(0.273) 

0.361 
(0.281) 

-0.928 
(0.036)* 

-0.932 
(0.035)* 

Management 
Experience 

0.226 
(0.114) 

0.214 
(0.130) 

0.161 
(0.677) 

0.176 
(0.649) 

-0.197 
(0.712) 

-0.206 
(0.700) 

Start-up 
Experience 

0.117 
(0.337) 

0.121 
(0.332) 

0.213 
(0.516) 

0.225 
(0.496) 

0.426 
(0.305) 

0.400 
(0.339) 

Hardware-
Software 

0.307 
(0.008)** 

0.310 
(0.007)** 

0.790 
(0.011)* 

0.790 
(0.011)* 

-0.384 
(0.350) 

-0.366 
(0.374) 

B2B-B2C 0.249 
(0.048)* 

0.258 
(0.042)* 

0.596 
(0.087) 

0.580 
(0.098) 

-0.164 
(0.715) 

-0.145 
(0.750) 

Percentage of 
males 

0.520 
(0.033)* 

0.524 
(0.032)* 

0.970 
(0.154) 

0.972 
(0.154) 

2.273 
(0.034)* 

2.286 
(0.033)* 

Accelerator  
DACH 

0.341 
(0.013)* 

0.338 
(0.013)* 

0.504 
(0.181) 

0.506 
(0.180) 

0.634 
(0.214) 

0.621 
(0.224) 

Accelerator 
Nordics 

-0.189 
(0.206) 

-0.187 
(0.210) 

-0.152 
(0.705) 

-0.173 
(0.670) 

-0.748 
(0.172) 

-0.736 
(0.180) 

N 184 184 184 184 184 184 

McFadden R2 0.058 0.059 0.099 0.099 0.141 0.142 

Significance codes: ‘***’ p < 0.001, ‘**’ p < 0.01, ‘*’ p < 0.05 

 



20 
 

 

Both models with the number of employees as the dependent variable have McFadden 
values of 0.06 (table 3). The difference between the two models and the influence of the 
technological diversity change variable on the number of employees are not significant at 
the 5% level. The McFadden value for both OLM models with revenues as the dependent 
variable are 0.10 (table 3). The value for the linear model is slightly higher, however the 
difference between the control and the full model is not significant. The technological 
diversity change variable also does not have a significant influence on the revenues earned 
by a start-up (5% level).  

The OLM with investments as the dependent variable both have a McFadden value of 0.14 
(table 3). The difference between the control and full model is not significant and neither is 
the coefficient for technological diversity change (5% level). The effect of the technological 
diversity change variable is thus not significant for investments. The results are the same for 
the robustness test with the binary investment variable (see Appendix E).  

The results of the business performance analyses with firm size and investments as the 
dependent variables therefore do not provide evidence to support hypothesis 1. 

Regarding the control variables for the firm size models, the start-ups age has a positive 
effect on both the number of employees and revenues which is significant (0.1% level). 
Furthermore, a larger initial founding team has a positive, significant effect on the number of 
employees (0.1% level). Interesting is that having experience in the same industry has a 
negative effect on the number of employees that is significant at the 5% level. While the 
founding teams total years of working experience has a small, but significant (5% level) 
negative effect on the revenues. This effect is robust when the average number of working 
experience per team member is used instead of the total years of working experience. 

Furthermore, start-ups with a software product perform significantly better than their 
hardware counterparts for both dimensions of firm size (5% level). Also, start-ups selling 
their products to consumers have significantly larger number of employees than their 
counterparts who deliver to businesses (5% level). Furthermore, a larger percentage of males 
has a positive effect on the number of employees (5% level). Finally, it is found that start-ups 
from the DACH region are significantly larger than their counterparts from the Netherlands 
and Nordics (1% level).  

Regarding the investment model, start-up age has a positive effect on the cumulative 
investments at the 0.1% level. Furthermore, industry experience has a negative effect on the 
cumulative investments which is significant at the 5% level. Finally, start-ups with a higher 
percentage of male founders have gathered significantly more investments (5% level). The 
results of the robustness check with the binary variable for investments are highly similar 
except for the fact that in the robustness model the negative effect of industry experience is 
not significant anymore. 
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4.2. Climate performance 
Table 4 shows the outcomes for the OLM with climate performance as the dependent 
variable. The control model has a McFadden value of 0.05 while the McFadden value for the 
full model is 0.06. The full model is significantly better than the control model (5% level) and 
the technological diversity change variable has a positive effect on the potential climate 
performance of the start-up, which is significant at the 5% level. The results of the climate 
performance analyses therefore provide support for hypothesis 2. 

Table 4: Results of the Ordinary Logit Models with climate performance as the dependent 
variable. 
 Control Model Full Model 

Technological Diversity - 0.182 (0.009)** 
Age -0.003 (0.966) -0.019 (0.806) 
Initial founding team size -0.222 (0.157) -0.258 (0.110) 
Total years of working experience -0.017 (0.145) -0.012 (0.286) 
Industry Experience 0.459 (0.145) 0.455 (0.147) 
Management Experience 0.539 (0.139) 0.466 (0.200) 

Start-up Experience 0.337 (0.274) 0.284 (0.358) 
Hardware-Software -1.170 (0.000) *** -1.172 (0.000)*** 
B2B-B2C -0.170 (0.592) -0.149 (0.638) 
Percentage of males 0.192 (0.731) 0.189 (0.736) 
Accelerator DACH 0.700 (0.045)* 0.710 (0.042)* 
Accelerator Nordics 0.697 (0.070) 0.751 (0.055) 
N 197 197 

McFadden R2 0.048 0.060 

Significance codes: ‘***’ p < 0.001, ‘**’ p < 0.01, ‘*’ p < 0.05 

In both the control and the full model the control variables representing the type of product 

are significant at the 0.1% level. Start-ups with a hardware product have significantly higher 

potential to reduce CO2e emissions than their software counterparts. Furthermore, start-ups 

from the DACH region have significantly higher climate potential than their Dutch 

counterparts (5% level). 
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5. Discussion  
The goal of this study was to understand how a start-up’s influence on the diversity of the 
technological system, influences the start-up’s performance along the business and climate 
dimensions. To do so the following research question was formulated: What is the influence 
of the degree of technological diversity change caused by climate-focused start-ups’ on their 
business and climate performance? 

The findings show that the creation of technological diversity is not associated with a 
significantly lower business performance, in the form of firm size and investments. 
Hypothesis 1 is therefore not accepted. For the climate dimension of performance the results 
show that diversity creation by a start-up has a positive effect on the climate performance in 
terms of the potential to reduce CO2e emissions. This confirms the expectation that start-ups 
with a more unique technology have a higher potential to reduce CO2e emissions. 
Hypothesis 2 is therefore accepted. 

5.1. Theoretical implications 
This study used concepts from the macro-level technological trajectory literature to derive 
micro-level hypotheses about the influence of technological diversity change caused by a 
start-up on the start-up’s performance (Yu et al., 2011). Regarding business performance the 
study did not find support for the hypothesis that start-ups which create technological 
diversity have significantly lower business performance. This study was therefore not able to 
confirm the arguments that: (1) technologies which open up new trajectories, and create 
technological diversity, are associated by customers as having higher risks which reduces 
their adoption (Marra et al., 2003; Verhoeven et al., 2016), and (2) technologies that reduce 
diversity have higher performance because they can profit from economies of scale and 
learning effects obtained through similar technologies (Anandarajah & McDowall, 2015; 
Rogner, 1998; Yu et al., 2011).  

A potential explanation for this can be found in the literature on competitive advantage 
(Porter, 1998). A start-up’s competitive advantage is strongly influenced by the level of 
uniqueness of its resources, including its technology (Barney, 1995; Granstrand, 1998; 
Mahoney & Pandian, 1992; Teece, Pisano, & Shuen, 1997). A non-unique technology, which 
reduces technological diversity, has less competitive advantage which could lead to a lower 
start-up business performance (Aharonson & Schilling, 2016; Debackere et al., 1999; 
Harrigan & DiGuardo, 2014; Zahra, 1996). This effect is opposite to the relation as expected 
from the technological trajectory literature and the mechanisms could thus have countered 
each other. 

Regarding the climate performance, this study found that technological diversity creation 
has a positive influence on a start-up’s potential to reduce CO2e emissions. These findings 
correspond with the expectation that start-ups which create diversity have not yet profited 
from learning effects (Aharonson & Schilling, 2016; Nemet, 2006). These start-ups therefore 
have a higher technological potential which results in a higher potential climate impact 
(Aghion et al., 2012; Aghion et al., 2014; Bjornali & Ellingsen, 2014; Nemet, 2009).  

This study uses climate, in the form of the potential to reduce CO2e emissions, as a new 
dimension of start-up performance. In doing so it answered the call from previous literature 
to include the environmental dimension in research of business performance (Bjornali & 
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Ellingsen, 2014; Dean & McMullen, 2007; Elkington, 1994; Meyskens & Carsrud, 2013; Slaper 
& Hall, 2011). This research also provides support for the notion that the business and 
climate dimensions are fundamentally different from each other. First, the results show both 
negative and very low correlations between the climate and the business dimensions of 
performance indicating that they are not related. Furthermore, control variables which 
positively influence business performance (such as start-up age) do not have the same effect 
on climate performance. Interesting is also that although start-ups with a software product 
have significantly higher revenues and number of employees, they also have a significantly 
lower potential to reduce CO2e emissions than start-ups with a hardware product. 

There are a number of additional interesting outcomes concerning the control variables 
which are worth discussing. 

First, the negative effect of industry experience on business performance, which is 
significant for both the number of employees and the investments of a start-up, contradicts 
previous literature which suggested that industry experience leads to better-performing 
ventures (Dahl & Reichstein, 2007; Delmar & Shane, 2006; Klepper & Sleeper, 2005; Toft-
Kehler et al., 2014). One potential explanation for this negative influence is that, in this 
study, experience on a relevant topic which is obtained while working at a university is 
coded as having industry experience. Previous research has shown that ventures started 
from universities generally perform less well than other start-ups (Harrison & Leitch, 2010). 
Including experience obtained at universities could thus have led to the negative influence of 
industry experience on business performance. Also surprising, and contradictory to the 
existing literature (Colombo & Grilli, 2010; Rauch & Rijsdijk, 2013), is that the total amount 
of working experience of the founding team has a significant negative effect on the revenues 
dimension of business performance. A potential explanation for this could be that very 
experienced founders have more capital available for their business and as such are less 
likely to focus on acquiring early revenues for their business (Headd, 2003). 

Although consistent with previous research (Chowdhury, 2005; Kanze et al., 2017; 
Malmström et al., 2017; Verheul & Thurik, 2001), it is noteworthy that a higher percentage 
of males in the initial founding team is associated with significantly higher investments and 
more employees. The first potential explanation is that male entrepreneurs have more 
confidence in their own abilities and are more ambitious which influences their performance 
(Verheul & Thurik, 2001). Secondly, because a majority of investors and entrepreneurs are 
male, investors (subconsciously) look for similar people when investing in start-ups, leading 
to a gender bias towards investing in male entrepreneurs (Kanze et al., 2017; Malmström et 
al., 2017). 

Finally, the results show that start-ups in the DACH region have a higher business 
performance which is significant for their number of employees. A potential explanation that 
came up when talking to start-ups from this region is the fact that these start-ups are dealing 
with a larger home market. As a result they require larger teams to deal with the travel 
required to reach different parts of their market.  

5.2. Limitations 
The business performance data used in this research is obtained from performance surveys 
at three different moments in time. In order to correct for the differing time lines I use the 
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start-up age, calculated as the year of the performance survey minus the start-up foundation 
year. Nevertheless fluctuations in the external environment between the different years, 
such as the content of the accelerator program, could have influenced the results.  

In start-up research profitability is also a frequently used dimension of business 
performance. This variable is not included in this research for two reasons. First, because the 
climate-focused industry is generally very resource intensive the start-ups require additional 
resources, through investments, before they can achieve profitability (Bjornali & Ellingsen, 
2014; Eyraud et al., 2013; Hyytinen et al., 2015). Profitability is therefore a long term goal for 
the start-ups included in this study and is therefore not a relevant dependent variable at this 
stage. Second, the annual Climate-KIC evaluation survey which is used to obtain the business 
performance data does not include a measure for profitability. 

The climate measure in the form of the potential to reduce CO2e emissions proved reliable 
using expert scores as a verification measure. Nevertheless, it would be preferable to have 
quantitative numbers for this measure. However, this requires individual collaboration from 
each start-up regarding the exact features of their business. It was therefore not possible to 
include such a measure in this research. This is a potential avenue for future research as 
Climate-KIC Scotland and the ECCI recently started writing Carbon Audit Reports, which 
quantify the potential reduction in CO2e emissions for each of the start-ups in the local 
accelerator program. Furthermore, by combining these estimations with the revenues of the 
start-ups, future studies can also calculate the realized climate performance. This makes it 
possible to evaluate the actual climate impact and is a next step in evaluating the climate 
performance of start-ups. During this study I did investigate combining the potential climate 
scores and revenues to construct a variable for the actual climate performance. However, 
the results of this process were not deemed to be consistent and reliable and therefore not 
included in this thesis.  

Regarding the independent variable, it is important to note that the change in technological 
diversity (the entropy change, Eq. 2) was calculated based on the full 303 start-ups and not 
only regarding the start-ups founded prior to that particular start-up. This was the case 
because the relatively low number of start-ups in the earlier years seriously biased the 
results if this was considered. The fact that the changes in technological diversity were 
calculated as if all start-ups were founded at a single time is a limitation of this study. 

A potential concern with this research could be the limited generalizability of the sample 
towards start-ups not participating in incubation and accelerator programs. However, there 
are two arguments which ensure that this is not problematic. First, although being 
accelerated does influence start-up performance (van Rijnsoever et al., 2016), it is not 
expected to do so differently for technological diversity creating or reducing start-ups. 
Secondly, because the climate-focused industry is generally very resource intensive, climate-
focused start-ups encounter large liabilities of newness and smallness (Bjornali & Ellingsen, 
2014; Eyraud et al., 2013; Hyytinen et al., 2015). The start-ups often require additional 
resources to overcome these liabilities which they acquire by entering accelerators and 
incubators (Klofsten et al., 2016; Shane & Khurana, 2003; van Rijnsoever et al., 2016; van 
Weele et al., 2017). They are able to do so because there is a large availability of these 
programs (Bank & Kanda, 2016; Bergek & Norrman, 2008; Tamásy, 2007). It can thus be 
expected that the majority of climate-focused start-ups use the support of an acceleration or 
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incubation program. Therefore, the sampling frame of the study is not expected to influence 
the generalizability. 

Finally, this research did not include a measure for the ambition levels of the entrepreneurs, 
which is known to influence business performance (Baum & Locke, 2004). It is possible that 
more ambitious entrepreneurs start more technologically diverse businesses because they 
believe they will be able to overcome any barriers. As such, entrepreneur ambition could be 
a cofounding factor that influences both the dependent and independent variable, making 
this a relevant avenue to explore in future research.  

5.3. Practical implications 
From a societal perspective climate-focused start-ups have been considered to have three 
main functions: (1) they play a key role in climate mitigation, (2) they are a major driver of 
economic development, and (3) they contribute to technological change by introducing 
diversity into the system (Aerts et al., 2007; Almeida & Kogut, 1997; Andrea & Roberto, 
2014; Bjornali & Ellingsen, 2014; Cumming et al., 2014; Klepper & Sleeper, 2005). This 
research reveals an interesting dynamic between the three functions, as start-ups who 
create technological diversity have a higher potential to reduce CO2e emissions but not a 
higher business performance. Furthermore, start-up’s with a software technology are found 
to be more likely to have higher business performance but they also have less potential to 
reduce CO2e emissions.  

From the results of this study it thus becomes clear that there is a discrepancy between the 
climate potential and business dimensions of performance. The goals of climate and 
business performance do not align, and while business performance is necessary to translate 
the potential climate impact into realized climate performance, it is not sufficient. The 
implication for policy makers and incubator and accelerator personnel is that achieving these 
goals simultaneously is not a straightforward process and it is unlikely to result from the 
current approach. Instead these actors are presented with a tough challenge to balance the 
different societal impacts of start-ups.  

However, this study also identifies a particular group of start-ups which could help solve this 
dilemma. There is a small group of start-ups in this research which performed well regarding 
both business performance (in the form of revenues) and climate potential (see Appendix F). 
These start-ups are thus able to achieve both strong business and climate performance. 
Understanding how these start-ups differ from the other start-ups is a future research 
avenue which could help policy makers and incubators and accelerators to aim for both high 
business and climate performance.  

The fact that incubators and accelerators are currently evaluated based on the business 
performance of their start-ups this study has another important implication (Sepulveda, 
2012; Tamásy, 2007). The findings in this research show that the climate-focused start-ups 
with a software product are significantly more likely to lead to higher business performance. 
The quickest way for incubator and accelerator personnel to meet their evaluation 
requirements is thus to select these start-ups into their programme.  
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5.4. Future research 
This research shows that there are fundamental differences between start-ups based on 
their technology and type of product, thus supporting the argument that these start-ups also 
require different types of support when establishing their business (Soetanto & Jack, 2013). 
Future research could focus on these differences to better understand how the needs of 
different types of start-ups differ. The increased understanding of this topic could help 
incubators and accelerators to better support start-ups with a different nature. 

Currently, most research on accelerated start-ups studies the performance of start-ups at a 
single point in time rather than taking a longitudinal approach, which accounts for the 
different growth curves of the start-ups (Kebbi & Valliere, 2007). As the Climate-KIC 
accelerator is annually gathering start-up performance data this data could be used to fill 
this research gap by studying the performance of accelerated start-ups over time. 

The topic modelling approach which is used to define the independent variable has proven 
to be an interesting and reliable way to research technological fields and the contribution of 
individual technologies to these fields (Páez-Avilés et al., 2016). In this study it is applied to 
study how a change in technological diversity caused by a start-up influences its 
performance. However, this method could also be used to shed insights into another 
research gap. The patterns of technological development are known to differ between 
industries, but it is still unknown how different actors contribute to these different patterns 
(Breschi et al., 2000; Malerba & Orsenigo, 1996). In order to fill this research gap the topic 
modelling method could be used to research how start-ups, and other types of actors, have 
contributed to the development of particular technologies (e.g. wind or tidal power) over 
time, using the patent texts and applicants of these technologies. 
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7. Appendix A: Operationalisation table 
Table 5: Operationalisation of theoretical concepts into variables 

Concept Indicators Calculation of scores Measure
-ment 

Start-up 
business 
performan-
ce 
 
 

Cumulative 
Investment 

The absolute, cumulative amount of external 
investments made into the start-up between it’s 
foundation and the most recent performance survey. 
1= €0-250,000 
2= €250,000-500,000 
3= €500,000-1 million 
4= >€1 million 
 
When including 2014 and 2015 data the measure is a 
binary variable: 
1= €0-250,000 
2= >€ 250,000 

Ordinal, 
1-4 
 
AND 
Binary 
1,2 

Firm size 
(employee) 

The number of employees working for the start-up 
at the time of the performance survey. 

Count, 
0- ∞ 

Firm size 
(revenues) 

The absolute, cumulative amount of revenues of the 
company in the year of the performance survey. 
0= no revenues 
1= €0-10,000 
2= €10,000-100,000 
3= >€100,000 
 

Ordinal, 
0-3 

Start-up 
climate 
impact 
 
 

Potential 
climate impact 
(assessed) 

A five-point scale assessment of the start-up’s 
potential for CO2 reductions if the start-up’s 
product/service is successfully introduced on the 
market. 

Ordinal 

Start-up 
technologic
al diversity 
change 

The 
technological 
diversity 
change caused 
by a start-up 

The difference between the entropy of the 
population of climate-focused start-ups (H1) and a 
hypothetical population in which that particular 
start-up does not exist (H0). 

∆𝐻 = 𝐻1 − 𝐻0 

Ratio, -
∞ - +∞ 
 

Company 
age 

The age of the 
start-up 

The age of the company at the moment the 
performance measures are evaluated, calculated as 
the year of the performance survey minus the start-
up foundation year. 

Count, 
0- ∞ 

Initial team 
size 

The number of 
initial founders 

The absolute amount of founders at the time of the 
start-up’s foundation. 

Count, 
0- ∞ 
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Working 
experience 

The amount of 
working 
experience of 
the founders 

The cumulative amount of years of working 
experience of the founding members of the 
entrepreneurial team at the time of the start-up’s 
foundation. A robustness check is performed with 
the average amount of years of working experience 
per team member. 

Count, 
0- ∞ 

Industry 
experience  

The previous 
industry 
experience of 
the founders 

A binary measure that represents whether any 
founder has previous working experience in an 
industry related to the start-up at the time of the 
foundation. 

Binary, 
0-1 

Manageme
nt 
experience 

The previous 
management 
experience of 
the founders 

A binary measure that represents whether any 
founder has previous experience in a management 
position at the time of the start-up’s foundation. 

Binary, 
0-1 

Start-up 
experience 

The previous 
start-up 
experience of 
the founders 

A binary measure that represents whether any 
founder has previous experience in founding a 
company. This is measured at the time of the start-
up’s foundation. 

Binary, 
0-1 

Product 
type 

The start-ups 
type of 
product 

A categorical variable indicating whether a start-up 
has a software or a hardware product (combinations 
are coded as hardware). This variable is measured at 
the time of entering the accelerator, which is used as 
a proxy for the start-ups time of foundation. 

Dummy 
variable, 
0-1 

Customer 
type 

The main type 
of customer of 
the start-up 

A categorical variable indicating whether a start-up’s 
main customer is a business (B2B) or a consumer 
(B2C). This variable is measured at the time of 
entering the accelerator, which is used as a proxy for 
the start-ups time of foundation. 

Dummy 
variable, 
0-1 

Gender  The 
percentage of 
males  

The percentage of members of the initial founding 
team which are males. 

Ratio 0-
1 

Specific 
Climate-KIC 
accelerator 
program 

The specific 
accelerator 

A categorical variable indicating the specific 
accelerator in which the start-up is located: 

• The Netherlands 

• The Nordics (Denmark, Norway, Finland, 
Sweden) 

• DACH (Berlin, Munich, Frankfurt, Switzerland, 
Austria) 

Dummy 
variable, 
0-1 
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8. Appendix B: Climate performance variable 
During the data collection process I was able to find panel reviews for 127 out of the 197 
start-ups. The panel scores are given by a group of around 65 different panel members, each 
assessing a different group of start-ups. From the panel members a total of 633 pairs of 
unique panel member/start-up climate assessments were obtained. Details about the 
distribution of the available data across the regions are shown in table 6. 

Table 6: Overview of the available panel member review data per region. 

 Netherlands DACH Nordics 

Panel reviews available 78/112 18/47 31/38 

Number of panel members 37 8 22 

Number of unique panel member/start-up scores 390 104 139 

The one-way, single-measure ICC is used to generalize the reliability of the scores for this 
original subset of start-ups (127) to the full set of 197 start-up ratings. As the panel member 
scores are relatively sparse data, on average there are less than 10 ratings per panel 
member, it is not feasible to calculate the ICC in comparison to every panel member. 
Therefore, a single score for the panel member group is constructed by calculating the 
mean. In addition, I also test the robustness of this measure by rounding these means to the 
nearest complete number, creating the rounded mean. These central tendencies are then 
used to calculate the ICC by comparing them with the author scores (Table 7). 

Table 7: The ICC scores based on the initial data. 
 Mean Rounded Mean 

ICC 0.543 0.565 

N 127 127 

These ICC scores can be assessed as acceptable (0.4-0.6), but they are slightly below the 0.6 
threshold for good inter-reliability scores (Cicchetti, 1994; Hallgren, 2012). However, a big 
part of the difference between the author and expert panel scores can be found in the lower 
scores, which are given less frequent by the experts (Table 8 and Figure 3). In addition, the 
mean score also results in a smaller deviation of the scores and more scores in the middle of 
the scale. Thus indicating that the reliability of the author scores is potentially higher. 

Table 8:Table with the author and panel member scores 
 1 2 3 4 5 

Author CO2e score  13 24 52 33 5 

Rounded mean CO2e 
score of panel members  

4 18 64 38 3 
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Figure 3: Scatterplot of the author and panel member mean climate performance scores 

As described in the main text there are two particular concerns when taking a closer look at 
the data. First, there are a number of panel members who only provided climate impact 
evaluations for a single start-up. And second, there is a group of panel members whose 
assessments show very poor correlations (below 0.2) with the mean score of the panel 
members. When these two groups of panel members are removed from consideration, data 
on about 50 panel members who have scored 122 start-ups for a total of 509 pairs of unique 
panel member/start-up climate assessments remains. The resulting ICC values, which are 
reported in the main text, for are now above 0.6 showing a good inter-reliability-rating and 
as such proving that the climate impact assessment of the author is a reliable measure 
(Table 9).  

Table 9: The ICC scores based on the cleaned data. 
 Rounded Mean Rounded Mean 

ICC 0.627 0.681 

N 122 122 

Finally, to test the robustness of the variable I also calculated the ICC for each of the 

respective accelerator regions separately. The ICC scores prove to be robust between the 

different accelerator regions as the ICC scores are similar across the three regions (Table 10). 

Table 10: The ICC scores based on the cleaned data. 
 Netherlands 

Mean 
Netherlands 
Rounded 
Mean 

DACH 
Mean 

DACH 
Rounded 
Mean 

Nordics 
Mean  

Nordics 
Rounded 
Mean 

ICC 0.572 0.663 0.700 0.751 0.662 0.664 

N 78 78 15 15 29 29 
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9. Appendix C: Topic modelling results 
The LDA uses a corpus (a collection of documents) as it’s primary input. The corpus is used to 
build a term-document matrix. This matrix contains all the words in the corpus as the rows 
and the separate documents as the columns. It is subsequently filled out with the frequency 
that each term occurs in the corresponding document. The pre-processing steps necessary 
to fit the LDA on the corpus are shown in table 2 (Blei & Lafferty, 2009; Grün & Hornik, 
2011).  

Table 11: Data pre-processing steps 

Pre-processing step Argumentation 

Removing all punctuation characters, 
numbers and non-Latin characters 

‘R’ cannot process these characters 

Removing stop words and words of less 
than three characters 

To prevent these frequent but meaningless 
words from influencing the topics 

Converting all characters to lower-case 
and stemming the words 

To homogenise different forms of the same 
words  

Pruning the vocabulary Words which occur in very little documents or in 
nearly every document (e.g. non-discriminating 
terms) can seriously skew the topics 

The pruning of the vocabulary is done using the term-frequency inverse document scores 
(TF-IDF). The TF-IDF is a measure of how often a word occurs in a document and weighs this 
in comparison to the number of documents in which the word occurs (Robertson, 2004). The 
median TF-IDF score is slightly above 0.05 and I thus use 0.05 as the cut-off value to include 
terms into the analyses. Before the pre-processing steps the technology descriptions 
consisted of an average of 203 words per description, after the pre-processing process there 
are 47 words per document remaining. The term-document matrix which forms the input to 
the LDA now consists of 2991 rows (words) and 303 documents (start-up technologies.  

As described in the operationalization of this thesis, the α has to be determined before 
performing the LDA. In the VEM algorithm α can be estimated or set to a fixed value of 50/k 
(Grün & Hornik, 2011). The choice between an estimated and fixed value for α is made by 
comparing the perplexities through 10-fold cross validation (Grün & Hornik, 2011; Su & Liao, 
2013; Teh et al., 2005). This is done for multiple topics with an increment of five to keep 
computing power down. Table 12 shows that the perplexities of the estimated α minus the 
fixed α models. The results show that the perplexities of the fixed α model are consistently 
lower than for the estimated models and therefore the LDA is estimated with a fixed value 
for α. 

Table 12: The result of the estimated α minus the fixed α perplexities based on 303 accepted 
start-ups from the Netherlands, Nordics, and DACH regions. 

Topics Fold 1 Fold 2 Fold 3 Fold 4 Fold 5 Fold 6 Fold 7 Fold 8 Fold 9 Fold 10 

5 5,0E+00 5,3E+09 3,5E+11 2,5E+11 2,6E+11 2,3E+18 5,8E+17 1,6E+18 5,4E+10 1,5E+18 

10 1,0E+01 7,2E+09 4,1E+11 3,1E+11 4,4E+11 3,0E+18 1,0E+18 2,4E+18 5,5E+10 2,8E+18 

15 1,5E+01 9,1E+09 5,4E+11 5,5E+11 4,8E+11 2,9E+18 6,4E+17 2,5E+18 7,8E+10 2,9E+18 

20 2,0E+01 7,6E+09 4,2E+11 6,2E+11 2,3E+11 2,5E+18 7,3E+17 3,0E+18 6,7E+10 2,1E+18 

25 2,5E+01 4,1E+09 5,0E+11 5,8E+11 4,2E+11 2,4E+18 7,8E+17 2,5E+18 7,9E+10 3,1E+18 

30 3,0E+01 5,4E+09 3,4E+11 4,9E+11 3,2E+11 3,2E+18 1,0E+18 1,7E+18 6,7E+10 2,9E+18 
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35 3,5E+01 5,7E+09 3,2E+11 3,5E+11 4,5E+11 2,7E+18 1,1E+18 2,0E+18 6,2E+10 2,5E+18 

40 4,0E+01 6,1E+09 3,3E+11 5,5E+11 3,3E+11 2,9E+18 8,6E+17 1,6E+18 6,3E+10 3,4E+18 

45 4,5E+01 4,4E+09 3,7E+11 4,7E+11 2,8E+11 2,5E+18 7,2E+17 1,7E+18 7,1E+10 1,7E+18 

50 5,0E+01 5,2E+09 3,4E+11 3,3E+11 2,0E+11 1,8E+18 6,5E+17 1,4E+18 7,1E+10 3,2E+18 

 
The RPC graph for the fixed α VEM models is shown in Figure 4 and the first number of 
topics whose RPC is smaller than the following number of topics is 15 topics, which is the 
most appropriate amount of topics (Zhao et al., 2015).  

 
Figure 4: The RPC graph for the fixed α VEM models (15 topics). 

The ten most frequent word for each of the 15 latent topics, which are the result of the LDA, 
are shown in table 13. 

Table 13: The ten most frequent words for the fixed α LDA with 15 latent topics based on the 
technology descriptions of the 303 accepted start-ups. 

Topic 1 Topic 2 Topic 3 Topic 4 Topic 5 

solar food pallet plant charg 

cell farmer fibr light vehicl 

renew crop techniqu pump grid 

water chemic databas modul station 

flexibl water atmospher laser box 

revers fertil print deliveri car 

simul agricultur press hydropon street 

modul soil transact instagreen meter 

salt farm forecast optic raft 

osmosi yield printer aqysta driver 
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Topic 6 Topic 7 Topic 8 Topic 9 Topic 10 

clean cool packag wind mobil 

water panel good air vehicl 

ship tank sensor turbin weight 

fuel thermal organ car smartphon 

contain water hydrogen pressur pile 

robot solar footprint compress engag 

captur cycl app zigzagsolar motiontag 

surfac air pilot yield ducki 

cleaner investor rotor drive social 

load micro plant facad composit 

 

Topic 11 Topic 12 Topic 13 Topic 14 Topic 15 

greenhous heat water water wast 

solar wast trailer measur recycl 

output wood shower sensor batteri 

treatment dri bike imag marketplac 

ufb fuel circul oil layer 

imageri hous offgrid plastic concret 

date glass rider absorb onlin 

waterbox modheat flexibl cooper applianc 

cover forest financi tent home 

repair combust advertis filter cybe 

 

Figure 5 displays the highest probability with which each document belongs to a specific 
topic. The fact that each document has a distribution over multiple topics is well suited for 
the complex nature of technologies and thus an advantage of the LDA approach (Blei, 2011). 
The probabilities for the documents to belong to a specific topic ranges between 0.0155 and 
0.767. 

  

Figure 5: The highest probability for each document to belong to a topic. 
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The technologies that exhibit similar distribution over the topics are then clustered together 
(Aggarwal & Zhai, 2013). To do so clustering models with 5 to 100 clusters are fitted and the 
variance explained by the cluster models are used to choose the appropriate number of 
clusters. The most appropriate number of clusters is at the ‘elbow’ of the plot of the total 
within-clusters sum of squares and the number of clusters (Annand, 2017). This is the case 
for 20 clusters (Figure 6). 

  
Figure 6: Plot to determine the optimal number of clusters 

The clusters are then used to calculate the diversity creation for each start-up through the 
aforementioned Shannon-Weaver entropy index (Eq.1). The resulting histogram of the 
technological diversity creation is shown in figure 1 of the main thesis. For the analyses, thee 
diversity values are multiplied by 1000 to produce more normal coefficients (Figure 7).  

  

Figure 7: Histogram of the technological diversity change values of the start-ups. 
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The graphs for the two robustness checks are also displayed below. First, figure 8a-c shows 
the RPC, cluster graph and the histogram of the resulting variable when the Gibbs sampling 
algorithm is used instead of the VEM algorithm. Second, figure 9a-c show the same three 
graphs in the case where the technological diversity change variable is constructed based on 
the 197 start-ups included in this research. In both cases the results of the regression models 
proved to be robust (these are shown in Appendix E).  

 

Figure 8a-c: The RPC graph (30 topics), cluster graph (25 clusters) and the histogram for the 
Gibbs sampling models (30 topics). 

 

Figure 9a-c: The RPC graph (15 topics), cluster graph (15 clusters) and the histogram for the 
fixed α VEM model based on 197 start-ups 
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10. Appendix D: Descriptive statistics 

This appendix contains the histograms and bar diagrams for all the variables included in this 
research. In addition, for all dependent variables the scatterplots between the respective 
dependent variable and the independent variable, as well as the significant control variables 
are displayed and discussed. 

Histograms and bar diagrams 

 

 



48 
 

 



49 
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Scatterplots with the number of employees as the dependent variable
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The scatterplot with the independent 
variable, technological diversity change, and 
the number of employees is homoscedastic. 
The scatterplots with the number of 
employees and the significant control 
variables are also homoscedastic. The wider 
which can be observed range for the high 
values of age and founding team size is due 
to the smaller number of observations. Also 
notable is that there is one firm for which 
the number of employees (35) is clearly 
higher than the next largest firm. I therefore 
also ran the regression analyses when 
recoding this value at the next highest 
number of employees. The results proved to 
be fully robust. 

Residual plots for the model with the number of employees 
The residual plots for the negative binomial control and full model are shown below and 

both plots show that the residuals are distributed rather evenly and as such the residuals are 

homoscedastic.
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Scatterplots with revenues as the dependent variable 

 

The scatterplots between the independent, technological diversity change, variable and the 

revenues show that, although the distibution is relatively homoscedastic, there is a broader 

range at the lower and higher end of the diversity values. This is partly due to the smaller 

number of observations and as such not evaluated as a particular concern. Regarding the 

significant control variables the smaller number of observations at the high values leads to a 

broader range for age and particularly for the total years of working experience. In the case 

of the total years of working experience a robustness check is therefore performed using the 

average years of working experience per team member. This test shows that the results 

remain robust. In the scatterplots with a binary control variable and an ordinal dependent 

variable I added some jitter to the plot to more clearly show the relationship for these 

variables. 
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Scatterplots with cumulative investments as the dependent variable 

  

Similar to the revenues the scatterplot between technological diversity change and the 

cumulative investments shows a wider range at the low and high end, which is largely 

caused by the smaller number of observations. The broader range at the high end of age and 

at the low end of the percentage of males are similarly caused by a smaller number of 

obserations. Especially for the % of males there is some heteroskedasicity, which is the result 

of the high number of all male and the small number of all female start-ups. However, as this 

is not the main variable of this research it is not considered problematic for the results of the 

analyses.   
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Scatterplots with Climate Performance as the dependent variable 

 

The scatterplots for the independent and the significant control variable with climate 
performance as the dependent variable are homoscedastic and as such do not show 
particular concerns.  
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11. Appendix E: Verifying assumptions and Robustness models 
Verifying assumptions 

Table 14: The overdispersion of the Poisson models with the number of employees. 
 Overdispersion P Chi-Square 

Control model 3.16 1 

Full model 3.18 1 

 
Table 15: The VIF scores and maximum Cook’s distance for the negative binomial model. 

 VIF 

Technological Diversity 1.02 

Age 1.07 

Initial founding team size 1.13 

Total years of working experience 1.54 

Industry Experience 1.15 

Management Experience 1.37 

Start-up Experience 1.18 

Hardware-Software 1.04 

B2B-B2C 1.04 

Percentage of males 1.03 

Accelerator 1.10 

Maximum Cook’s distance 0.15 

 

Table 16a-c: The results of the test of parallel lines for the three OLM models 

Test of Parallel Lines for the revenues model 

Model -2 Log 

Likelihood 

Chi-

Square 

df Sig. 

Null Hypothesis 429.364    

General 410.098 19.266 20 .505 

Test of Parallel Lines for the investments model 

Model -2 Log 

Likelihood 

Chi-

Square 

df Sig. 

Null Hypothesis 222.882    

General 206.029 16.854 20 .662 

Test of Parallel Lines for the climate model 

Model -2 Log 

Likelihood 

Chi-

Square 

df Sig. 

Null Hypothesis 495.278    

General 451.919 43.359 30 .054 
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Robustness test with the binary investment measure 

The binary investment variable contains more observations (before imputation n=174) than 
the ordinal variable (before imputation n=142). I therefore perform use the binary 
investment model to test the robustness of the investments variable, to do so I perform a 
BLM. The McFadden value for both BLM’s is 0.24. The difference between the control and 
full model is not significant. The negative effect of technological diversity creation variable is 
not significant in the BLM for investments (5% level). Of the control variables Start-up age 
has a positive effect on the binary cumulative investments at the 0.1% level. Furthermore, in 
both binary models, start-ups with a higher percentage of male founders have gathered 
significantly more investments (5% level).  

Table 17: Results of the Binary Logit Models with survival as the dependent variable. 
 Control Model Full Model 

Intercept -5,629 (0.000)*** -5,671 (0.000)*** 
Technological Diversity - 0,102 (0.373) 

Age 0,628 (0.000)*** 0,629 (0.000)*** 
Initial founding team size 0,284 (0.254) 0,263 (0.298) 
Total years of working experience 0,000 (0.976) 0,002 (0.885) 
Industry Experience -0,730 (0.145) -0,718 (0.154) 
Management Experience -0,404 (0.486) -0,439 (0.455) 

Start-up Experience 0,911 (0.055) 0,884 (0.064) 
Hardware-Software -0,515 (0.256) -0,492 (0.279) 
B2B-B2C -0,031 (0.948) 0,011 (0.981) 
Percentage of males 2,670 (0.021)* 2,689 (0.021)* 
acceleratorDACH 0,704 (0.214) 0,707 (0.212) 
acceleratorNordics -0,822 (0.167) -0,794 (0.189) 
N 184 184 

McFadden R2 0.240 0.240 

Significance codes: ‘***’ p < 0.001, ‘**’ p < 0.01, ‘*’ p < 0.05 
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Robustness test using Gibbs sampling to calculate the independent variable  

Table 3: Results of the regression models when Gibbs sampling is used to calculate the 
independent variable.  

 Control 
employ

ee 

Full 
employ
ee 

Control 
revenu

es 

Full 
revenu

es 

Control 
invest 

Full 
invest 

Control 
climate 

Full 
climate 

Intercept 0.250 
(0.381) 

0.234 
(0.413) 

- - - - - - 

Technologic
al Diversity 

- 0.008 
(0.574) 

- -0.010 
(0.805) 

- 0.003 
(0.960) 

- 0.097 
(0.007)*
* 

Age 0.123 
(0.000) 
*** 

0.122 
(0.000) 
*** 

0.470 
(0.000) 
*** 

0.470 
(0.000) 
*** 

0.514 
(0.000) 
*** 

0.513 
(0.000) 
*** 

-0.003 
(0.965) 

-0.022 
(0.771) 

Initial 
founding 
team size 

0.200 
(0.001) 
*** 

0.205 
(0.001) 
*** 

-0.065 
(0.688) 

-0.068 
(0.674) 

0.252 
(0.317) 

0.253 
(0.258) 

-0.224 
(0.158) 

-0.196 
(0.218) 

Total years 
of working 
experience 

-0.006 
(0.138) 

-0.007 
(0.118) 

-0.026 
(0.035)* 

-0.025 
(0.036)* 

-0.001 
(0.952) 

-0.001 
(0.949) 

-0.016 
(0.148) 

-0.018 
(0.123) 

Industry 
Experience 

-0.239  
(0.048)* 

-0.239 
(0.048) 

0.379 
(0.258) 

0.380 
(0.258) 

-1.024 
(0.029)* 

-1.025 
(0.029)* 

0.452 
(0.152) 

0.454 
(0.148) 

Managemen
t Experience 

0.226 
(0.114) 

0.226 
(0.115) 

0.172 
(0.656) 

0.174 
(0.652) 

-0.105 
(0.848) 

-0.105 
(0.847) 

0.542 
(0.135) 

0.584 
(0.112) 

Start-up 
Experience 

0.117 
(0.337) 

0.123 
(0.311) 

0.197 
(0.547) 

0.193 
(0.557) 

0.502 
(0.239) 

0.505 
(0.238) 

0.329 
(0.288) 

0.370 
(0.236) 

Hardware-
Software 

0.307 
(0.008) 
** 

0.305 
(0.008) 
** 

0.789 
(0.011)* 

0.789 
(0.011)* 

-0.390 
(0.349) 

-0.390 
(0.349) 

-1.169 
(0.000) 
*** 

-1.248 
(0.000)*
** 

B2B-B2C 0.249 
(0.048)* 

0.248 
(0.049)* 

0.600 
(0.086) 

0.599 
(0.085) 

-0.133 
(0.765) 

-0.133 
(0.765) 

-0.170 
(0.592) 

-0.183 
(0.562) 

Percentage 
of males 

0.520 
(0.033)* 

0.523 
(0.033)* 

1.012 
(0.138) 

1.019 
(0.135) 

2.412 
(0.034)* 

2.414 
(0.034)* 

0.192 
(0.729) 

0.086 
(0.879) 

Accelerator 
DACH 

0.341 
(0.013)* 

0.352 
(0.010)* 

0.500 
(0.184) 

0.494 
(0.191) 

0.565 
(0.270) 

0.569 
(0.273) 

0.699 
(0.045)* 

0.732 
(0.036)* 

Accelerator 
Nordics 

-0.189 
(0.206) 

-0.185 
(0.216) 

-0.177 
(0.661) 

-0.190 
(0.641) 

-0.816 
(0.136) 

-0.813 
(0.140) 

0.697 
(0.071) 

0.729 
(0.060) 

N 184 184 184 184 184 184 197 197 

McFadden 
R2 

0.058 0.059 0.099 0.099 0.141 0.142 0.048 0.060 

Significance codes: ‘***’ p < 0.001, ‘**’ p < 0.01, ‘*’ p < 0.05 
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Robustness test using 197 start-ups as the technological field to calculate the 
independent variable  

Table 3: Results of the regression models when the technological field is determined using 
only the 197 start-ups for which performance data is available. 

 Control 
employ

ee 

Full 
employ
ee 

Control 
revenu

es 

Full 
revenu

es 

Control 
invest 

Full 
invest 

Control 
climate 

Full 
climate 

Intercept 0.248 
(0.386) 

0.246 
(0.389) 

- - - - - - 

Technologic
al Diversity 

- -0.005 
(0.746) 

- -0.012 
(0.767) 

- -0.018 
(0.726) 

- 0.074 
(0.039)* 

Age 0.124 
(0.000) 
*** 

0.124 
(0.000) 
*** 

0.477 
(0.000) 
*** 

0.481 
(0.000) 
*** 

0.481 
(0.000) 
*** 

0.483 
(0.000) 
*** 

-0.004 
(0.960) 

-0.016 
(0.835) 

Initial 
founding 
team size 

0.202 
(0.001) 
*** 

0.202 
(0.001) 
*** 

-0.073 
(0.653) 

-0.073 
(0.652) 

0.204 
(0.386) 

0.205 
(0.386) 

-0.228 
(0.151) 

-0.235 
(0.136) 

Total years 
of working 
experience 

-0.006 
(0.127) 

-0.007 
(0.118) 

-0.026 
(0.029)* 

-0.027 
(0.028)* 

0.003 
(0.834) 

0.003 
(0.862) 

-0.016 
(0.165) 

-0.015 
(0.198) 

Industry 
Experience 

-0.233  
(0.052) 

-0.236 
(0.052) 

0.428 
(0.199) 

0.420 
(0.209) 

-0.956 
(0.032)* 

-0.975 
(0.032)* 

0.462 
(0.142) 

0.539 
(0.090) 

Managemen
t Experience 

0.224 
(0.117) 

0.226 
(0.114) 

0.145 
(0.708) 

0.151 
(0.696) 

-0.275 
(0.604) 

-0.2251 
(0.641) 

0.526 
(0.149) 

0.490 
(0.179) 

Start-up 
Experience 

0.116 
(0.339) 

0.121 
(0.323) 

0.194 
(0.554) 

0.206 
(0.533) 

0.396 
(0.345) 

0.408 
(0.334) 

0.324 
(0.292) 

0.273 
(0.376) 

Hardware-
Software 

0.307 
(0.008) 
** 

0.297 
(0.011) * 

0.772 
(0.013)* 

0.752 
(0.018)* 

-0.438 
(0.287) 

-0.471 
(0.271) 

-1.169 
(0.000) 
*** 

-1.070 
(0.001)*
** 

B2B-B2C 0.251 
(0.047)* 

0.249 
(0.049)* 

0.590 
(0.091) 

0.593 
(0.090) 

-0.191 
(0.675) 

-0.193 
(0.671) 

-0.165 
(0.602) 

-0.201 
(0.529) 

Percentage 
of males 

0.519 
(0.034)* 

0.525 
(0.032)* 

1.009 
(0.140) 

1.034 
(0.133) 

1.906 
(0.096) 

1.916 
(0.093) 

0.198 
(0.724) 

0.027 
(0.962) 

Accelerator 
DACH 

0.342 
(0.012)* 

0.343 
(0.012)* 

0.490 
(0.193) 

0.501 
(0.185) 

0.538 
(0.298) 

0.547 
(0.288) 

0.697 
(0.046)* 

0.656 
(0.061) 

Accelerator 
Nordics 

-0.186 
(0.211) 

-0.186 
(0.213) 

-0.172 
(0.671) 

-0.173 
(0.670) 

-0.739 
(0.176) 

-0.751 
(0.174) 

0.694 
(0.071) 

0.674 
(0.081) 

N 184 184 184 184 184 184 197 197 

McFadden 
R2 

0.058 0.058 0.102 0.102 0.130 0.131 0.047 0.055 

Significance codes: ‘***’ p < 0.001, ‘**’ p < 0.01, ‘*’ p < 0.05 
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12. Appendix G: Cross table of revenues and climate potential 
Table 8: Cross table of the start-up’s revenues and their potential to reduce CO2 emissions. 
 €0 €0-10,000 

 
€10,000-
100,000 

 

€100,000-1 
million 

 

CO2 Impact 1 10 7 4 4 

CO2 Impact 2 17 4 11 7 

CO2 Impact 3 31 12 19 15 

CO2 Impact 4 19 3 11 10 

CO2 Impact 5 7 0 1 1 

 

 


