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Abstract

This thesis examines the steady states of ideal active Brownian particles on a discrete lattice and
aims to find the generalisation of the Boltzmann distribution for active systems. We specifically study
the dependence on the particle activity of the particle accumulation at hard wall boundaries and the
influence of an external ratchet potential on the steady state. We develop a model that describes the
system in terms of discrete probabilities for particles to move from position and orientation (~r, ê) at time
t to (~r ′, ê ′) at time t+ τ . We find that the magnitude of the particle accumulation at the boundaries is
proportional to the Péclet number Pe squared and that it decays with a universal decay length proportional

to 1/
√

1 + Pe2. The presence of an external ratchet potential causes the steady state to divide into two
subsystems with their own bulk densities. The bulk density is highest at the steepest side of the ratchet
and we numerically determine the dependency of the difference in bulk densities on the Péclet number
for the high and low Pe regime and on the height, length and asymmetry of the ratchet for flat, long and
almost symmetric ratchet potentials.
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1 Introduction

In recent years there has been a strong growth in both theoretical and experimental research regarding
active matter. A system is called “active” when its particles have the ability to move on their own due to a
self-propulsion mechanism. Countless examples of active systems appear in nature, such as microswimmers,
including bacteria [1–3], water fleas [4], and algae [5], flocks of birds and butterflies or schools of fish [6–9].
Studies on synthetically prepared self-propelled colloids, e.g. colloidal particles propelled through phoretic
forces [10, 11] or laser-heated metal-capped particles [12], have revealed intriguing phenomena arising in
active systems, including accumulation at boundaries [13–15], clustering [11], spontaneous self-induced flow
[16, 17] and long-range depletion-induced forces [18].
Unlike active systems, passive systems have been studied for almost two centuries and perform a well known
phenomenon: Brownian motion, which is the random motion of particles suspended in a fluid [19]. A
thoroughly studied subject considering passive systems is the effect of an external potential. It has been
shown that, in presence of an external potential V (~r), the probability distribution of a passive system in
equilibrium is given by the Boltzmann distribution

P0(~r) = N e−βV (~r), (1.1)

where N is a proper normalisation factor, such that
∫
d~rP0(~r) = 1 [20].

This thesis addresses the key question: “What is the generalisation of the Boltzmann distribution for active
systems?”. We specifically study the particle accumulation at hard wall boundaries and the density difference
at either side of an external ratchet potential.

1.1 Brownian Motion

In 1827 botanist Robert Brown discovered the phenomenon that is nowadays called Brownian motion [19].
At first Brown ascribed the observed never-vanishing random motion of small pollen of grain immersed in
a liquid to living entities. However, repeating the experiments using glass granules he observed the same
non-vanishing erratic motion. A couple of decades later the origin of Brownian motion was traced back to the
motion of the surrounding liquid molecules colliding with the particles [21] and early twentieth century great
minds like Albert Einstein [22], Paul Langevin [23], Marian von Smoluchowski [24], and others theoretically
proved this origin. In the decades that followed Brownian motion played a key role in the foundation of
thermodynamics and statistical physics and it still serves as a rich source of research today.

Figure 1: Two-dimensional trajectory of a Brownian particle with translational diffusion coefficient Dt =
0.16µm2/s. The particle started from the origin and the figure shows the trajectory during 30s. Figure is
taken from http://physicsweb.phy.uic.edu/450/MARKO/N004.html at December 8, 2017.

http://physicsweb.phy.uic.edu/450/MARKO/N004.html
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A Brownian particle immersed in a fluid is constantly moving in always randomly changing directions due
to collisions with the surrounding molecules of the medium. A two-dimensional trajectory of a Brownian
particle is shown in figure 1. The particle started from the origin and its trajectory clearly displays the
random nature of Brownian motion. The Newtonian dynamics of a single Brownian sphere with mass m,
radius R, position ~r and velocity ~v are governed by the Langevin equation

d~r

dt
= ~v, m

d~v

dt
= −γ~v −∇V (~r) + ~F(t), (1.2)

where γ = 6πηR is the friction coefficient given by Stokes law, η the viscosity of the solvent, V (~r) a space-

dependent potential, and ~F(t) a short correlated stochastic force, which describes the effect of the background

noise due to fluid particles [25]. Ornstein and Uhlenbeck showed that ~F(t) should be a Gaussian white noise,
such that

~F(t) = γ
√

2Dt
~ξ(t), 〈~ξ(t)〉 = 0, 〈ξi(t)ξj(t′)〉 = δi,jδ(t− t′), i, j = x, y, z, (1.3)

where 〈~ξ(t)〉 is the expectation value of the random noise vector ~ξ(t) and Dt the translational diffusion
coefficient of the Brownian particle given by the fluctuation-dissipation theorem derived by Einstein [20]

Dt =
kBT

γ
, (1.4)

with kB the Boltzmann constant and T the absolute temperature of the fluid.
Many systems often show overdamped Brownian motion, where md~v

dt = 0, on observable time scales. Bacteria
and other microswimmers, for example, usually perform overdamped Brownian motion dominated by friction.
The Langevin equation in the overdamped limit reads

d~r

dt
= ~v = −βDt∇V (~r) +

√
2Dt

~ξ(t), (1.5)

where β = 1/kBT . Using a probabilistic description, all the information of a system is captured by the
probability P (~r, t|~r0, t0) to find a particle at location ~r at time t if it started at ~r0 at t0. The overdamped
Fokker-Planck equation, which describes a particle satisfying the equation of motion Eq.(1.5), is given by

∂P (~r, t|~r0, t0)

∂t
= βDt

∂

∂~r
[∇V (~r)P ] +Dt

∂2P

∂~r2
. (1.6)

The density distribution which corresponds to the long-time limit solution of Eq.(1.5) is the steady state

solution, where ∂P (~r,t|~r0,t0)
∂t = 0. The steady state solution is independent of the starting position and times

t0 and t and is given by the Boltzmann distribution

P (~r, t|~r0, t0) = P0(~r) = N e−βV (~r), (1.7)

where N is a proper normalisation factor, such that
∫
d~rP0(~r) = 1 [20].

1.2 Active Brownian Motion

Active Brownian particles, or ABPs in short, have the capability to extract energy from their environment
and convert it into systematic movement. Apart from motion due to collisions with the surrounding fluid
molecules, ABPs also undergo motion due to its environmentally fuelled self-propulsion force. The motion of
ABPs is no longer a random motion: it is “biased”, which means that a particle is more likely to travel along
the direction of its self-propulsion force than along any other direction. The orientation of an ABP is the
direction of the self-propulsion. It is often set by the structure of the particle, e.g. particles can be elongated
along their direction of self-propulsion or the direction can depend on the placement of the metal cap, rather
than being fixed by an external factor. Orientational order of active systems is a heavily researched topic
[26, 27].
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Figure 2: Schematic visualisation of an active Brownian particle with position ~r(t) and orientation ê(t).

The dynamics of an ABP are given by its time-dependent position ~r(t) and orientation ê(t) and are governed
by the Langevin equation. Here ê(t) is a unit vector. A schematic visualisation of an ABP is shown in figure
2. For an overdamped ABP the Langevin equations reads

d~r

dt
= −βDt∇V (~r) + v0ê+

√
2Dt

~ξt(t),
dê

dt
=
√

2Dr
~ξr(t), (1.8)

where v0 is the self-propulsion speed, Dt and Dr are the translation and rotation diffusion coefficients, and
~ξt(t) and ~ξr(t) are the translation and rotation Gaussian white noises that satisfy 〈~ξt(t)〉 = 〈~ξr(t)〉 = 0 and
〈ξt,i(t)ξt,j(t′)〉 = 〈ξr,i(t)ξr,j(t′)〉 = δi,jδ(t − t′) for i, j = x, y, z. The overdamped Fokker-Planck equation is
now given by [28]

∂P (~r, ê, t|~r0, ê0, t0)

∂t
=

∂

∂~r
[βDt∇V (~r)− v0ê]P +Dt

∂2P

∂~r2
+Dr

∂2P

∂ê2
. (1.9)

In this thesis we develop a model to describe ideal active Brownian particles on a discrete lattice of position
~r and orientation ê and discrete times t. For such a discrete case, the system can be described in terms of
discrete probabilities that a particle moves from i = (~r, ê) at time t to j = (~r ′, ê ′) at time t+ τ , which is in
fact described by a matrix with entries Mji. We will see that the time evolution of the system is governed
by eigenvalues and eigenvectors of the transition matrix M and use this to determine the steady state of
the system characterised by ∂P

∂t = 0. The big advantage of our discrete model over a continuum model or
simulations is the simplicity and intuitiveness with which our model is described and its short calculation
time.
In the first half of this thesis we develop the model for a one-dimensional lattice with hard wall boundary
conditions and no other external potential and compare our results of the steady state with a continuum
calculation. In the second half we implement an external ratchet potential and analyse its effect on the steady
state.
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2 One-Parameter Model

In this chapter we look at an extremely simplified model for an active lattice gas in a system with no external
potential. We shall see that this model is too heavily simplified to produce all the characteristics of a
continuum active system and therefore suggest a modified model in the next chapter. The approach for both
models, however, is identical. First, we look at the description of the model for a one-dimensional lattice and
later at a two-dimensional lattice.
Consider an ideal gas on a one-dimensional lattice of length L = (N − 1)a, where N is the number of sites
and a the lattice constant. We use hard wall boundary conditions, such that particles cannot escape out of
the lattice. A particle on site i = 1, ..., N can have an orientation to the right, i.e. ei = +1, or to the left,
ei = −1. The particle probability distribution at time t is described by the state vector

|n(t)〉 = (n1,−(t), n1,+(t), · · · , ni,−(t), ni,+(t), · · · , nN,−(t), nN,+(t))
T
, (2.1)

where ni,−(t) and ni,+(t) are the number of particles at site i at time t with orientation e = −1 and e = +1,
respectively, for i = 1, ..., N . As we consider non-interacting lattice gasses, there can be multiple particles on
a lattice site. The state vector has length 2N .

2.1 Time Evolution of a State

The time evolution of |n(t)〉 can be described by two consecutive processes: rotation and translation. During
one time step τ the new orientations of the particles are determined in the rotation step first, before the
particles propagate along their orientation in the translation step. A particle’s orientation can either be
maintained or changed during the rotation step. A change in the orientation is caused by collisions with the
fluid particles. For passive matter the orientation after a sufficiently long time step should be random and
independent of the previous orientation in order to reproduce Brownian motion. As a result, the probabilities
of maintaining or changing the orientation should be equal for passive matter. For active matter, however, the
probability of maintaining its orientation should be greater than the probability of changing it. To provide
a measure for the activity of system we introduce the parameter γ ∈ [0, 1

2 ], where γ = 1
2 indicates passive

matter and γ = 0 perfectly active matter. A particle with pre-rotational state ni,e(t) has post-rotational
state n′i,e(t) with probability 1−γ or n′i,−e(t) with probability γ. We can capture the rotations of the particle
orientation at site i with the 2× 2 matrix equation(

n′i,−(t)
n′i,+(t)

)
=

(
1− γ γ
γ 1− γ

)
︸ ︷︷ ︸

mR

(
ni,−(t)
ni,+(t)

)
. (2.2)

Using this equation we can construct the rotation matrix R for the state vector, which obeys

|n′(t)〉 = R|n(t)〉, (2.3)

where R is a 2N × 2N block diagonal matrix with the 2× 2 matrix mR on its diagonal.
Directly after the rotation step the particles translate along their orientation. For particles at site i 6= 1, N
this is captured in the following translation equations

ni,−(t+ τ) = n′i+1,−(t), (2.4)

ni,+(t+ τ) = n′i−1,+(t). (2.5)

For particles at sites i = 1 and i = N we need to implement our hard wall boundary conditions. The
presence of a wall has two consequences: (i) particles cannot propagate through the wall and (ii) particles
that collide with the wall will maintain their position and orientation. These consequences result in the
following equations for particles at the left (i = 1) and right wall (i = N)

n1,−(t+ τ) = n′2,−(t) + n′1,−(t), (2.6)

n1,+(t+ τ) = 0, (2.7)

nN,−(t+ τ) = 0, (2.8)

nN,+(t+ τ) = n′N−1,+(t) + n′N,+(t). (2.9)



2 ONE-PARAMETER MODEL 5

Using Eq.(2.4)-(2.9) we can construct a translation matrix T ′ for the state vector, which obeys

|n(t+ τ)〉 = T ′|n′(t)〉, (2.10)

with T ′ a 2N × 2N block matrix constructed using two 2× 2 matrices m1 and m2:

m1 =

(
1 0
0 0

)
, m2 =

(
0 0
0 1

)
, T ′ =


m1 m1

m2 0 m1

. . .
. . .

. . .

m2 0 m1

m2 m2

 . (2.11)

Now, by combining Eq.2.3) and Eq.(2.10) we get our final matrix equation for the time evolution of the state
vector

|n(t)〉 = M ′|n(t− τ)〉 = (M ′)
t/τ |n(0)〉, (2.12)

where M ′ = T ′R is the 2N × 2N transition matrix, |n(0)〉 the initial state, and t/τ an integer.

2.2 The Steady State

In the previous section we arrived at a matrix equation for the time evolution of a state (Eq.(2.12)). The
transition matrix M ′ in this equation contains all the information of our model. In the limit of t → ∞ the
system reaches its steady state. For a system that has reached its steady state the following identity holds:
|n(t+ τ)〉 = |n(t)〉. Thus, to find the steady state |nss〉 we simply have to solve

(M ′ − 1) |nss〉 = 0. (2.13)

This corresponds to finding the eigenvector of M ′ belonging to the eigenvalue µ = 1. When γ 6= 0, µ is
unique. Yet, in the extreme case where γ = 0, M ′ has two eigenvalues that are equal to 1.1 This, however,
does not affect the calculation of the steady state, it only results in two possible steady states.
We use Mathematica to analytically find the steady state. As can be seen shortly the system has a bulk and
we rescale the steady state such that the density of the bulk is equal to 1. The steady state vector is of the
form

|nss〉 =

(
1

2γ
, 0,

1

2
,

1

2
,

1

2
,

1

2
, · · · , 1

2
,

1

2
,

1

2
,

1

2
, 0,

1

2γ

)T

, (2.14)

and apart from the fact that it has length 2N , the form is independent of N . Given a certain state vector,
the particle density ρi and polarisation mi on site i are defined by

ρi = ni,+ + ni,−, mi = ni,+ − ni,−. (2.15)

Using this and Eq.2.14 we calculate the steady state density and polarisation vectors of length N . They are
given by

|ρss〉 =

(
1

2γ
, 1, 1, · · · , 1, 1, 1

2γ

)T

, |mss〉 =

(
−1

2γ
, 0, 0, · · · , 0, 0, 1

2γ

)T

. (2.16)

We see that the density is homogeneously distributed for passive matter (γ = 1
2 ), as is expected of a system

with ideal Brownian particles and no external potential. For active matter (0 ≤ γ < 1
2 ), however, we get

an accumulation of particles at the walls. We also see that the net polarisation of the particles is negative
at the left wall and positive at the right wall, thus the particles have an orientation which points towards
the wall directly next to them. This is explained by the fact that particles, which collide with the wall, keep
their position and orientation. Since an active particle has a larger probability of keeping its orientation
than of changing it, a particle, once it collides with the wall, tends to “get stuck” at the wall. Notice that
ni,+1 = nN,−1 = 0 in Eq.(2.14). This means that there can be no particles at the site directly next to a wall
with an orientation away from the wall. Consequently, the polarisation at the sites i = 1 and i = N is always
non-zero, even when we consider passive particles. This is due to the fact that we look at states after the

1See appendix A for a study on the transition matrix and its eigenvalues.
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translation step. Once a particle at site i = 1 or i = N changes its orientation during the orientation step,
such that it points away from the wall, the particle will immediately translate to site 2 or N − 1 during the
translation step.
Furthermore, notice that the accumulation and polarisation at the wall do not extend into the bulk any further
than the site directly in contact with the wall, i.e. there is no length scale in the system other than the lattice
spacing a. This lack of additional length scale is the most obvious indication for the oversimplification of this
model, since experiments with and continuum models of active matter systems do show one or more length
scales [13–15, 18].

2.3 Two-Dimensional System

Although we already saw in the previous section that the model of this chapter is oversimplified, we will
briefly look at its two-dimensional version in this section. Using the same method as for the one-dimensional
lattice, we start by defining the state vector for a gas on a two-dimensional lattice of NL×NB sites. For the
state to be represented by a vector we do not label the lattice sites using coordinates, but simply count the
sites one row after the other. The sites of a 3× 3 lattice, for example, are counted as follows

1 2 3
4 5 6
7 8 9

Now, using that the orientation of a particle can either be up, down, right or left, we get the state vector

|n2D(t)〉 = (n1,u(t), n1,d(t), n1,r(t), n1,l(t), · · · , nNLNB ,u(t), nNLNB ,d(t), nNLNB ,r(t), nNLNB ,l(t))
T
, (2.17)

where ni,u(t) , ni,d(t), ni,r(t) and ni,l(t) are the number of particles at site i = 1, ..., NLNB at time t with
orientation up, down, right and left, respectively. The state vector has length 4NLNB .
Following the same steps as in section 2.1, it is quite straightforward to construct a matrix analogous to M ′

for a two-dimensional active lattice gas. Similarly to the one-dimensional case we find the steady state using
Eq.(2.13). The steady state shows only accumulation and net polarisation at the sites directly next to the
walls, with a larger accumulation and net polarisation at the corner sites. Again we find a system without
a length scale. The exact densities and polarisations for a square lattice are independent of NL = NB = N
for N ≥ 3 and are given by Eq.(2.18). A representation of the density and polarisation distribution of a
5 × 5 lattice is shown in figure 3. Notice that, like in the one-dimensional case, the density distribution is
homogeneous for passive systems (γ = 1

2 ) and the polarisation at the walls is always non-zero.

ρ =


1 bulk,
1

2γ wall,
1

4γ2 corner,
|~m| =


0 bulk,
1

4γ wall,
1

4
√

2γ2
corner.

(2.18)

4

2

1

Ρ

Figure 3: Steady state of active ideal gas on a 5× 5 lattice for γ = 1
4 . The arrows represent the polarisation

and the darkness of a site is a measure for the density.
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3 Two-Parameter Model

As already mentioned in the previous chapter, the one-parameter model is oversimplified which results in an
absence of length scales other than the lattice spacing in both the one- and two-dimensional system. This
absence of an additional length scale has its origin in the translation step of the time evolution. In the
previous chapter we assumed that, once the orientation of a particle is determined in the rotation step, a
particle will always propagate along this orientation in the translation step. However, we omitted the ability
of fluid particles to not only change the orientations of ABPs, but also to force them to translate in a different
direction than their orientation. The importance of this process with respect to the self-propulsion depends
on the activity of the matter. In this chapter, we first modify the lattice model such that it also takes the
influence of fluid particles during the translation step into account and we then compare it to a continuum
model of ABPs.

3.1 Time Evolution and Steady State

For our two-parameter model we can largely use the one-parameter model described in chapter 2, since we
only treat the translation step differently. We therefore use the state vector described by Eq.(2.1) and the
rotation matrix described by Eq.(2.2). For the translation matrix we introduce the parameter α, which is a
measure for the importance of self-propulsion relative to that of Brownian motion. For α = 0 we have passive
matter. The Brownian motion should completely dominate the self-propulsion for passive matter, thus the
probability to propagate in any direction should be equal for all directions. When α > 0 the self-propulsion
starts to play a role and as a result the probability of a particle propagating along its orientation exceeds the
probability to propagate in any other direction. Recall that for a one-dimensional lattice there are only two
directions.
Keeping this in mind, we construct the following translation equations for particles on site i 6= 1, N

ni,−(t+ τ) =
1 + α

2
n′i+1,−(t) +

1− α
2

n′i−1,−(t), (3.1)

ni,+(t+ τ) =
1 + α

2
n′i−1,+(t) +

1− α
2

n′i+1,+(t), (3.2)

where 1+α
2 is the probability to translate along its orientation and 1−α

2 the probability to translate in the
opposite direction. It is important to note that particles are not allowed to change their orientation during
the translation step. Further note that we get the translation equations from chapter 2 for α = 1.
Particles at sites i = 1, N experience the same consequences due to the hard wall boundary conditions
as described in section 2.1, i.e. there is no flux in or out of the wall and particles that collide with the
wall maintain their position and orientation. Taking these consequences into account we get the following
translation equations for particles at the walls

n1,−(t+ τ) =
1 + α

2
n′2,−(t) +

1 + α

2
n′1,−(t), (3.3)

n1,+(t+ τ) =
1− α

2
n′2,+(t) +

1− α
2

n′1,+(t), (3.4)

nN,−(t+ τ) =
1− α

2
n′N−1,−(t) +

1− α
2

n′N,−(t), (3.5)

nN,+(t+ τ) =
1 + α

2
n′N−1,+(t) +

1 + α

2
n′N,+(t). (3.6)

Eq.(3.1)-(3.6) can be written in terms of the 2N × 2N translation matrix equation

|n(t+ τ)〉 = T |n′(t)〉, (3.7)

with T the 2N × 2N block matrix constructed using the 2× 2 matrices m±:

m± =

(
1±α

2 0
0 1∓α

2

)
, T =


m+ m+

m− 0 m+

. . .
. . .

. . .

m− 0 m+

m− m−

 . (3.8)
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Having defined the translation matrix, the transition matrix for our two-parameter model is given by M =
TR. The steady state of the system is, once again, found by calculating the eigenvector belonging to the
unique eigenvalue µ = 1.2 Unfortunately, Mathematica is not able to find an analytical solution for the
steady state of this model for arbitrary N . A numerical solution, however, can be found straightforwardly
using Mathematica for fixed finite N .
Figure 4a and 4b show the density and polarisation distribution of the steady state for (α, γ) combinations
given by (0.01,0.001), (0.01,0.002), (0.02,0.01) and (0.02,0.005). These results were obtained using a lattice of
N = 251 sites and scaling the calculated steady states such that the density at the middlemost site (i = 126),
i.e. the bulk density, is equal to 1. In contrast to our one-parameter model, this two-parameter model clearly
shows a length scale in the accumulation at the wall. A logarithmic plot, see figure 4c, reveals an exponential
decay of the density and polarisation distribution at the wall. More precisely, the density and polarisation
at the left wall are given by

ρ(x) = ρbulk + ρwalle
−x/λρ , (3.9)

m(x) = −mwalle
−x/λm , (3.10)

with x the distance from the wall, ρbulk the density of the bulk, ρwall and mwall the density and absolute
polarisation directly at the wall, and λρ and λm the decay length of the density and polarisation.
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Figure 4: Density (a) and polarisation (b) of the steady state for selected model parameters α and γ (see
text). (c) Logarithmic plot of the difference between the site and bulk density or polarisation revealing an
exponential decay with characteristic decay length λ, which is equal for the density and polarisation of each
system. (d) Contour plot of the decay length λ scaled by the lattice constant a versus α and γ.

2See appendix A for a study on the transition matrix and its eigenvalues.
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Notice that the density and polarisation belonging to a certain α and γ seem to have equal slopes in the
logarithmic plot of figure 4c, this indicates equal decay lengths. To find the decay lengths λρ and λm we fit
our results to Eq.(3.9) and Eq.(3.10). We indeed find λρ = λm = λ within a relative numeric precision of
10−10. Figure 4d shows a contour plot of the scaled decay length λ

a versus α and γ. To construct this contour
plot we calculated λ for a lattice of N = 251 sites with α and γ taken over their total range in steps of 0.01
and 0.005, respectively. We see that λ is large for small α and γ and small for large α and γ. For small λ, i.e.
smaller than the lattice spacing a, the decay largely takes place between the first two lattice sites. We are,
however, interested in systems that decay over a considerable number of lattice sites such that we are able
to compare our results with a continuum system. In section 3.3 we will take a look at this continuum limit.

3.2 Rotation of Particle Flux

In the previous section we discussed the accumulation of particles at the wall for active systems. In this
section we briefly examine another interesting phenomenon of active systems: rotation of particle flux. The
particle flux is defined as the number of particles passing through a surface. In a one-dimensional system the
particle flux in position space is simply the net number of particle transitions between two sites, which, of
course, does not have the possibility to harbour rotation. However, examining the particle flux in position
and orientation space provides the possibility of flux rotation in a one-dimensional system.
The flux Jlk between a state k = (i, e) and l = (i′, e′) is defined as the number of particles travelling from
state k to l minus the number of particles travelling from l to k. Hence, in the steady state it is given by

Jlk = Mlknk −Mklnl, (3.11)

where nk and nl are, respectively, the number of particles in state k and l of the steady state and Mlk is the
probability to change from state k to state l.
During one timestep τ particles at site i = 2, ..., N − 1 always translate to a neighbouring site i ± 1, while
particles at site i = 1 and i = N have the additional possibility remain at the same lattice site, due to a
collision with the wall. There are four distinct transitions from site i to i + 1, with i = 1, ..., N − 1: (1)
maintaining orientation +1, (2) maintaining orientation −1, (3) changing orientation from +1 to −1, and (4)
changing orientation from −1 to +1. A representation of these four transitions can be seen in figure 5.

i i+1

e=+1

e=-1

1

2

3

4

Figure 5: Representation of the four transitions from site i to site i+ 1.

Using Eq.(3.11) we are able to calculate the fluxes between site i and i+1, with i = 1, ..., N−1, corresponding
to these four transitions

J1,i = (1− γ)

[
1

2
(1 + α)ni,+ −

1

2
(1− α)ni+1,+

]
, (3.12)

J2,i = (1− γ)

[
1

2
(1− α)ni,− −

1

2
(1 + α)ni+1,−

]
, (3.13)

J3,i =
1

2
(1− α)γ [ni,+ − ni+1,−] , (3.14)

J4,i =
1

2
(1 + α)γ [ni,− − ni+1,+] . (3.15)

In a passive system α = 0, γ = 1
2 and, due to the homogeneous distribution of particles, ni,e = 1

2 for
i = 1, ..., N − 1 and e = ±1. Hence, for a passive system J1 = J2 = J3 = J4 = 0. This, however, is not the
case for an active system.



3 TWO-PARAMETER MODEL 10

Figures 6a and 6b show the particle flux in position and orientation space at, respectively, the left and
right wall of an active system with α = 0.01, γ = 0.001 and N = 251. Figures 6c and 6d show the
magnitude of the fluxes J1, J2, J3 and J4 per lattice site. Notice that in the bulk J3 = J4 = 0 and
J1 = −J2 = Jbulk = 1

2α(1 − γ) 6= 0, which follow from Eq.(3.12)-(3.15) and the homogeneous particle
distribution of the bulk, i.e. ni,e = 1

2 for i inside the bulk and e = ±1. In the next section we derive
that α, γ ↓ 0 in the continuum limit and that the self-propulsion velocity is given by v0 = aα

τ . Hence, the
magnitude of the bulk flux in the continuum limit is given by Jbulk ≈ 1

2α = v0τ
2a .

Looking at the representation of the particle flux in position and orientation space of figures 6a and 6b, it is
clear to see that there is an overall (clockwise) rotation in the particle flux in position and orientation space.
For active systems this rotation is always clockwise in this representation and the magnitude depends on the
activity of the system.
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Figure 6: Particle flux in position and orientation space of (a) the 5 most left sites and (b) the 5 most right
sites of an active system with α = 0.01, γ = 0.001 and N = 251. The arrow length is a measure for flux
magnitude. The arrows between different orientations, i.e. transition 3 and 4, are multiplied by a factor 2
to make them better visible. The magnitude of the fluxes J1, J2, J3 and J4 per lattice site are shown in (c)
and (d).

3.3 Continuum Limit and Analogy with Continuous Model

In this section we take a look at the continuum limit of our lattice model and derive an analogy between
our discrete model and a continuum ABP model. In a continuum model the steady state of the system is
given by the probability density distribution which solves the overdamped Fokker-Planck equation (Eq.(1.9)).
Recall that our lattice has N sites and lattice constant a. We define the probability density of particles with
orientation e as

ψe(x, t) =
ni,e(t)

a
, (3.16)

where x = (i−1)a for i = 1, ..., N and e = ±1. Using this definition, the overdamped Fokker-Planck equation
for a one-dimensional system without an external potential is given by

∂tψe(x, t) = −v0e∂xψe(x, t) +Dt∂xxψe(x, t) +
Dr

2
[ψ−e(x, t)− ψe(x, t)] , (3.17)
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where v0 is the self-propulsion velocity and Dt and Dr the translational and rotational diffusion coefficients.
To derive an analogy between our discrete system and a continuum system, we first have to define the
continuum limit in our system. In the continuum limit the lattice constant a should be small compared to
all other length scales in the system, thus we assume a ∼ ε and take ε ↓ 0. Simultaneously the number of
lattice sites N should go to infinity, such that L = (N − 1)a remains finite. The velocity, angular velocity,
translational diffusion and rotational diffusion should also remain finite as ε ↓ 0. Using the rotation matrix
equation Eq.(2.2) and translation equations Eq.(3.1) and Eq.(3.2) we find

〈∆x〉i,e
τ

= e(1− 2γ)
αa

τ
,

〈e(t+ τ)− e(t)〉i,e
τ

=
2γ

τ
,

〈(∆x)2〉i,e
τ

=
a2

τ
,

〈(e(t+ τ)− e(t))2〉i,e
τ

=
4γ

τ
,

where
〈∆x〉i,e

τ is the velocity,
〈e(t+τ)−e(t)〉i,e

τ the angulare velocity, and
〈(∆x)2〉i,e

τ and
〈(e(t+τ)−e(t))2〉i,e

τ , respec-
tively, the translational and rotational diffusion.
Keeping in mind that we already assumed a ∼ ε, we deduce γ ∼ τ ∼ ε2 and α ∼ ε using the fact that the
above quantities should remain finite when ε ↓ 0. Thus, we see that in the continuum limit α, γ ↓ 0, which is
in agreement with our findings of the previous section, namely, that the decay length λ is large for small α
and γ.
Now that we know what the continuum limit implies, we need to find an analogy between the discreet and
continuum model by finding expressions for v0, Dr and Dt in terms of a, τ , α and γ. To do this we derive the
Fokker-Planck equation starting from our translation and rotation matrices. First we rescale our variables
ã = a

ε , α̃ = α
ε , γ̃ = γ

ε2 and τ̃ = τ
ε2 and express the translation and rotation matrices of Eq.(2.3) and Eq.(3.8)

in the form

T(i2,e2|i1,e1) = δe2,e1

[
1

2
(1 + εα̃e)δi2,i1+1 +

1

2
(1− εα̃e)δi2,i1−1

]
, (3.18)

R(i2,e2|i1,e1) = δi2,i1
[
(1− ε2γ̃)δe2,e1 + ε2γ̃δe2,−e1

]
, (3.19)

where T(i2,e2|i1,e1) and R(i2,e2|i1,e1) are the translation and rotation matrix elements corresponding to the
probability of going from state n(i1,e1) to n(i2,e2).
Now, using the expansion

δi2,i1±1 − δi2,i1 = ∓εã∂x +
1

2
ε2ã2∂xx +O(ε3), (3.20)

we rewrite Eq.(3.18) to find

T(i2,e2|i1,e1) = δi2,i1δe2,e1 + ε2δe2,e1

[
−eα̃ã∂x +

1

2
ã2∂xx

]
+O(ε3) (3.21)

and restate this equation and Eq.(3.19) to get

T = 1 + ε2T (2) +O(ε3), (3.22)

R = 1 + ε2R(2), (3.23)

with T
(2)
e2,e1 = δe2,e1

(
−ẽαã∂x + 1

2 ã
2∂xx

)
and R

(2)
e2,e1 = γ̃ (δe2,−e1 − δe2,e1).

To arrive at the Fokker-Planck equation from Eq.(3.17) we use

|n(t+ τ)〉 − |n(t)〉
τ

=
M |n(t)〉 − |n(t)〉

τ
. (3.24)

Equivalently, from Eq.(3.16) we have

|ψ(x, t+ τ)〉 − |ψ(x, t)〉
τ

=
(TR− 1)

τ
|ψ(x, t)〉, (3.25)

where |ψ〉 = (ψ+, ψ−)
T

with ± indicating the orientation. Now, substituting Eq.(3.22) and Eq.(3.23) into
Eq.(3.25) we get

∂tψe(x, t) +O(ε2) =

(
T (2)

τ̃
+
R(2)

τ̃

)
ψe(x, t) +O(ε2), (3.26)
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and taking the limit ε ↓ 0 gives

∂tψe(x, t) = −e lim
ε↓0

(
α̃ã

τ̃

)
∂xψe(x, t) +

1

2
lim
ε↓0

(
α̃2

τ̃

)
∂xxψe(x, t) + lim

ε↓0

(
γ̃

τ̃

)
[ψ−e(x, t)− ψe(x, t)] . (3.27)

Comparing this to the Fokker-Planck equation of Eq.(3.17) we find

v0 ≡ lim
ε↓0

(
ãα̃

τ̃

)
= lim

ε↓0

(aα
τ

)
, (3.28)

Dt ≡ lim
ε↓0

(
ã2

2τ̃

)
= lim

ε↓0

(
a2

2τ

)
, (3.29)

Dr ≡ lim
ε↓0

(
2γ̃

τ̃

)
= lim

ε↓0

(
2γ

τ

)
, (3.30)

where the limit ε ↓ 0 is to be interpreted as the limit in which the lattice constant is small compared to the
other length scales in the system.

3.4 One-Dimensional Solutions of the Fokker-Planck Equation

Having derived the analogy between the discrete and continuum model in the previous section, we solve the
Fokker-Planck equation in this section to find an expression for the steady state density and polarisation
distributions and compare these distributions with our numerical distributions in the next section.
Equivalently to Eq.(2.15), the density and polarisation are defined by

ρ(x, t) = ψ+(x, t) + ψ−(x, t), m(x, t) = ψ+(x, t)− ψ−(x, t). (3.31)

Using the Fokker-Planck equation, Eq.(3.17), we derive the differential equations for the density and polari-
sation

∂tρ(x, t) = −∂x [v0m(x, t)−Dt∂xρ(x, t)] , (3.32)

∂tm(x, t) = −∂x [v0ρ(x, t)−Dt∂xm(x, t)]−Drm(x, t). (3.33)

In the stationary state, i.e. ∂tρ(x, t) = ∂tm(x, t) = 0, Eq.(3.32) and Eq.(3.33) can be rewritten into

∂xρ(x) =
Pe2

L2
2

m(x), (3.34)

∂xxm(x) =
1

λ2
m(x), (3.35)

where Péclet number Pe, which is a measure for the activity of the system, is defined as

Pe =
L1

L2
=

v0√
DtDr

, (3.36)

and L1, L2 and λ are length scales given by

L1 =
v0

Dr
, (3.37)

L2 =

√
Dt

Dr
, (3.38)

λ =
L2√

1 + Pe2
. (3.39)

The first length scale L1 is called the “swimmers’ run length”. It is a measure for the distance an ABP
travels before changing direction [29]. The second length scale L2 measures the translational diffusion and
λ, as already mentioned in section 3.1, is the decay length of the accumulation at the wall.
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For the solutions of the differential equations Eq.(3.34) and Eq.(3.35) we look at two different systems: a
system with one wall and a system with two walls. In a one-dimensional system with one wall at x = 0 we
have boundary conditions

lim
x→∞

m(x) = 0, (3.40)

lim
x→∞

ρ(x) = ρbulk. (3.41)

The general solution of Eq.(3.35) is given by

m(x) = c1e
x/λ + c2e

−x/λ, (3.42)

where c1 and c2 are constants. Applying the first boundary condition, i.e. Eq.(3.40), on Eq.(3.42) we find
c1 = 0 and c2 = m(x = 0) = m0. Now, using this, Eq.(3.34) and the second boundary condition we find

ρ(x) = −m0λ
Pe2

L2
2

e−x/λ + ρbulk. (3.43)

Furthermore, we can use that there should be no flux at x = 0, i.e. [v0ρ(x)−Dt∂xm(x)]x=0 = 0, to find

m0 = −ρbulkPe
√

1 + Pe2. (3.44)

Finally, by substituting Eq.(3.44) we get the solution for the density and polarisation distribution in a one-
dimensional system with one wall

ρ1w(x) = ρbulk

(
1 + Pe2e−x/λ

)
, (3.45)

m1w(x) = −ρbulkPe
√

1 + Pe2e−x/λ. (3.46)

Notice that Eq.(3.45) and Eq.(3.46) are in accordance with the observed distributions Eq(3.9) and Eq.(3.10).
For the one-dimensional system with two walls, one at x = 0 and one at x = L, we have the boundary
condition m(x = 0) = −m(x = L) = m0. Applying this condition on the general solution given by Eq.(3.42)

we find c1 = m0
1

1−eL/λ and c2 = m0
−eL/λ
1−eL/λ . Substituting this back into Eq.(3.42) and using Eq.(3.34) we

find

m(x) = m0
ex/λ − eL−xλ

1− eL/λ
, (3.47)

ρ(x) = ρbulk +m0
Pe√

1 + Pe2

ex/λ + e
L−x
λ

1− eL/λ
. (3.48)

Again, we use the fact that there is no flux at x = 0 to find m0 = ρbulkPe
√

1 + Pe2 1−ex/λ
1+eL/λ

and after

substituting this back into Eq.(3.47) and Eq.(3.48) we find our solution for the density and polarisation
distribution in a one-dimensional system with two walls

ρ2w(x) = ρbulk

(
1 + Pe2 sinh x

λ + sinh L−x
λ

sinh L
λ

)
, (3.49)

m2w(x) = ρbulkPe
√

1 + Pe2 cosh x
λ − cosh L−x

λ

sinh L
λ

. (3.50)

The density at the centre of the system is given by ρc = ρ2w(x = L
2 ) = ρbulk

(
1 + 2Pe2 sinh L

2λ

sinh L
λ

)
. Notice that

ρc ≥ ρbulk. In the limit L� λ we see that ρ2w(x)→ ρ1w(x) and m2w(x)→ m1w(x) for x ≤ L
2 .
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3.5 Wall Pressure

Using the expressions for the density distribution derived in the previous section, i.e. Eq.(3.45) and Eq.(3.49),
it is straightforward to find the wall pressure of the system. Let us define the pressure on the wall as

Πw = ρwkBT, (3.51)

where ρw is the density at the wall [29]. In an active system the wall pressure then consists of the osmotic
pressure of the Brownian particles, i.e. the pressure ρbulkkBT in a passive system, and the so-called swim
pressure, which is the pressure caused by the self-propulsion of the particles. We can therefore rewrite
equation Eq.(3.51) as

Πw = ρbulkkBTeff = ρbulkkB(T + Ts), (3.52)

where Teff is the effective temperature and Ts the additional swim temperature.
Using Eq.(3.45) and Eq.(3.49) we find ρw = ρbulk

(
1 + Pe2

)
for both the one- and two-wall system. Thus,

the swim temperature is given by
Ts = Pe2T. (3.53)

It is noteworthy that the density at the wall and, hence, the pressure only depend on the activity of the
system and not on other properties, such as the number of walls or the distance between two walls. The
reason for this lies in our consideration of non-interacting particles and hard wall potentials.

3.6 Comparison with Continuum Model

In section 3.4 we introduced the length scales L1 and L2, and the Péclet number Pe to find the continuum
descriptions of the density and polarisation distribution for a one-dimensional system. Now, using Eq.(3.28)-
(3.30) and Eq.(3.36)-(3.39), we express L1, L2, λ and Pe in terms of our discrete model variables

L1 = lim
ε↓0

(
aα

2γ

)
, (3.54)

L2 = lim
ε↓0

(
a

2
√
γ

)
, (3.55)

Pe = lim
ε↓0

(
α
√
γ

)
, (3.56)

λ = lim
ε↓0

(
a

2
√
γ(1 + α2/γ)

)
. (3.57)

To compare the continuum findings of section 3.4 to our discrete model we calculate the density and po-
larisation distribution for different Péclet numbers. For this we fix α and for fixed Pe calculate γ using
Eq.(3.56). We then use Eq.(3.45) and Eq.(3.46) to fit the distributions to the one-wall model and Eq.(3.49)
and Eq.(3.50) to fit it to the two-wall model. Figure 7 shows the Pe dependence of the decay length λ and

the density and polarisation prefactors, Pe2 and Pe
√

1 + Pe2, for α = 0.005 and α = 0.01. The filled markers
correspond to data obtained by fitting to the one-wall model and the empty markers to the two-wall model.
The black lines depict the expected continuum values. All results are obtained using a lattice of N = 251
sites.
The grey horizontal lines of figure 7a correspond to λ

a = 8 and λ
a = 23 and the dashed vertical lines in figure

7a and 7b indicate the Péclet numbers belonging to these values of λ
a . We clearly see that the data of figure

7b differ from the expected continuum value, both for the one- and two-wall model, for λ
a < 8. This is due to

the fact that λ
a < 8 falls outside the continuum limit. For λ

a > 23 the data belonging to the one-wall model
starts to deviate from the continuum line, while the data belonging to the two-wall model does agree with
the continuum line. This is explained by the fact that for L

λ . 10 the decay of the particle accumulation at
the walls is not fast enough for the one-wall model, causing the particles on the left side of the system to also
feel the presence of the right wall and vice versa. Using Eq.(3.45) we see that accumulation of a system with
L
λ = 10 has only decayed with a factor e−5 ≈ 1/150 at x = L

2 . Thus, the effect of both walls is considerable
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at the middle most site of the system. Hence, systems with L
λ . 10 must be compared to the two-wall model

and cannot be approximated with the one-wall model.
The failure of the one-wall approximation for small Lλ can also be seen in figures 7c and 7d.
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Figure 7: Dependence on the Péclet number Pe of (a) the decay length λ scaled by the lattice constant
a, (b) λ scaled by the translational diffusion length scale L2 and the prefactors of (c) the density and (d)

polarisation distribution, i.e. Pe2 and Pe
√

1 + Pe2, for α = 0.005 and α = 0.01. The black lines depict
the expected continuum values. The grey horizontal lines of (a) correspond to λ

a = 8 and λ
a = 23 and the

dashed vertical lines in (a) and (b) indicate the Péclet numbers belonging to these values for λ
a . All results

are obtained using a lattice of N = 251 sites.
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4 Two-Parameter Model with Ratchet Potential

Thus far, we only considered systems without any external potentials, except the hard wall boundaries.
However, interesting phenomena arise when we consider the presence a non-zero external potential. In this
chapter we investigate the influence of a ratchet potential on the steady state distributions by adjusting our
two-parameter model of the previous chapter.
We consider ratchet potentials of the form

V (x) =


0 for x < x0 − xL,

Vmax

xL
(x− x0 + xL) for x0 − xL ≤ x ≤ x0,

Vmax

xR
(x0 + xR − x) for x0 ≤ x ≤ x0 + xR,

0 for x > x0 + xR,

(4.1)

where Vmax is the ratchet height, x0 the location of the top of the ratchet and xL and xR, respectively, the
length of the left and right side of the ratchet.
A representation of this ratchet potential is given by the dashed line in figure 8. The solid line represents the
density distribution of the steady state of a passive system, which, as mentioned in section 1.1, is given by
a Boltzmann distribution, i.e. Eq.(1.7). Notice that the presence of the ratchet potential divides the system
into two subsystems each with their own bulk density. We indicate the bulk density of the left subsystem
with ρL and of the right subsystem with ρR. In a passive system ρL = ρR, as the density distribution is
given by ρ(x) = ρbulke

−βV (x) and V (x) = 0 in both the bulk of the left and right subsystem. However, for
an active system the bulk density belonging to the steepest side of the ratchet turns out to be higher than
the bulk density belonging to the more gentle side in a steady state. This inequality in the bulk densities
is explained by the fact that active particles, due to their propulsion force, are able to cross the potential
barrier more easily from the more gentle side than from the steeper side. Thus, in order to compensate for
the reduced transition probability per particle at the steeper side, a higher density develops on this side of
the ratchet in the steady state.
In this thesis we only consider ratchet potentials with xR ≤ xL, such that ρR ≥ ρL. We can take this
restriction without loss of generality due to the symmetry of our model: a system with x′R ≥ x′L is simply
the mirror image of a system with xR = x′L and xL = x′R.

x0-xL x0 x0+xR

0

ΒVmax

Ρbulk

Ρbulke
- ΒVmax

Figure 8: The dashed line represents the ratchet potential βV (x) of Eq.(4.1) and the solid line the density
distribution of the steady state of a passive system, i.e. ρ(x) = ρbulke

−βV (x). The top of the ratchet is
positioned at x0 and has the value βVmax. The length of the left and right side of the ratchet are xL and xR,
respectively.

4.1 Ratchet Force and Time Evolution of a State

The force on a particle due to an external potential is given by ~F (~r) = −∇V (~r). Discretised and for one-
dimension this is equivalent to

Fi = −Vi+1 − Vi−1

2
, (4.2)

where Fi and Vi are, respectively, the scaled force and potential at site i. The force is scaled with the lattice
constant a, such that Fi has the dimension of energy and βFi, where β = 1/kBT , is dimensionless.
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Using Eq.(4.1) we find the discretised ratchet force

Fi =



FL
2 for i = i0 − iL,
FL for i0 − iL < i < i0,

FL+FR
2 for i = i0,
FR for i0 < i < i0 + iR,
FR
2 for i = i0 + iR,
0 elsewhere,

(4.3)

with FL = −Vmax

iL
and FR = Vmax

iR
, respectively, the force on the left and right side of the ratchet, i0 = x0/a+1

the lattice site on which the top of the ratchet is located and iL = xL/a and iR = xR/a, respectively, the
length of the left and right side of the ratchet in terms of the lattice spacing.
The potential has no effect on the rotational step, but in the translational step it results in an additional
probability term proportional to the force for the particles travelling to the right and proportional to minus
the force for particles travelling to the left. We therefore adjust the translational equations of section 3.1
with an additional force term

ni,−(t+ τ) =

(
1 + α

2
− βFi+1

4

)
n′i+1,−(t) +

(
1− α

2
+
βFi−1

4

)
n′i−1,−(t), (4.4)

ni,+(t+ τ) =

(
1 + α

2
+
βFi−1

4

)
n′i−1,+(t) +

(
1− α

2
− βFi+1

4

)
n′i+1,+(t). (4.5)

The necessity of the factor 1/4 shows itself when taking the continuum limit.3

Using the translation equations (Eq.(4.4) and Eq.(4.5)) and the definition for Fi (Eq.(4.2)) we construct the
new translation matrix T rat. The transition matrix is given by M rat = T ratR, with R given by Eq.(2.2). We
once again find the steady state by calculating the eigenvector of M rat belonging to the eigenvalue equal to
1 and rescale the vector such that ρL = 1.
Unfortunately, for passive systems, i.e. α = 0 and γ = 1

2 , we find steady states with ρR 6= ρL. Depending
on the shape of the ratchet the relative difference usually has an order 10−4 − 1. However, for very steep
ratchets it can even reach on order of 102 or higher. The inequality of the bulk densities in passive systems
is caused by small errors due to the discretisation of the ratchet force. Using detailed balance, which states
that each elementary process of a system in equilibrium should be equilibrated by its reverse process, we
write ni1,e1M

rat
(i2,e2|i1,e1) = ni2,e2M

rat
(i1,e1|i2,e2). This can be rewritten to ρi1T

rat
(i2|i1) = ρi2T

rat
(i1|i2) for a passive

system. Thus, we find ρi2 = ρi1
T rat
(i2|i1)

T rat
(i1|i2)

and use this to iterate from ρi1 = ρL to ρi2 = ρR to find the bulk

density ratio

ρR
ρL

=

(
1
2 + βFL

8
1
2 −

βFL
8

)(
1
2 + βFR

8
1
2 −

βFR
8

)(
1
2 + βFL

4
1
2 −

βFL
4

)iL−1(
1
2 + βFR

4
1
2 −

βFR
4

)iR−1

︸ ︷︷ ︸
A

(
1
2 + β(FL+FR)

8

1
2 −

β(FL+FR)
8

)
. (4.6)

In the continuum limit iL, iR →∞ we clearly have FL, FR ↓ 0, and Eq.(4.6) yields indeed ρR
ρL

= 1. To ensure

that ρR
ρL

= 1 in the non-continuum limit we make a small correction in the definition of the force at the top

of the ratchet. Instead of Fi0 = FL+FR
2 , we use Fi0,cor = 2

β
1−A
1+A . Since A ≈ 1 for a “decent”-sized ratchet, i.e.

a ratchet with iR, iL & 20, the corrected force β|Fi0,cor| � 1. Thus, the correction is indeed small.

4.2 Examples of Steady States

In this section we use the matrix M rat derived in the previous section to calculate the steady states of a
few active systems. However, before we look at some examples of steady state distributions, we first have to
define two restrictions of our model. The first restriction considers the ratchet size: each side of the ratchet
should consist of a considerable number of lattice sites, such that the continuum limit holds and the forces
due to the ratchet are reasonably small. By trial and error we find that iR, iL & 20 is usually large enough,

3See appendix B for the detailed calculation of this continuum limit.
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but to be safe we use iR, iL ≥ 40 whenever possible. However, in the case of extremely high potentials, i.e.
βVmax > 15, one should consider a finer discretisation for the ratchet.
The second restriction considers the decay length λ. For a system of length L and with a ratchet potential
with sides xR and xL the decay length is approximately restricted to the range [8a, L−xR−xL20 ]. The upper
bound of the range can be explained with the decay of the accumulations. A system with a ratchet potential
between two hard walls forms accumulations of particles at the walls, but also at the edges of the ratchet. For
the system to have a well-defined left and right bulk, these accumulations should decay fast, such that the
particles in the bulk do not feel the presence of the neighbouring accumulations. We saw in section 3.6 that
systems with no external potential and L

λ > 10 can be approximated with the one-wall model and thus have
a reasonably large bulk. Therefore, we use as a rule of thumb that λ should be at least ten times smaller than
the distance between the wall and the edge of the ratchet. This is captured approximately by λ < L−xR−xL

20 .

The lower bound of the range can be explained by another finding in section 3.6, namely that λ
a > 8 for the

continuum limit to hold. However, the strictness of this bound depends on the quantity which one wants to
obtain from the steady state distribution. Using, for example, the same data from section 3.6 we see that
the calculated prefactors only start to deviate from the expected continuum value when λ

a < 2. We therefore

use systems with λ
a > 8 when possible, but also use systems with smaller λ

a when necessary and possible for
the measured quantity.
Applying the two restrictions of our ratchet model, we now look at a few examples of steady state distributions.
Figure 9 shows the steady state distributions for a system of N = 1400 sites for Péclet numbers 1, 2, 3 and
4. The external ratchet potential is indicated by the dashed black line and has height βVmax = 4 and the
length of the right and left side are, respectively, xR = 40a and xL = 160a. The solid black line depicts the
Boltzmann distribution, i.e. the density distribution of a passive system, and the length scale L2 = 40a for
all four distributions. Using Eq.(3.39) we find λ

a is equal to 40√
2
, 40√

5
, 40√

10
and 40√

17
for Péclet numbers 1, 2, 3

and 4, respectively, which lie in our restricted range for λ. The density distributions clearly differ from the
Boltzmann distribution and show inequalities of the bulk densities, i.e. ρR > ρL. Notice that the steady state
belonging to Pe = 2 has the greatest ρR. Apparently, ρR does not simply increase with increasing Pe as one
would naively expect. In the next section we examine the dependency of the bulk density difference on the
Péclet number and other variables. Also notice that the density distribution on the ratchet is quite similar
to the Boltzmann distribution for Pe = 1, but increases for increasing Pe. This can be explained by the fact
that particles with a low Péclet number have a low activity and therefore have a similar distribution to that
of passive particles, while particles with a higher Pe have a higher activity and are therefore less hindered by
the ratchet potential, which results in a higher particle density on the ratchet.
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Figure 9: The density and polarisation distribution of the steady state for Péclet numbers 1, 2, 3 and 4. The
polarisation distribution is divided by the density distribution. The dashed black line represents the ratchet
potential and the solid black line depicts the Boltzmann distribution. The results are obtained using a lattice
of N = 1400 sites, translational diffusion length L2 = 40a, and a ratchet potential with height βVmax = 4
and right and left side xR = 40a and xL = 160a, respectively.
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Furthermore, we clearly see accumulations of particles at the walls and edges of the ratchet, all with a net
polarisation in the direction of the nearest wall or ratchet edge. The net polarisation of the bulks is zero,
as expected. The accumulation at the edges of the ratchet can be explained by the effect the ratchet has
on the translation probabilities. The probability to translate up the ratchet is lowered, while the probability
to translate down the ratchet is increased. This effect can surpass the translational preference due to the
orientation of the particles, which causes particles to translate down the ratchet even though their orientation
points upwards the ratchet. Once the particles arrive back at the base of the ratchet, they still have an
orientation pointing towards the ratchet and thus restart their battle to cross the ratchet. This process
causes many particles to get temporarily stuck at the base of the ratchet and thus an accumulation forms.
Notice that the accumulation at the steep side of the ratchet is larger than the accumulation at the more
gentle side. This is simply explained by the fact that the more gentle side is easier to cross than the steep
side, thus particles at the steep side are stuck for a longer period of time before crossing the ratchet. The
decay lengths of the accumulations at the walls are not affected by the ratchet potential: they are still given
by the one-wall solutions Eq.(3.45) and Eq.(3.46) with ρbulk given by ρL or ρR. The accumulations at the
edges of the ratchet decay into the bulk with a decay length equal to λ, which therefore appears to be a
universal length scale of the problem.

4.3 Bulk Density Difference

The steady state density distributions displayed in figure 9a clearly show a difference in bulk densities for
active systems with a ratchet potential. As already mentoined, this difference is dependent on the Péclet
number. In this section we look at the difference in the bulk densities ρR

ρL
− 1 and its dependency on the

four system variables. The first variable is the Péclet number Pe and the remaining three define the ratchet
potential: the height βVmax, the dimensionless length of the right side xR

L2
and the asymmetry of the ratchet

xL
xR
− 1. Figure 10 shows the bulk density difference ρR

ρL
− 1 plotted against Pe, βVmax, xR

L2
and xL

xR
− 1, all

with logarithmic horizontal and vertical axes. Notice that all figures have a regime in which the data can be
fitted to a linear line. This hints to power law dependencies.
We first consider ρR

ρL
− 1 as a function of the Péclet number. Figure 10a shows ρR

ρL
− 1 plotted against Pe

for a few different βVmax, xR
L2

and xL
xR
− 1. We clearly see a low and high Péclet number regime. In the low

Pe regime, i.e. Pe � 1, the slopes of the fit lines are all equal to 2 ± 0.005 and in the high Pe regime, i.e.
Pe� 1, they are equal to −4± 0.08. Thus, the dependency of ρR

ρL
− 1 on Pe is given by

ρR
ρL
− 1 ∼

{
Pe2 for Pe� 1,
Pe−4 for Pe� 1.

(4.7)

Notice that the slopes are independent of the other three system variables, i.e. βVmax, xR
L2

and xL
xR
− 1, but

that the Péclet number for which ρR
ρL
−1 is largest does depend on these three variables. The low and high Pe

regimes can be qualitatively explained by the activity of the particles. For Pe� 1 the activity of the particles
is almost negligible, hence the steady state distribution will resemble the passive steady state distribution for
which ρR

ρL
− 1 = 0. Increasing Pe increases the activity of the system, which in turn results in an increase of

ρR
ρL
− 1. However, when Pe ≈ 1, further increasing Pe results in a decrease of ρR

ρL
− 1. This decrease is caused

by the fact that particles start to cross the ratchet with increasing ease. Therefore, when Pe � 1, particles
can almost ignore the presence of the ratchet potential and thus, ρR ≈ ρL.
Next, we consider ρR

ρL
− 1 as a function of the potential height. Figure 10b shows ρR

ρL
− 1 plotted against

βVmax for a few different Pe, xR
L2

and xL
xR
− 1. We see that ρR

ρL
− 1 ↓ 0 for βVmax ↓ 0, as is to be expected.

After all, when βVmax ↓ 0, the forces due to the ratchet potential become negligible small and consequently
ρL
ρR
− 1 ↓ 0. For βVmax . 3 the datasets can all be fitted to a line with slope equal to 3± 0.1. Thus,

ρR
ρL
− 1 ∼ (βVmax)3 for βVmax . 3. (4.8)

Notice that for high ratchet potentials, i.e. βVmax & 3, the green data points deflect upwards from the
corresponding fit line, while the other three datasets deflect down. Unfortunately, we could not discover the
dependency of ρR

ρL
− 1 on βVmax in the high potential regime.
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The third dependency we examine is ρR
ρL
− 1 as a function of the asymmetry of the ratchet potential. Figure

10c shows ρR
ρL
− 1 plotted against xL

xR
− 1 for a few different Pe, βVmax and xR

L2
. To obtain the data we fix xR

L2

and vary xL
L2

. We see that the density difference increases for increasing asymmetry. This is to be expected,
as ρR

ρL
− 1 = 0 for a symmetric, i.e. xL

xR
− 1 = 0, ratchet and increasing the asymmetry increases the ease with

which the particles cross the ratchet from the left. For xL
xR
− 1 � 1 the datasets can all be fitted to a line

with slope equal to 1± 0.05. Thus,

ρR
ρL
− 1 ∼

(
xL
xR
− 1

)
for

xL
xR
− 1� 1. (4.9)

Lastly, we consider ρR
ρL
− 1 as a function of the ratchet size. Figure 10d shows ρR

ρL
− 1 plotted against xR

L2
for

a few different Pe, βVmax and xL
xR
− 1. Naively we would expect ρR

ρL
− 1 to increase with increasing xR

L2
, as

we expect it to be more difficult for a particle to cross a ratchet the longer the ratchet gets. However, we
see that this is not always the case, as xL

xR
− 1 decreases for xR

L2
& 1. This can be explained by the fact that

the force due to the ratchet potential becomes almost negligible small, when βVmax is fixed and xR
L2
→ ∞.

And even though this very small force acts over many lattice sites, the translational preference due to the
orientation of the particles is far greater than the influence of the ratchet force. For xR

L2
� 1 the fit lines of

figure 10d all have a slope of −2± 0.05, thus our fourth and last dependency of ρR
ρL
− 1 is given by

ρR
ρL
− 1 ∼

(
xR
L2

)−2

for
xR
L2
� 1. (4.10)

For xR
L2
� 1 figure 10d also appears to pass into a power law dependency. Unfortunately, it is difficult to

obtain data to examine this limit. The reason for this finds its origin in the earlier defined restrictions of our
model, i.e. iR, iL ≥ 40 and λ ∈ [8a, L−xR−xL20 ]. The first restriction implies that xR should at least be equal
to 40a. Hence, since we cannot take xR � 1, we need to take L2 � 1 to achieve xR

L2
� 1. This, on its own,

is easily accomplished. However, from Eq.(3.36) follows that λ � 1, when L2 � 1 and Pe is fixed. Thus,
to meet the restriction λ < L−xR−xL

20 the system size L should become even bigger than λ. In this lies the
actual problem: increasing L also increases N , which results in an enormous matrix M rat and this in turn
results in extremely long calculation times for finding the steady state distribution. For this reason we also
do not have data for xR

L2
> 100, xL

xR
− 1 < 0.01, xL

xR
− 1 > 6 and Pe > 50. These situations, all in their own

way, demand a system with N � 4000, for which calculating the steady state distribution simply takes too
long using Mathematica.
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Figure 10: The bulk density difference ρR
ρL
− 1 plotted against (a) the Péclet number Pe, (b) the height of the

ratchet potential βVmax, (c) the length of the right side of the ratchet potential xRL2
and (d) the asymmetry of

the ratchet potential xL
xR
− 1, all with logarithmic axes. The lines represent fit lines of the function y = axb.

The small figures underneath the horizontal axes of (c) and (d) represent the shapes of the ratchet potential.
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5 Conclusion, Discussion and Outlook

5.1 Conclusion

This thesis aims to develop a discrete model for an ideal active lattice gas to find a generalisation of the
Boltzmann distribution for active systems. We specifically analyse the dependence on the particle activity
of the particle accumulation at hard wall boundaries and the behaviour of active systems with an external
ratchet potential. In chapter 2 we develop a lattice model using one parameter, i.e. γ, to characterise the
activity of the system. The model considers the time evolution of a state to be described by a rotation step,
in which a particle’s orientation is maintained or changed with a probability dependent on γ, followed by a
translation step, in which a particle translates along its orientation. However, we see that this one-parameter
model is too heavily simplified and produces steady states without a length scale in the particle accumulation
at the boundaries. Thus, in chapter 3 we adjust the translation step of the model by introducing a second
parameter, i.e. α, which serves as a measure for the probability of a particle to translate along the direction of
its orientation. The steady state distributions produced by this two-parameter model are in good agreement
with the continuum distributions, i.e. Eq.(3.45)-(3.46) and Eq.(3.49)-(3.50), derived from the Fokker-Planck
equation, when we consider the continuum limit of our model, i.e. α, γ ↓ 0. We find that the particle
accumulation at a hard wall boundary exponentially decays with a universal decay length λ given by

λ =
L2√

1 + Pe2
, (5.1)

where L2 is the translational diffusion length scale and Pe is the Péclet number. Moreover, the density and
polarisation distributions of a system with a hard wall boundary at x = 0 are given by

ρ(x) = ρbulk

(
1 + Pe2e−x/λ

)
, (5.2)

m(x) = −ρbulkPe
√

1 + Pe2e−x/λ, (5.3)

where ρbulk is the density of the bulk.
In chapter 4 we examine the behaviour of a system with an external ratchet potential by implementing the
influence of the potential in the translation step of our two-parameter model. We find that the steady state
of a system with an external ratchet potential divides itself in two subsystems with their own bulk density
and argue that the bulk density belonging to the steepest side of the ratchet, the right side in our definition,
is greater than the bulk density belonging to the more gentle left side. The bulk density difference ρR

ρL
− 1

depends on the activity of the particles, i.e. the Péclet number, and three variables that define the ratchet:
the height βVmax, the length of the right side xR

L2
and the asymmetry xL

xR
− 1. We numerically find a low and

high Péclet number regime in which the dependency of the bulk density difference on Pe is given by

ρR
ρL
− 1 ∼

{
Pe2 for Pe� 1,
Pe−4 for Pe� 1.

(5.4)

Furthermore, we find that for flat and almost symmetric ratchet potentials, i.e. ratchets with a height
βVmax . 3, length xR

L2
� 1 and asymmetry xL

xR
− 1� 1, the bulk density difference is given by

ρR
ρL
− 1 ∼ (βVmax)3

(
xR
L2

)−2(
xL
xR
− 1

)
. (5.5)

5.2 Discussion

The discrete lattice model developed and used in this thesis is a simplistic, yet accurate model. In section 3.6
we see that the calculated steady state distributions for systems without an external potential are in good
agreement with the derived continuum distributions. Unfortunately, we have no continuum validation for
the results obtained with an external ratchet potential. However, the observed behaviour of the bulk density
difference is not unexpected, as is explained in section 4.3, and, in private conversation with J. Rodenburg,
we find that numerical solutions of the differential equations provide similar results.
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During our research we encountered a couple of limitations of our lattice model. The most obvious limitation
considers the number of lattice sites N . Evidently, increasing N increases the calculation time. Calculations
of systems with N up to the order of 103 typically take up to an hour per state, which is acceptable, but
when N is of the order 104 or higher calculations using Mathematica typically take a day per state, which
is simply too long. This, of course, is no surprise, since Mathematica was not made with the aim to solve
large matrix equations. For future research it could be beneficial to invest in software specifically designed
for solving large matrix equations, such that larger systems can be investigated.
Other limitations of our model consider extrema, such as small decay lengths, high Péclet numbers and
very large, small, antisymmetric or almost symmetric ratchets. All these limitations directly or indirectly
originate from the restriction on the number of lattice sites. The total length of the ratchet, for example, is
directly restricted to the size of the system, while the minimum decay length is restricted to a couple of lattice
constants, which in turn depends on N . For discrete models it is important to have a fine discretisation. The
lattice constant a should be small enough such that examined phenomena, e.g. the decay of the accumulation
or a ratchet potential, take place across a considerable number of lattice sites and for a system with size
L = (N − 1)a a small lattice constant is accomplished when N is large. When using continuum models, one
does not have to take this into account and arbitrary small decay lengths, large Péclet numbers and small
ratchets can be easily studied. In future research continuum models can be used to examine these limits and
check if our derived dependencies of the bulk density difference in systems with external ratchet potentials
still holds.

5.3 Outlook

The discussion already provided a couple of recommendations for future research considering different software
of continuum models. However, there are plenty more possibilities for future research using our discrete lattice
model. For example, we only briefly looked at flux and flux rotation and left a lot to be examined. Another
example that we only briefly discussed is two-dimensional systems. We mentioned two-dimensional systems in
chapter 2, but did not discuss the two-parameter model for two-dimensional systems. However, we did develop
this model. One could further research flux rotations in two-dimensional systems, examine the influence of
different confinement shapes, or add chiral obstacles to study self-induced flow. The downside of discrete
two-dimensional lattice models is the rapidly growing matrix dimensions, and consequently calculation times,
for larger systems. For example, a system of 20 by 20 sites already has a 1600 × 1600 transition matrix.
Therefore, to truly be able study two-dimensional systems one should consider using faster software or
continuum models. Lastly, there is additional research possible on external ratchet potentials. One could for
example examine the steady state of a system with two ratchets for which the two steepest sides face each
other, study the cascading steady state distribution of a system with a row of ratchets, or consider ratchet
potentials in two-dimensional systems or in systems with periodic boundary conditions.
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A Eigenvalues of the Transition Matrix

In this appendix we study the transition matrix and examine its eigenvalues. For generality we consider the
transition matrix M of the two-parameter model described in section 3.1. However, the transition matrix
M ′ of the one-parameter model is equivalent to M when α = 1.
The transition matrix describes the time evolution of a state |n(t)〉, i.e.

|n(t+ τ)〉 = M |n(t)〉, (A.1)

and M is given by

M = TR =


m+ m+

m− 0 m+

. . .
. . .

. . .

m− 0 m+

m− m−

 , m± =
1

2

(
(1± α)(1− γ) (1± α)γ

(1∓ α)γ (1∓ α)(1− γ)

)
, (A.2)

where α ∈ [0, 1] and γ ∈ [0, 1
2 ] are the dimensionless model parameters.

A column i of M represents the probabilities of the particles in state i = (~r, ê) transitioning to the other
states of the system. The sum of a column must be equal to 1, such that there is no gain or loss of particles.
Let us denote the eigenvalues of a system by µi, with i = 1, ..., 2N . For a system of N = 3 sites the 6
eigenvalues of M are

1, γ
2 + 1

2

√
(1− γ)2 − α2(1− 2γ), −γ2 −

1
2

√
(1− γ)2 − α2(1− 2γ),

1− 2γ, γ
2 −

1
2

√
(1− γ)2 − α2(1− 2γ), −γ2 + 1

2

√
(1− γ)2 − α2(1− 2γ),

and for a system with N = 4 sites the 8 eigenvalues are

1, 0,
√

1
2 − α2( 1

2 − γ),
√

(1− α2 − 2γ)( 1
2 − γ),

1− 2γ, 0, −
√

1
2 − α2( 1

2 − γ), −
√

(1− α2 − 2γ)( 1
2 − γ).

For larger systems the analytical solutions of the eigenvalues quickly become hideous and extremely hard
or impossible to calculate. However, using numerical solutions we find that M has eigenvalues µ1 = 1 and
µ2 = 1 − 2γ for arbitrary α, γ and N . Notice that µ2 = 1 when γ = 0. Furthermore, we find that all
other eigenvalues µi with i = 3, ..., 2N exist in ± pairs, i.e. µj = −µk, and have absolute values |µi| < 1 for
arbitrary α, γ and N . Notice that some eigenvalues can be complex.
In section 2.2 we explained that the steady state |nss〉 of a system can be found by solving |nss〉 = M |nss〉,
which corresponds to calculating the eigenvectors belonging to µi = 1. Thus, we find that a system with
arbitrary N has one unique steady state distribution when γ 6= 0 and two in the extreme case where γ = 0.
Another method, which also reaches the conclusion that the steady states are found by finding the eigenvectors
belonging to µi = 1, uses the fact that µti vanishes for t→∞, when |µi| < 1. Hence, the only eigenvectors in
|n(t)〉 = M t/τ |n(0)〉, which do not vanish when t/τ → ∞, are the eigenvectors belonging to µi = 1. Since a
steady state is reached when t→∞, these eigenvectors must correspond to the steady states of the system.
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B Continuum Limit of Lattice Model with Ratchet Potential

In this appendix we derive the continuum limit for the lattice model with a ratchet potential described in
section 4.1. The derivation closely follows the derivation of the continuum limit done in section 3.3 for the
two-parameter model with no external potential.
We start by determining the ε dependency of the force term βFi, such that we know the behaviour in the
continuum limit, i.e. the limit of ε ↓ 0. Using Eq.(4.4) and Eq.(4.5) we calculate the velocity

〈∆x〉i,e
τ

= e(1− 2γ)
αa

τ
+
βFia

4τ
.

Recall that the velocity should remain finite when ε ↓ 0 and that a ∼ ε and τ ∼ ε2. We therefore find βFi ∼ ε
and define F̃i = Fi

ε . Next, we derive the equivalent of the Fokker-Planck equation starting from our matrices
R and T rat. The Fokker-Planck equation with an external potential V (x) is given by

∂tψe(x, t) = [−v0e+ βDt∂xV (x)] ∂xψe(x, t) +Dt∂xxψe(x, t) +
Dr

2
[ψ−e(x, t)− ψe(x, t)] . (B.1)

The derivation for R is already done in section 3.3. For the derivation of T rat we start by finding the
equivalent of Eq.(3.18)

T rat
(i2,e2|i1,e1) = δe2,e1

[(
1

2
(1 + εα̃e) +

βF̃i1
4

)
δi2,i1+1 +

(
1

2
(1− εα̃e)− βF̃i1

4

)
δi2,i1−1

]
. (B.2)

Then, using Eq.(3.20) we rewrite and restate Eq.(B.2) to find

T rat = 1 + ε2T rat (2) +O(ε3), T rat (2)
e2,e1 = δe2,e1

[
−

(
eα̃+

βF̃i1
2

)
ã∂x +

1

2
ã2∂xx

]
. (B.3)

Finally, we find the equivalent of the Fokker-Planck equation by taking the limit of ε ↓ 0 of

∂tψe(x, t) +O(ε2) =

(
T rat (2)

τ̃
+
R(2)

τ̃

)
ψe(x, t) +O(ε2). (B.4)

We find

∂tψe(x, t) = − lim
ε↓0

(
eα̃ã

τ̃
+
βF̃iã

2τ

)
∂xψe(x, t) +

1

2
lim
ε↓0

(
α̃2

τ̃

)
∂xxψe(x, t) + lim

ε↓0

(
γ̃

τ̃

)
[ψ−e(x, t)− ψe(x, t)] .

(B.5)
Comparing this to the Fokker-Planck equation of Eq.(B.1) we find, besides the already derived Eq.(3.28)-

(3.30), Dt∂xV (x) = − lim
ε↓0

(
F̃iã
2τ

)
. Now, using Eq.(3.29) we find

∂xV (x) = − lim
ε↓0

(
F̃i
ã

)
= − lim

ε↓0

(
Fi
a

)
. (B.6)

Thus, we find that Fi is equal to the force due to the potential times the lattice constant, which is precisely
our definition of Fi introduced in section 4.1.
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