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Abstract. In this thesis we will focus on developing a systematic model for describing the
behavior of a gas of cold fermionic atoms using semi-holographic methods. Specifically
we will make use of the AdS5/CFT4 correspondence, focusing on introducing a scalar
field in the bulk that encodes the mass of the boundary fermions. Then, working in the
probe limit, we will develop a method involving two fermionic bulk fields for describing
massive fermions in the boundary, and analyze their behavior by computing the spectral
function. Finally, we will discuss the physical interpretation of the dependence of the
spectral function with the parameters of the theory.
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1 Introduction

1.1 Motivation

The study of Condensed Matter systems using string-theoretical methods is indeed a fairly recent field of research,
but it has been very fruitful in its predictions and it definitely has the potential to describe complex systems in a
systematic way, giving further physical insights. We will use the AdS/CFT correspondence to find a theoretical
description of cold atomic gases, focusing on expressing the behavior of the system living in the CFT as the dual
of the Anti-de Sitter geometry.

In the field of AdS/CFT research there are many possible paths to follow, but one of them that has been
studied widely is the case of Anti-de Sitter5/CFT4, meaning that we will consider a geometry of five space-time
dimensions in which fields propagate, with a 4-dimensional boundary in which the condensed matter theory
lives. This is one of the simplest correspondences we can consider, and even though by itself does not provide
the necessary tools we require to describe a gas of cold atoms, we can make additions to it which indeed fix
these limitations.

As we just mentioned, the first motivation for using this theoretical apparatus is to correctly describe a gas of
cold atoms, that is, an atomic Fermi gas at unitarity. The study of these systems has had a great progress in
the last decade, with many different applications possible because of the generality of the results. These atomic
Fermi gases, also called Fermi mixtures, can behave in two very different ways depending on the regime they
are in: the BCS limit or the BEC (Bose-Einstein condensate) limit.

The BCS limit is characterized by the formation of loosely bound pairs of fermions with a size much larger
than the usual interparticle distance. This is indeed the theory developed by Bardeen, Cooper and Schrieffer
[1] describing the behavior of electron pairs. However this approach is way more general than it was thought,
since it can also describe the regime in which there are strong interactions between fermions, therefore producing
tightly bound molecules. This is the BEC limit, and in [2] Leggett predicted that these two limits are connected
continuously by a crossover, which was verified in cold atom experiments by several groups such as [3, 4] and
others.

Experiments probing the BCS-BEC crossover use Fermi mixtures, composed of one single atomic species but
with two spin states, which can be balanced in the population of each spin states and thus it can Bose-condense
by pairing each spin-up particle with another spin-down particle, called balanced mixture when the amount of
particles in each state is the same. However, when the mixture is unbalanced it is not clear how the system can
be described, and the solution is not only important for ultra cold atoms, but also for many other fields such
as condensed matter physics, nuclear physics and even some applications in quantum chromodynamics. The
importance of ultra cold Fermi gases for experiments lies in that it is possible to probe the unbalanced regime
in the laboratory.

Specifically, the crossover experiments are possible because in these Fermi mixtures there are Feshbach res-
onances, characterized by allowing the interaction strength to vary in a basically infinite range of values by
adjusting the difference in energy between free atoms and bound states. It is possible then to make all the
atoms transition to the bound state by modifying the magnetic field through the Feshbach resonance, then cool
them down, for example using evaporative cooling, and then taking the magnetic field back so that the Cooper
pairs are now Bose-condensed. Indeed, this procedure would not been possible had these two limits not be
connected by the crossover.

It was not until 2006 that [5, 6] experiments involving imbalanced Fermi mixtures were performed at the unitarity
limit, that is, when the magnetic field is set in a way that the interactions are on resonance and thus its strength
diverges. These experiments show the existence of several superfluid phases in the Temperature-Polarization
phase diagram, as well as a tricritical point. Phase transitions around this point have been studied using several
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techniques, [7, 8, 9], not all of them successfully.

At this point is when the AdS/CFT correspondence can make a significant difference in describing these theories.
The goal is to derive an expression for a quantity that we can compare with experiments using Radio-Frequency
Spectroscopy, which is the equivalent of ARPES, a widely use tool in condensed matter physics. Specifically,
RF spectroscopy can measure the correlation function of the target system related to the single-particle Green’s
function. As we will see later, in AdS/CFT the Green’s function is computed by considering a probe field
propagating in an appropriate bulk geometry.

Interactions between the bulk geometry, and the fields propagating there, and the boundary system can be easily
interpreted as follows. Consider a chiral fermion in the boundary, which we can consider is in either the IR or the
UV regime. When the non-zero chiral component propagates in the boundary, the opposite chirality component
can go inside the geometry, interact classically with the other fields in the bulk and come back to the boundary
where it continues propagating. In the UV regime however, because of the short wavelengths involved it cannot
go very far into the interior, so it will only probe the high-energy region near the boundary. However, in the IR
regime the long wavelengths allow it to probe near the horizon, where the geometry is less Anti-de Sitter-like
because of the black brane, and thus it will be dominated by the interactions.

Out of the many different experiments that can be performed, in this thesis we are going to focus on studying
ultra-cold Fermi gases, which involve massive boundary fermions. In this case we are only considering one type of
particles in the boundary, but the fact that they have a finite temperature, chemical potential and mass means
that we will need to develop new techniques to derive the spectral function that can be checked in ARPES
experiments.

As we mentioned earlier, chiral fermions in the boundary is the simplest possible situation we can consider,
because the bulk model only involves the usual black brane giving a finite temperature, a gauge field associated
with the chemical potential and a probe fermion field propagating on that geometry. Clearly this is not a good
approach since atoms are not chiral particles, so our first goal is to introduce a new field in the bulk whose dual
in the boundary will be associated with the mass term in Dirac’s action.

Once we have figured this problem out, we have to realize that it is not possible to have massive chiral fermions,
making that our second goal. As we have mentioned before, only one of the chiralities can propagate inside
the geometry, while the other one stays in the boundary. This behavior occurs because, for the holography
contribution to appear, we need to integrate out half of the degrees of freedom (“DoF” from now on) of the
fermionic field. Therefore, with only one probe field in the bulk, that is with four DoF, we can have up to two
non-zero components in the boundary. One way of dealing with this problem is to introduce another probe field
in the bulk, coupled together with the other one and the scalar field that gives mass to the particles, so that
combining their degrees of freedom remaining in the boundary we can have one full Dirac fermion.

Even though the technical aspect of this procedure is important, our third and most important goal is to
correctly analyze and interpret the physical consequences of changing the parameters introduced by these fields.
Successfully extracting the relevant information from the results, in a way that can be compared to experiments
is the main motivation of this thesis.
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1.2 Outline

1. Section 2: Holography in Condensed Matter Systems. We will begin with a more detailed in-
troduction to the field of holography in condensed matter physics, starting with its fundamental idea of
duality and what it means in terms of fields and boundary operators. The main goal of section 2 is to
briefly review the general picture of the AdS/CFT correspondence, and at the same time qualitatively
introduce several concepts that we will use in the remainder of the thesis.

Finally, we will introduce the concept of semi-holography, which is absolutely required to make physically
meaningful predictions which can be contrasted with experiments, mainly using RF spectroscopy as we
mentioned previously.

2. Section 3. Background Bulk Model. In section 3 we will take the qualitative ideas we presented
in the previous one and expand on them with the specific mathematics. Starting with the basic Anti-de
Sitter geometry in the bulk, we will introduce the features of the boundary system one by one, explaining
how each of them appear in the holography dictionary related to their dual operators.

Once the fundamental ideas are introduced, we can proceed to the most important feature of this thesis:
introducing a mass energy scale in the bulk. For that we will need to use some of the already known
dictionary entries in a different way, finding that indeed the boundary particles have now a mass.

3. Section 4: Fermionic Bulk Model We proceed then to the main topic of the thesis, in which the goal
is to derive an expression for the spectral function in terms of the bulk fields. For that, we will begin
by introducing some necessary mathematical machinery in the form of Dirac formalism, which we will
generalize to curved backgrounds.

Next, we will derive an expression for the Green’s function in the simpler case of massless boundary
fermions. This way, we can focus on explaining the tools used to derive the more general result of massive
boundary fermions, without complicating the calculations too much.

4. Section 5: Results. Lastly we will present some of the most interesting results obtained from the contents
derived in the previous sections, and discuss their significance and physical interpretation. We will both
consider the holographic limit and the semi-holographic answer, focusing mainly in the dependence of the
spectral function and mass gap as a function of the free parameters of the theory.

1.3 Conventions

There are several convention we will follow in this thesis, which we will enumerate below.

1. We will refer to the dimensionality of the space-time in the boundary theory by d, meaning d − 1 space
coordinates and 1 time dimension. Similarly, the dimensionality of the bulk will be d+ 1, including both
time and space coordinates.

2. The sign convention for the metric is diag(−,+, · · · ), in d = 4 or d = 5 dimensions depending on if we are
working in the boundary or in the bulk.

3. Everything will be expressed in natural units, meaning ~ = c = kB = 1, but also we will express distances
in units of L, the Anti-de Sitter radius.

4. The coordinates in the boundary will be denoted by 0, 1, 2, 3. The radial dimension index will always be
r, and similarly any r used as a coordinate variable is referring to the extra dimension.
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2 Holography in Condensed Matter Physics

In this section we will introduce the fundamental ideas behind the application of holographic methods to con-
densed matter systems. We will start by broadly stating some of the more general concepts, and then narrowing
our focus towards the contents of this thesis.

Since the point of this section is not to be a very thorough review of AdS/CFT applied to condensed matter,
references [10, 19] are better suited to fulfil further curiosity from the reader.

2.1 The Anti-de Sitter/Conformal Field Theory correspondence

We will begin visiting the main goal of any AdS/CFT research in condensed matter physics: the building of a
dictionary that relates fields in the bulk with operators in the CFT. Understanding this dualities is a crucial
step to gaining deeper insights into the boundary theory, and therefore the basis of this thesis.

Next, we will briefly look at the string-theoretical arguments that actually allow us to associate the bulk and the
boundary theory, known as the GPKW rule. Here we will also mention the two possible approaches to Anti-de
Sitter/CMT, either top-down or bottom-up.

Finally, we will study more in detail the bulk geometry and some of the properties of the Anti-de Sitter space-
time, as well as briefly mentioning the non-equilibrium case.

2.1.1 The Dictionary and the GKPW master rule

The idea of dualities is not strange to any physicist, since we have been using them in one form or another
to describe a very large amount of systems in nature, such as the KW-duality in the 2d Ising model. At its
core, the AdS/CFT correspondence is just another way of relating two theories, one that behaves in a very non-
perturbative, strongly interacting regime, and another one weakly interacting in the classical limit. These two
sides of the duality correspond to the boundary and bulk of some non-trivial geometry, in which the information
about the boundary theory is encoded using classical general relativity.

This correspondence, as opposed to many others, comes from string theory as a limit case of a more general
case. Significant research has been done in this direction, but one of the earliest versions of AdS/CFT, done by
Maldacena in [11], came from a compactification of a 10-dimensional theory down to a manifold like AdS5×S5,
which in practice means a general relativity background with added black holes (or black branes, as they would
be called in this context), gauge, scalar and fermion fields.

There is however a fundamental difference between the boundary theories described by the early approaches from
String Theory and the ones we will be considering. Because getting rid of the extra five dimensions requires a
process of compactification, any simplistic approach will result in maximally supersymmetric Yang-Mills gauge
theories in the boundary, which we cannot use to describe any real world condensed matter system such as
cold atom gases. Any non-trivial compactification that should result in less symmetric systems is indeed very
complicated, but the research is ongoing.

There are other limitations that we are glossing over, such as the large-N limit and the ’t Hooft limit. The
latter is related to the interaction strength, and it is not discouraging for us because taking the limit of large
interaction strength means that we are working in the strongly coupled limit of the boundary theory, precisely
the regime we are interested in studying. In a similar way, supersymmetric theories are not the only ones that
can be described in the boundaries, since there are explicit examples which indeed break supersymmetry.

The large-N limit however is more important, since it can affect the results. In a nutshell, what this limit
physically represents in the string theory context of describing gluons in QCD, is related to the number of
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gluons in the theory (N2 − 1 to be precise). As we know, the Standard Model includes only three types of
gluons, so this limit would mean considering a very large amount of them. Most importantly, moving away from
this limit is not trivial, but in condensed matter physics there had been several attempts to study the possible
effect of these 1/N corrections by studying Gaussian fluctuations of the bulk fields.

With these requisites in mind, we can move on to the actual rules this holography dictionary contains. Summa-
rizing in the following table the basic building blocks are listed:

Bulk in d+ 1 dimensions Boundary in d dimensions
Scalar field φ Scalar composite operator Oφ
Vector field Aµ Current operator Jµ

Space-time metric gµν Stress-energy tensor Tµν
Dirac field ψ Chiral composite operator Oψ

Boundary value of field Source of operator
Mass of the field Conformal dimension of operator
U(1) gauge field Global U(1) symmetry

Black hole Hawking temperature Temperature of thermal equilibrium

Table 1: These dictionary entries will be used repeatedly throughout the thesis.

Let us study them in more detail. Consider first a partition function in the CFT,

ZCFT [Fs] =

∫
DF exp

[
i

(
SQFT +

∫
ddxFs(x)OF (x)

)]
, (2.1)

where F is any given field of the boundary theory. Here, differentiating with respect to Fs(x) we can obtain the
expectation values of the operator OF (x), and therefore Fs(x) is considered to be the source of the operator
OF (x).

In usual CFTs this source field is fixed, but in our context we will consider it to be dynamical, allowing it to
propagate deep into the bulk. Connecting the asymptotic behavior of these bulk fields with the source operators
is what the AdS/CFT correspondence lets us do because of the GKPW rule [12, 13], which fundamentally states
that

〈
exp

[
i

∫
ddxFs(x)OF (x)

]〉
QFT

= exp
[
iSbulk [F(x, r →∞)→ Fs(x)]

]
. (2.2)

This expression fundamentally relates the full quantum content of the boundary CFT to the classical action in
the bulk, though only in the N →∞ limit. This is the step in which considering a finite N can be introduced,
one possible method being to introduce higher order loop contributions to the gravity theory, given by some
approximation to a full Quantum Gravity action. This procedure can be made systematic, but it significantly
increases the difficulty of finding solutions.

Associating bulk fields to sources in the boundary is but one tool this mechanism provides. In addition to this,
symmetries of the boundary theory can also be encoded in the geometry of the bulk. Specifically, a conserved
quantity in the CFT, such as the electric charge, is associated with a U(1) symmetry which is dual to a U(1)
gauge field Aµ in the bulk. Similarly, if instead we consider the global invariance of the stress-energy tensor in
the boundary, it has to be dual to the diffeomorphism invariance of the bulk.

Closely related to these dualities, the mass of the bulk fields is directly connected to the dimensionality of the
associated boundary operator. Therefore, they are not usual parameters of the theory, but instead define the
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boundary theory we are considering. A simple example of this is to compute the critical exponents of some
quantities in the boundary, and see that indeed they depend in parameters like the mass.

Finally, spinors in the bulk behave in a slightly different way compared to bosons, and we will focus one section
later to explain their details. On the other hand, the last entry in the table, it is an intuitive result that the
temperature of the boundary system would be related to the Hawking radiation emitted by the black hole in the
bulk. This idea also points at the fact that systems out of equilibrium, with a time-dependent T , are related to
changes in the geometry of the bulk over time.

To conclude, we can take a look at two fundamentally different approaches to this problem that we have briefly
mentioned. Maldacena and others in the early days of AdS/CFT followed a procedure denominated top-down
to find the boundary theory, which means taking the full 10 (or 11)-dimensional string theory and compactify
the extra dimensions in a very non-trivial way, so that the boundary theory is not supersymmetric and thus can
be used to describe the systems we are interested in.

Our approach to the problem is the opposite, we will consider a bulk geometry with fields classically interacting,
described by some action Sbulk. Then, assuming that indeed there exists at least one boundary theory that is
consistent with our bulk, we can proceed to extract the information it predicts comparing it with experiments.
This approach is known as bottom-up, and even though it is only conjectured that it is possible to obtain any
physically meaningful results from it, it definitely has the potential to provide many meaningful results and
insights. Usually, this branch of AdS/CFT is called AdS/CMT.

The main goal of AdS/CMT is therefore to find these dualities between bulk fields and boundary operators
since, opposed to the top-down approach, we cannot know the dual CFT to the bulk theory. Instead, we can
only choose the correct dimensionality of the conformal operator and check that it behaves as expected.

2.1.2 The Bulk Geometry

Now that the idea of the dictionary has been introduced, we can take a slightly closer look at the Anti-de Sitter
space-time. We can start from the Einstein-Hilbert action with a cosmological constant Λ:

S =
1

16πG

∫
dd+1√−g [R− 2Λ] . (2.3)

Here the cosmological constant Λ is related to the AdS radius L as

Λ = −d(d− 1)

2L2
, (2.4)

and we find that the AdS metric is a solution of the field equations:

ds2 = − r
2

L2
dt2 +

L2

r2
dr2 +

r2

L2
dxxx2 . (2.5)

As we mentioned in the conventions, we will express every length distance in units of this quantity L, so it will
not appear again in the remainder of the thesis. Specifically, the coordinate transformation is

r → Lr , t→ Lt , xxx→ Lxxx , s→ Ls . (2.6)

Here we can see that this metric has d+ 1 coordinates, with r defined as the radial coordinate in the bulk. The
simplest physical interpretation of this is to consider the usual d coordinates in our system as the limit r →∞.
In Figure 2.1 we can see a visual representation of this.
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CFT Bulk

r

Figure 2.1: Visual representation of the CFT as the limit r →∞ of the radial coordinate in the bulk.

However, this radial coordinate is different from the others, in the sense that its curvature has to encode the
energy scale information of the theory. In this regard the Anti-de Sitter metric by itself is fairly simplistic, since
it is invariant under the following scaling of coordinates:

r → r

λ
, t→ λt , xxx→ λxxx , (2.7)

meaning that any boundary theory described using this metric has to be invariant at all energy scales. Clearly
this is not sufficient to model most of the real systems we are interested in, so the only possibility is to consider
the most general static solution to the field equations with planar symmetry, which contains the two functions
f(r) and χ(r). This new metric breaks the scaling invariance while maintaining Lorentz invariance. It reads:

ds2 = −f(r)e−χ(r)dt2 +
dr2

f(r)
+ r2dxxx2 . (2.8)

As we will see, these two functions f(r) and χ(r) will have a very relevant physical interpretation, but they have
to satisfy one condition regardless of the model. We are interested in studying the behavior of cold Fermi gases
in the strongly interacting limit, which means that interactions in the IR regime will be driving the physics of
the system. Therefore, f(r) and χ(r) should only deviate from the Anti-de Sitter solution deep in the geometry,
and reduce to the previous metric at the boundary.

We have mentioned before the existence of black holes in the geometry, as a way to introduce a temperature in
the boundary theory. This is one of the simplest examples of how the Anti-de Sitter metric is deformed near
the, now horizon, of the black hole while the limit r →∞ is kept unchanged.

Another option, this time considering a boundary system at exactly zero temperature, involves introducing an
electron star in the bulk. This specific solution has several advantages, for example being suitable for studying
back-reactions of the fields on the geometry. It is necessary however to consider the electrons in the fluid limit,
also called the hydrodynamic limit, so that they can be described by the General Relativity version of the Navier-
Stokes equations. Under these conditions, it is possible to solve the coupled system of equations, including the
fermionic back-reaction on the background.

This is especially important for studying phase transitions in the boundary theory, and therefore the stability
of the solution. We will however only focus on the probe limit of the theory, considering back-reactions one of
the next possible step in the research of this field.
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2.2 Beyond the Basic Dictionary

Now that we have presented the fundamental concepts of the AdS/CFT correspondence, it is time to briefly
introduce how exactly this thesis and subsequent works will expand on them. Our most important goal is,
because of the atomic system we want to describe, to introduce a new energy scale in the bulk theory that will
be related to the mass of the boundary particles.

There are several different approaches that we will mention, and some alternatives to these such as particles
being bosons or fermions. As before, the goal of this section is not to be a thorough review but to present
succinctly the most important ideas.

Then, we will present some ideas related to the next logical step in this topic, namely considering the non-
relativistic limit of the theory. Since atoms in these Fermi gases are very massive compared to their kinetic
energy, as in M0 � T , better insights into their behavior can be derived from this limit.

2.2.1 Introducing a Mass

In the context of AdS/CFT, introducing massive particles corresponds to a specific low-energy behavior of the
spectral function: a mass gap. Considering the dispersion relation for classical massive particles,

ω(k) =
√
|kkk|2 +m2 , (2.9)

our results should also reproduce this parabolic behavior. There are however several possible ways to introduce
deviations from the relativistic dispersion relation ω = |kkk| characteristic of particles interacting in the usual
Anti-de Sitter backgrounds, one of them being Lifshitz Holography.

This approach is based on introducing a critical exponent z to the energy scale near the critical point. Fun-
damentally, this exponent is introducing an anisotropy between time and space which results in systems that
satisfy the following scaling symmetry

t→ λzt , xxx→ λxxx . (2.10)

Clearly the case z = 1 reduces to our previous discussion for normal Anti-de Sitter geometries, the main difference
being that in the case z = 2 the dispersion relation is now ω(k) ∝ k2. This is indeed the case for non-relativistic
theories, but it requires a different type of bulk space-time:

ds2 = − r
2z

L2z
dt2 +

L2

r2
dr2 +

r2

L2
dxxx2 . (2.11)

Physically, when we approach the boundary as r →∞, the tt component of the metric diverges faster than the
ii components, therefore generating the effect of a diverging speed of light at the boundary.

On the other hand, we can work with z = 1 Lorentz invariant Anti-de Sitter geometry. This approach forces us
to work in a relativistic formulation of the problem from the beginning, which in turn means that the low-energy
behavior of the boundary particles associated with a mass requires extra fields, as we will see. Analogue to
encoding the energy scale information of the theory in the bulk, we are interested in introducing a field in the
bulk that is asymptotically dual to a mass contribution for the boundary particles.

The duality dictionary already has an answer for this: because we are interested in a boundary operator with
some specific dimensionality, we should add a scalar field φ to the bulk with a mass m2 of a specific value so
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that it is dual to the mass of an operator in the boundary. At this point we can consider the boundary particles
to be bosons or fermions, for whose the boundary action would be

bosons: Sbdy ∝
∫

d4x
[
(∂φbdy)2 +M2

bdyφ
2
]

fermions: Sbdy ∝
∫

d4x
[
ψbdy/∂ψbdy −Mbdyψbdyψbdy

] , “bdy” ∼ boundary . (2.12)

Therefore, in the case of bosons we want the dimensionality of the operator to be 2 (because of φ2
bdy) and the

source also to be 2 (because of M2
bdy). However, in the case of fermions the operator dimension is 3, and the

source has dimensionality 1. This difference means that the process to extract the asymptotic behavior of the
bulk scalar field slightly deviates from each other, but the core idea of matching dimensionalities remains the
same.

Extracting the spectral function in each case is a very different procedure however, and in this thesis we will
focus on developing a general method to compute it for massive fermions in the boundary. Finding an expression
for the single particle Green’s function that depends on ω and kkk requires semi-holography, which is equivalent
to promoting the boundary source to a dynamical field. In Section 4 we will cover this for the derivation of the
spectral function.
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3 Background Bulk Model

In the following section we will dive deeper into the concepts introduced in the previous one, and specifically
expanding on the relevant topics for the next part. We will begin working with just the bare relativistic
background and then proceed to add other fields to the bulk, arguing what is that we want to find at the
boundary. Finally, we will explain the key step of introducing a mass scale in the geometry, and set everything
up for the introduction of fermionic fields.

3.1 Introduction

In the previous section we have seen that it is certainly possible to derive physically relevant results by considering
only small perturbations of the Anti-de Sitter metric. However, we are more interested in working with a more
general geometry that allows us to introduce other effects in the boundary, such as temperature, for which we
need to consider a different bulk metric. As we have seen, the normal Anti-de Sitter metric can be written in
the following coordinates:

ds2 = −r2dt2 +
dr2

r2
+ r2dxxx2 , (3.1)

where r is the radial dimension of the bulk. As we mentioned, a more general metric that is also a solution of
the field equations contains the functions f(r) and χ(r) as follows:

ds2 = −f(r)e−χ(r)dt2 +
dr2

f(r)
+ r2dxxx2 . (3.2)

It is clear to see that, if we compare these two metrics, for the geometry to be asymptotically Anti-de Sitter
these two fields have to satisfy the following

lim
r→∞

f(r) = r2

lim
r→∞

χ(r) = 0
. (3.3)

The main goal we seek with this more general background is to provide a way to encode in the bulk information
about the boundary temperature. As we have seen earlier in the duality dictionary, a temperature in the CFT
can be introduced in the bulk by creating Hawking radiation with a black hole (also called black brane).

In an usual General Relativity context, we know that the simplest black hole is defined by the Schwarzschild’s
metric, although defined in four space-time dimensions. It is possible to rewrite this background in our situation
with only one curved dimension and asymptotically approaching the Anti-de Sitter metric by using the Ansatz
for the fields

f(r) = r2

(
1−

(rh
r

)d)
χ(r) = 0

, (3.4)

where rh is the horizon radius. We can now compute the temperature of the Hawking radiation associated with
this black hole, which is in general given by
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T =
1

4π
f ′(rh)e−χ(rh)/2 −→ TSch =

d

4πrh
, (3.5)

which we will use to compute the temperature of the boundary system given a specific background.

Even though it is certainly possible to derive a great amount of physics just considering small perturbations of
the metric (3.1), we will only work with the numerical solution to the equations of motion for the background
coupled to other fields. Consider then the following Einstein-Hilbert action:

S0 =
1

16πG

∫
dd+1x

√
−g(R− 2Λ) , (3.6)

where G is the graviational constant and Λ is the cosmological constant. To find the metric shown in equation
(3.1), Λ has to be fixed to:

Λ = −d(d− 1)

2L2
. (3.7)

Now we can proceed to obtain the equations of motion for f(r) and χ(r) from the variation of S0, giving as a
result Einstein’s field equations in the general case

Rµν −
1

2
Rgµν + Λgµν = 8πGTµν , (3.8)

where once we introduce other fields they will contribute to Tµν by

Tµν =
−2√
−g

δLmatter

δgµν
. (3.9)

Here Lmatter refers to the matter contribution in the action, which in the case of equation (3.6) is clearly zero.
In the remainder of this section we will introduce new fields that will indeed appear in the matter contribution
to the action. Instead of working with the covariant form of the field equations shown in (3.8), we will substitute
the Ansatz from (3.2) in the left hand side of (3.8), and by combining them we can extract two equations of
motion for f(r) and χ(r).

3.2 Chemical Potential

In this section we will proceed by introducing a chemical potential in the boundary theory by adding a new
field in the bulk. As we have mentioned before, global symmetries in the CFT translate to local ones in the
geometry, which in this case corresponds to a conserved electric charge. It is a global U(1) symmetry, so the
corresponding field in the bulk is a U(1) gauge field, or in other words, the usual Aµ electromagnetic potential.

In this case however we still need to consider the curved background in which Aµ propagates, so we need a new
term in the action that accounts for this contribution, as follows

SA = − 1

4µ0

∫
dd+1x

√
−gFµνFµν . (3.10)

In the following, we will take µ0 = 1. Adding SA to S0, as defined in equation (3.6), gives the Einstein-Maxwell
action. This is the simplest possible combination of classical gravity and electromagnetism and, similarly to the
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previous Schwarzschild solution, it is possible to find an analytic solution that asymptotically resembles Anti-de
Sitter and is known as the AdS Reissner-Nordström black hole.

The solution this time is the following, as we can see in [19],

f(r) = r2 +
Q2

r2d
− M

rd−2

χ(r) = 0

At(r) = µ

(
1−

rd−2
h

rd−2

) ,

µ =

√
2Q

cdr
d−2
h

cd =

√
2(d− 2)

d− 1

M = rdh +
Q2

rd+2
h

. (3.11)

Here M and Q the mass and charge of the black hole, respectively. We can see here that we still do not need
the degree of freedom introduced by the field χ(r) to find a solution, however in the next section it will become
very relevant. Another detail we see here is that we have chosen a specific gauge for the Aµ field, in which we
take all components other than t to zero, so that only the dependence shown above contributes.

This solution has more interesting characteristics than the Schwarzschild one, that we can make more obvious
by looking at the condition we find for the mass of this black hole

M
2d−2
d−2 ≥ 2d− 2

d− 2

(
2d− 2

d

) d
d−2

Q
2d
d−2 , (3.12)

obtained by computing f(rh) = 0 and considering the case rh ≥ 0. When this inequality becomes an true
equality we find quite an interesting solution, in which the temperature of the black hole is exactly zero but
with a nonzero entropy. That we can see from the fact that since rh is nonzero the area of the black hole is also
going to be nonzero and therefore, since the Hawking entropy of the black hole is proportional to its area, it will
not be zero.

As we know from classical thermodynamics, this is a very strange result for a classical system. We have found
however other quantum systems, like frustrated lattices, that behave in a similar way. Finding this situation in
such a simple system is nevertheless remarkable, and ongoing research on this topic will provide more answers.

In this thesis these thermodynamic problems will not arise, since once we introduce a scalar field in the bulk the
limit T → 0 does indeed correspond to the black hole radius rh → 0. Therefore, for a finite rh the temperature
will always be non-zero.

3.3 Mass Scale

We will now proceed to finally introduce the field that conveys information about the mass of the particles in
the boundary. We consider first the complete bulk action — including geometry, gauge field and scalar field —
and proceed to compute the equations of motion from there. Then, we will introduce the asymptotic behavior
of this field at the boundary and what operator it can represent.

3.3.1 Bosonic Action and Equations of Motion

Our goal now is to introduce a field in the bulk that is dual to a mass term for fermions in the boundary. Let
us start by remembering that the action describing massive fermions has to contain the following term
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SM ∼
∫
d4x

[
M0ψψ

]
, (3.13)

whereM0 is the bare mass of the particle. Here we have specified d = 4 for simplicity. Later, in Section 4, we will
reintroduce this effective boundary action more in detail, but knowing that SM is the term we need is enough
for now. Notice that if we compare this equation with the one we presented in the introduction, Fs(x)OF (x),
we can associate M0 with the source of a field F in the bulk, and ψψ with the boundary operator.

The simplest field we can introduce here is a real scalar field φ(r), however not any field will be dual to the
correct boundary term. Before solving this problem, let us consider the bulk action, in which we added the
gravitational contribution, the gauge field and now the scalar field:

S =

∫
dd+1x

√
−g
[

1

16πG
(R− 2Λ)− 1

4
F 2 − gb

1

2

(
DµφD

µφ+m2φ2
)]

, (3.14)

where Dµ is the usual gravitational covariant derivative, and gb is the coupling strength of the bosonic field.
Notice as well that we have introduced a bulk mass for the scalar field, m2, which fixes the scaling dimension
of the source and vev terms in the boundary. In Section 3.3.2 we will show exactly how m2 sets the scaling
dimension of those, however for this procedure we need to derive the equations of motion for f(r), χ(r), Aµ(r)
and φ(r), which we will do now.

First, we will derive the stress-energy tensor Tµν from the variation of the action (3.14) with respect to the
metric, which results in:

Tµν = gb

[
1

2
∂µφ∂νφ−

1

4
gµν

(
DρφD

ρφ+m2φ2
)]

+ FµαFνβg
αβ − 1

4
gµνF

2 . (3.15)

This covariant expression, as general as it is, contains more equations that we need. Since the metric shown in
equation (3.2) only contains two functions, we can extract two independent differential equations that we can
solve to find f(r) and χ(r). Now, for further simplifications, we will fix the gauge of the Aµ field, so that only
h(r) ≡ At(r) is non-zero. The two equations we can extract are the following:

χ′(r) +
16πG

d− 1
rφ′2(r) = 0

f ′(r) +

(
d− 2

r
− χ′(r)

2

)
f(r) +

8πG

d− 1

(
eχ(r)h′2(r) +m2φ2(r)

)
r − rd = 0

, (3.16)

where ′ denotes derivatives with respect to r, and we can take gb = 1 without loss of generality. Now, proceeding
to compute the equations of motion for the gauge field by computing the variation of the action with respect to
h(r), we find

h′′(r) +

(
d− 1

r
+
χ′(r)

2

)
h′(r) = 0 . (3.17)

Finally, for the scalar field we have

(D2 −m2)φ(r) = 0 −→ φ′′(r) +

(
f ′(r)

f(r)
+
d− 1

r
− χ′(r)

2

)
φ′(r)− m2

f(r)
φ(r) = 0 . (3.18)
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These four equation describe, besides the dimensionful parameters temperature T and chemical potential µ, a
third parameter that in the next section we will show how to extract from the scalar field φ(r). The latter,
which we will denote as M0, will set the bare mass of the boundary fermions. Because the CFT is scale
invariant, physically meaningful quantities, that we can relate with the physical system, are dimensionless ratios
of parameters, such as µ/T . Since now we will introduce a new energy scale, the number of free meaningful
parameters will be two, an those are:

T

M0
and

µ

M0
. (3.19)

3.3.2 Bosonic Asymptotic Behavior

In the last section we derived the non-linear coupled system of equations that describe the propagation of four
fields in the bulk: f(r) and χ(r) for the metric, h(r) as the gauge field and φ(r) as the scalar field. These four
equations are summarized next:

χ′(r) +
16πG

d− 1
rφ′2(r) = 0 , (3.20)

f ′(r) +

(
d− 2

r
− χ′(r)

2

)
f(r) +

8πG

d− 1
r
(
eχ(r)h′2(r) +m2φ2(r)

)
− rd = 0 , (3.21)

h′′(r) +

(
d− 1

r
+
χ′(r)

2

)
h′(r) = 0 , (3.22)

φ′′(r) +

(
f ′(r)

f(r)
+
d− 1

r
− χ′(r)

2

)
φ′(r)− m2

f(r)
φ(r) = 0 . (3.23)

Let us go back now to the effective boundary action term shown in equation (3.13). For φ(r) to have the same
scaling dimensions as this term, we need its expansion near the boundary to be

φ(r) ≈ φsr−∆− + φvr
−∆+ , r →∞ , (3.24)

where ∆± are the dimensionalities of the source and vev respectively. Substituting this expression in equation
(3.23) and solving for ∆± we find

∆± =
1

2

(
d±

√
d2 + 4m2

)
. (3.25)

We still need to determine ∆± however, which we can extract from the mass term SM . Fixing d = 4, the
dimensionality of ψψ is 3, and the dimensionality of M0 is 1. Thus, if we want the source and vev of the field
φ(r) to have the correct scaling in the boundary we need to fix ∆± in this manner. Therefore, for ∆− = 1 and
∆+ = 3 we find m2 = −3.

Equation (3.24) does not contain all the possible terms of the boundary expansion, and even though the value
we derived for m2 is correct, we will now use the following expansion (see equation (4.1) in [14]):

F(ρ) = ρn1

(
f(0) + f(2)ρ

2 + · · ·+ ρ2n(f(2n) + f̃(2n) log ρ) + · · ·
)

. (3.26)

Here F(ρ) is again any bulk field, expressed in the variable ρ ≡ rh/r, n are integers, and n1 is any constant.
Notice that because of symmetries of the system explained in [14] there are only even powers of ρ inside the
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bracket.. Fixing n1 = 1 and all f(i) − 0, for i 6= 2, it reduces to equation (3.24), as expected. However, since we
have to consider all terms up to order ρ3, the expansion that we will use is the following

φ(ρ) ≈ ρ
(
φs + ρ2

(
φv − φ̃v log ρ

))
. (3.27)

This extra coefficient, φ̃v, is not physically relevant, since it will be completely fixed by the equations of motion as
a function of the source φs. Notice however that it is more significant than the second because of the logarithm,
but it is only important for the extraction of the numerical value, as it does not carry any physical information.
To determine φ̃v as a function of the source, we have to substitute this expansion in equations (3.20-3.23) and
solve the resulting system of algebraic equations for the coefficients. However, since we only care about terms
of order up to ρ3 we can get rid of equation (3.22), thus simplifying the calculation, as we will show now.

Notice that the only term containing h(r) that is not in equation (3.22) appears in equation (3.21) as

8πG

d− 1
reχ(r)h′2(r) . (3.28)

Therefore, if we show that it is of a higher order than r−3 we can neglect it and proceed with only three equations.
First, rewriting this in terms of ρ and expanding exp[χ(r)]:

reχ(r)h′2(r) ∼ eχ(ρ)ρ3h′2(ρ) ∼ ρ3h′2(ρ) . (3.29)

Here we have only focused on the r and ρ dependence, ignoring the numerical prefactor. Consider now the
solution for the gauge field we presented for the AdS Reissner-Nordström Black Hole:

h(r) ≈ µ− ndρ2 , ρ→ 0 . (3.30)

Because of the different action we are considering, this expansion will only be an approximation near the
boundary, with contributions due to the new scalar field of higher order than ρ2. Therefore, we can clearly see
that the term ρ3h′2(ρ) will be of a higher order than ρ3, and thus it can be safely removed from the equation of
motion. Since equation (3.23) is now decoupled from the others, it can be ignored in this calculation.

In conclusion, the system of equations we have to use is the following

χ′(r) +
16πG

d− 1
rφ′2(r) = 0 , (3.31)

f ′(r) +

(
d− 2

r
− χ′(r)

2

)
f(r) +

8πG

d− 1
m2rφ2(r)− rd = 0 , (3.32)

φ′′(r) +

(
f ′(r)

f(r)
+
d− 1

r
− χ′(r)

2

)
φ′(r)− m2

f(r)
φ(r) = 0 . (3.33)

Since we are considering terms up to order ρ3 in φ(ρ), the expansion of f(ρ) and χ(ρ) also have to contain
terms up to the same order in ρ. Let us consider f(ρ) in first place. From the Anti-de Sitter metric we already
know that it has to be proportional to r2 near the boundary, therefore matching with equation (3.26) we can
set n1 = 0 to find that

F (ρ) ≡ ρ2f(ρ) = f(0) + f(2)ρ
2 . (3.34)
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In the case of χ(ρ), instead of a r2 leading order behavior it should be zero in the boundary so that the scale
invariance is conserved. Therefore, n1 = 0 for χ(ρ):

χ(ρ) = χ(0) + χ(2)ρ
2 . (3.35)

Although we will not need the expansion of χ(ρ), we will compute it to check the consistency of the procedure.
We will start first by substituting the expansion of φ(ρ), equation (3.27), in equation (3.31) and solving for χ′(ρ)
we find an expression that we can then substitute in equation (3.32). Neglecting terms of order higher than
ρ3 log ρ, we have now the following system of algebraic equations for f(0) and f(2):

{
f(0) = 1

12f(2) + (f(0) +m2)φ2
s = 0

−→


f(0) = 1

f(2) = −(1 +m2)
φ2
s

12

−→ F (ρ) = 1− (1 +m2)
φ2
s

12
ρ2 . (3.36)

Here we have made the contribution of m2 explicit, and will later check that indeed this procedure gives the
same answer we computed before. Notice as well that f(0) = 1, in agreement with the AdS metric behavior.
Proceeding now by substituting this expansion for F (ρ) in equation (3.33) we can find a similar system of
algebraic equations that relate φs and φ̃v:

−6(3 +m2)φs = 0

1

2
(−1 +m2)φ3

s − 6((3 +m2)φv + 2φ̃v) = 0
. (3.37)

After solving the system, we get:

m2 = −3

φ̃v = −1

6
φ3
s

. (3.38)

Indeed, as we expected we find that m2 = −3, and the relation between the source and φ̃v. The expansion of
φ(ρ) and χ(ρ) can be computed from here:

φ(ρ) = ρ

(
φs + ρ2

(
φv +

1

6
φ3
s log ρ

))
χ(ρ) =

1

6
φ2
sρ

2

, ρ→ 0 . (3.39)

Here χ(ρ) shows the expected behavior near the boundary, approaching zero with a power of ρ2. Notice that
the result we found for φ̃v is different than the expression found in equation (5.12) of [14], because in our case
we are considering the back-reaction of the geometry in the scalar field, otherwise it would be zero.

Summarizing, up to this point we have worked in what we call the background of the theory, in other words,
describing the behavior of the bulk fields. We chose the simplest model we know, just gravity, and saw that
there is one analytic solution, analogous to Schwarzschild’s black hole solution in 3+1 General Relativity, that
introduced a finite temperature in the system related to the Hawking radiation emitted by the black brane.
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Then we introduced a chemical potential in the boundary by adding a gauge field to the bulk, which can
be solved analytically so find, as before, a solution analogous to Reissner-Nordström’s black hole. These two
solutions showed us important details about the behavior of the bulk, which we then used when we added the
last contribution to the bulk, a scalar field.

Since it is not possible to find an analytic solution in this more general case, we had to resort to study the
asymptotic behavior of the scalar field and relate it to the boundary operator we expect to find. After fixing
every parameter we can, we are only left with φs and φv which will be fixed by looking at the value of the
numerical solution near the boundary, as we will see in the next section.

This bundle of fields is the background we will use later, for which we need another field propagating on top of
the background fields. This approach assuming a fixed background can be used to compute the spectral function
of the boundary field using semi-holography, however it can be generalized by including the back-reaction of the
probe field in the geometry. In the bosonic case this can be done without too many complications, however if
the boundary field we are interested in is fermionic, we find more problems.

The root of these complications comes from the fact that fermions, as opposed to bosons, cannot be in the same
state. Therefore, operators like 〈ψ〉 are no longer well behaved and other techniques need to be used. In [16] we
can see an example of this, using a specific ground state for the fermions known as the perfect fluid, allowing for
the study of these back-reactions in the geometry. There is new interesting physics involved in this, for example
testing the stability of the black hole and possible phase transitions. In this thesis however we will focus only
on the probe field case, without any back-reactions.

3.3.3 Numerically Solving the Equations of Motion

To conclude this section we will delve deeper into the specifics of numerically solving equations (3.20-3.23),
describing the general procedure and showing some results. We will first compute the values of the fields near
the horizon, deep in the geometry, using a method very similar to what we have used before near the boundary.
However, in this case the need of performing this expansion near the horizon comes from problems with the
value of f(r) when r approaches rh, since as we have seen in Schwarzschild’s solution

f(r) = r2

(
1−

rd−2
h

rd−2

)
, (3.40)

which by definition has to satisfy f(r → rh) → 0, so the system of ODEs is singular at this point. Therefore,
instead of evaluating these functions exactly at the horizon, we will perform a Taylor expansion a distance ε
from it, and fix most of the coefficients using the equations of motion. We can only fix some of them because
there are parameters of the boundary theory, such as the temperature and chemical potential, that we need to
relate to the initial conditions, and therefore not all of the Taylor coefficients can be fixed by the equations of
motion.

Firstly, we will transform our fields sightly so that the numerical solution is more stable and easier to handle.
Taking the fields f(r) and χ(r) we see that near the boundary, r →∞, it diverges like r2. Thus, transforming

f(r) −→ F (r) =
1

r2
f(r) (3.41)

ensures that F (r) will be finite in this limit. In the case of χ(r), because it already has to be a constant at the
boundary, we will define X(r) ≡ χ(r) without any changes. Since we will be using these fields later, we need to
keep track of those powers of r by redefining them. Also, as introduced in the previous section, instead of using
the variable r we define
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ρ ≡ rh
r

, (3.42)

so that the final fields are F (ρ), X(ρ), Φ(ρ) and H(ρ). Since we are redefining fields and variables, we also need
to change the equations of motion (3.20-3.23) to reflect this, which involves using the chain rule repeatedly and
multiplying the metric fields by the appropriate power of ρ. This procedure, easily performed using any suite of
symbolic calculus, returns a new set of equations that we will use and denoted by EF , with F ∈ {X,F,H,Φ},
related to equations (3.20-3.23) respectively:

EF = (1− ρ)mF × (equation of motion)F , with mX = mF = mH = 0 and mΦ = 1 . (3.43)

Here we have introduced a power of 1− ρ for one of the equations, so that we can shift the overall power in the
Taylor expansion for the fields. Since we are using the variable ρ, the boundary sits at ρ → 0 and the horizon
at ρ→ 1. Therefore, the Taylor expansion of the fields will be centered around 1− ρ as follows

F(ρ) =
∞∑
n=0

CFn(1− ρ)n ≈
Nexp−1∑
n=0

CFn(1− ρ)n , (3.44)

where F is any bulk field and the coefficients can be specified for each field and expansion order, as CΦ0 or CH1.
In this general expansion we are considering a sum from n = 0 to ∞, however in practice the upper bound will
be no higher than Nexp = 4, since the system of algebraic equations we will have to solve becomes increasingly
difficult, while only improving the approximation slightly.

Now that we have defined the equations of motion we will be using, we can proceed to compute the system of
algebraic equations for the coefficients. By substituting each field expansion F(ρ) into the equations of motion
{EF} and neglecting higher order terms we find the system of nonlinear equations with 4Nexp variables. It is
possible however to fix some of them and since we need two free parameters the actual number of variables we
can solve for is going to be smaller.

First, we can consider F (ρ), which by definition has to satisfy F (1) = 0, and the only way to achieve that is by
having CF0 = 0.

Secondly, consider H(ρ). In this case we can argue that it has to be zero when ρ = 1 by computing the product
AµA

µ:

AµA
µ = gtt(r)h2(r) , (3.45)

where gtt = (f(r))−1 eχ(r), which by the definition of f(r) diverges as r → rh. Therefore, for the norm of Aµ not
to diverge, h(rh) = 0, thus fixing CH0 = 0. Let us now consider the order of each differential equation shown in
(3.20-3.23), since that will fix the number of initial condition we need.

Since we have already fixed CF0, we can start with equation (3.21), which is a first order differential equation in
f(r). Therefore, to completely fix the solution only one parameter is necessary, f(rh), which indeed corresponds
to fixing the first coefficient of the Taylor expansion. Therefore, there are no other free parameters associated
with f(r).

Consider next equation (3.22), the equation of motion for h(r). It is a second order differential equation, and
therefore both h(rh) and h′(rh) have to be fixed to find a specific solution. Since we have already determined
a value for CH0, there is one free parameter associated with h′(rh), which in terms of the Taylor expansion is
CH1. This coefficient will be one of the initial conditions we can choose in the numerical solution.
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Equation (3.20), describing χ(r), is a bit different from the others. It is a first order differential equation, and
therefore it has one free parameter: χ(rh). However, because of a symmetry of the problem we will show later
in this section, it is possible to add a constant to χ(r) and it will still be a solution of the system. Therefore,
its value at the horizon is not important and we can safely set CX0 = 0, knowing that after we have found a
solution we can shift it to the value we need.

Finally, in equation (3.22), describing the scalar field φ(r), we can see that it is a second order differential
equation. In the previous section we saw that the expansion near the boundary contains two parameters, φs and
φv, that clearly have to be related to the two initial conditions at the horizon. However, these initial conditions
are not independent and therefore only one parameter, φ(rh), is necessary to fix the solution. We can derive
this by evaluating equation (3.33) at the horizon, finding the relation

f ′(rh)φ′(rh) = m2φ(rh) . (3.46)

The Taylor expansion coefficient CΦ0 will then be the second initial condition of the system.

The fact that we have two initial conditions is not a coincidence. Because we have introduced two boundary
parameters, T/M0 and µ/M0, we will need at least two initial conditions to change them independently. The
other parameters that we have not fixed by considering the order of the differential equations will be fixed
by substituting the Taylor expansion in the equations of motion and solving the resulting system of algebraic
equations for the coefficients. Because of the two free parameters, this is an under-determined system, and the
solution will depend on CΦ0 and CH1. This is however the only difficulty of this procedure, since once we know
the field expansions near the horizon we can compute the initial conditions for the equations of motion and
integrate them from ρ = 1− ε1 to ρ = ε2, with ε1,2 being some small constants.

In Figure 3.1 we can see an example of solving the equations of motion numerically after following the previous
procedure.
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Figure 3.1: Numerical solution for the background fields, using CΦ0 = 1 and CH1 = 5 as initial conditions at
the horizon. In the x-axis we can see the radial coordinate ρ and in the y-axis the value of the field. Note that
ρ = 0 is the boundary and ρ = 1 is the horizon.

Here we can see the effect of some transformations we have performed, for example F (ρ) goes to a constant at
the boundary and Φ(1− ε) is close to CΦ0 = 1. However, there is one difference in what we were expecting from
X(ρ), since its value at the horizon is clearly not zero. This is because we have performed another transformation
of the field after solving the system. Using a symmetry of the theory, as explained in [17] around equation (15),
we can rescale as follows

eX(ρ) −→ C2eX(ρ)

t −→ Ct

H(ρ) −→ C−1H(ρ)

. (3.47)

Therefore, after solving the system we can choose C = e−X(ρ→0)/2 so that X(ρ→ 0) cancels out, recovering the
behavior consistent with the Anti-de Sitter metric. H(ρ) is also transformed and thus changing the final value
of the chemical potential, which we have also done in Figure 3.1.

Finally, we can proceed to extract the source and vev coefficients, φs and φv respectively, from the scalar field.
We can compute this using the following system of equations, each coming from the asymptotic behavior of the
respective field
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Φbdy(ρ) = ρ(φs + ρ2(φv − φ̃v log ρ))

Hbdy(ρ) = µ− ndρ2

φ3
s + 6φ̃v = 0

, (3.48)

where nd is the charge density at the boundary, and “bdy” references the field value at the boundary. Notice
that here we denote the fields with the subscript bdy to differentiate them from the field obtained by solving
the equations of motion. The first equation is the asymptotic expansion for Φ(ρ) that we have seen previously,
and the third one is the condition extracted from the equations of motion for the third coefficient φ̃v having
specified m2 = −3.

Since need to determine five variables and we only have three equations, we have to include Φ′bdy(ρ) and H ′bdy(ρ)
as well, computed directly from the above expressions. Now we can solve this equations by equating them to
the values the numerical solution gives,

Φbdy(ε) = Φ(ε)

Hbdy(ε) = H(ε)

Φ′bdy(ε) = Φ′(ε)

H ′bdy(ε) = H ′(ε)

φ3
s + 6φ̃v = 0

. (3.49)

And by solving this system of equations we can determine the coefficients. Since this procedure results in the
parameters of the boundary theory computed in terms of the initial conditions CΦ0 and CH1, it is not ideal to
derive results from the theory, as parameters will be set by the boundary theory and not the other way around.
Fixing this involves “inverting” this procedure by considering a boundary value problem instead of an initial
conditions problem, as we have done with the equations of motion. That way, we can use an optimizing routine
to solve the background and determine the values for the initial conditions such that the boundary system has
the temperature and chemical potential we want.

In Figure 3.2 we can see how well this expansion matches the real solution in terms of percentage difference.
This Figure clearly shows that the expansion indeed approaches the real solution near the boundary, and even
after one tenth of the distance away from the boundary it is still a very good approximation.
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Figure 3.2: Percentage difference calculated as 2
Φ(ρ)−Φbdy(ρ)
Φ(ρ)+Φbdy(ρ) for small values of ρ. Here we have used the same

parameters as in Figure 3.1, with ε1 = 10−5 and ε2 = 10−4.
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4 Fermionic Bulk Model

In this section we will introduce the central topic of this thesis: the fermionic probe field in the bulk that will be
dual to the self-energy of the boundary system. Firstly we will introduce some conventions and generalities we
will use throughout the section, so that after that we can introduce the simple case of chiral fermions. Finally,
we will introduce another fermionic field in the bulk, therefore finding Dirac fermions in the boundary, using the
mass deformation introduced in the previous section. See [20] for further reading.

4.1 Introduction

4.1.1 Dirac Formalism in a Flat Background

We will in first place consider the usual Dirac action in a flat space-time, both in d and d+ 1 dimensions. Even
though we cannot consider a truly flat space-time to have a boundary, we will consider for now two different
geometries with different dimensionality. We can write the action as follows

Sψ = −igf
∫

ddx ψ(γa∂a −M)ψ . (4.1)

Here we have introduced several pieces of notation, which will become more relevant later. Firstly, we are using
here underlined indices a instead of the usual Greek ones. Any underlined Latin index acts in a flat space-time.
Therefore, in the boundary, the metric is gab ≡ ηab, with a, b ∈ {0, 1, 2, 3}, and these underlined indices can be
raised and lowered using the flat metric.

Moreover, we have fixed d = 4 in the previous equation and we will continue working with this for the remaining
of the thesis. In [15] it is shown that the dimensionality of gamma matrices is always 2b

d
2c, and thus for d = 4

they are actually 4× 4 matrices. Most importantly, when we are working in d+ 1 = 5 gamma matrices are still
4× 4 because of the rounding down, so we will not be considering significantly different gamma matrices in the
bulk and in the boundary.

In the d+ 1-dimensional space-time Dirac’s action can be written as

Sψ = −igf
∫

dd+1x ψ(Γa∂a −M)ψ , (4.2)

where we have used a slightly different notation. Here a ∈ {r, 0, 1, 2, 3}, running over the d+ 1 bulk coordinates
as we have been using in the previous section with the background fields. In this case we are implicitly working
with a flat space-time, as noted by the underlined indices, but once we introduce a curved background Greek
indices will always assume that gµν 6= ηµν .

Besides this change in the indices, we represent d + 1 gamma matrices with the capital version of the letter.
Now, moving on to the general properties of gamma matrices, they are a representation of a Clifford algebra
that satisfies the following property

{γa, γb} = 2ηab , and {Γa,Γb} = 2ηab , (4.3)

where the operator {∗, ∗} is the anti-commutator, defined as {A,B} = AB +BA. Moreover, it is important to
introduce now the matrix γ5, usually defined as
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γ5 ≡ iγ0γ1γ2γ3 , (4.4)

where the index 5 is not underlined because this is a definition, and it satisfies

{γ5, γa} = 0 , (γ5)2 = 1 . (4.5)

In d = 4 dimensions this matrix can be used to project any spinor in its left and right chiralities, using the
following operators

L =
1

2
(1− γ5) , R =

1

2
(1 + γ5)

ψ = Lψ +Rψ = ψL + ψR

γ5ψR,L = ±ψR,L

, (4.6)

with ψR,L defined as

ψL =

(
0
ψ−

)
and ψR =

(
ψ+

0

)
. (4.7)

Because γ5 is clearly not part of the other γa, this representation is called reducible, and it happens for every
representation in an even number of dimensions. However, in d+ 1 = 5 it is no longer reducible, and the extra
matrix we need is precisely γ5. Therefore, our convention for the gamma matrices is the following

Γ0 = γ0 =

(
0 −1
1 0

)
Γi = γi =

(
0 σi

σi 0

)
Γr = γ5 =

(
1 0
0 −1

)
= iΓ0Γ1Γ2Γ3

, (4.8)

where σi are Pauli matrices, defined as

σi =

((
0 1
1 0

)
,

(
0 −i
i 0

)
,

(
1 0
0 −1

))
. (4.9)

In addition to these, σ0 ≡ 12×2, since it will be necessary to write a matrix of this dimensions in terms of Pauli
matrices, which can be expressed as

A2×2 = aaσ
a , (4.10)

and similarly in the case of 4× 4 matrices,

A4×4 = a1 + baΓa + cabσab + daΓaΓ
r + eΓr , (4.11)
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where σab ≡ i
2 [Γa,Γb], as shown in [25]. It is important to note that these two representations, both for 2 × 2

and 4× 4 matrices equally, are as general as possible in terms of symmetries. This means that if the matrix A
we are considering has one or more underlying symmetry some of the terms in these expressions will drop out,
since the associated coefficients will always be zero.

For example, let us consider the case we will deal with of rotational symmetry. For 2×2 matrices it is clear that
this is the only symmetry that can be described, since introducing a local Lorentz transformation Λ will not
change anything. In the case of 4× 4 matrices however, this is more complicated. In the case that we will have
to deal with, it means that only the first two contributions are allowed, since all the others are non-zero only
when there are other broken symmetries, but it is clear that they contain more information than the smaller
ones.

As a final note, we will use Γ0 to define

ψ = ψ†Γ0 . (4.12)

4.1.2 Dirac Formalism in a Curved Background

This discussion however is only valid for a flat, Minkowski-like background, which of course is not our situation.
To generalize the previous results we need to introduce a way to describe local transformations of spinors using a
basis of vectors on each point of the bulk. The main advantage of using this method is that we can separate the
information related to the geometry from the spinor field, so that we can work with the usual gamma matrices
in this curved background.

Considering the main goal of this approach, what we need is a set of basis vectors in which the metric of the
space-time is locally flat, in mathematical terms

êa(x)êb(x) = δ
a
b , ∀x , (4.13)

which is related to the actual basis tangent to the geometry at that point by the vielbeins:

êµ(x) = eaµ(x)êa(x) , êa(x) = eµa(x)êµ(x) , (4.14)

where eaµ are the vielbeins, and eµa the inverse. These functions indeed satisfy the conditions we were looking
for, namely

e
a
νe
µ
a = δµν e

a
µe
µ
b = δ

a
b

gµνe
µ
aeνb = ηab ηabe

a
µe
b
ν = gµν

. (4.15)

Now we can take any tensor and describe it in local or global coordinates using the vielbeins as

V µ = eµaV
a , V a = eaµV

µ , (4.16)

which therefore we can apply to the gamma matrices as follows

Γµ = eµaΓa , (4.17)
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to find the curved background version of them. This transformation can also be applied to the Clifford repre-
sentation property, reading now

{Γµ,Γν} = 2gµν . (4.18)

This is not everything we need to rewrite Dirac’s action in a curved space-time, since we still need to make sure
that the derivative of a spinor still transforms like a tensor. Working with a normal vector we know from any
General Relativity book that the covariant derivative is

DµV
ν = ∂µV

ν + ΓνµσV
σ . (4.19)

Here Γνµσ are the Christoffel symbols, not gamma matrices. However a vector expressed in the locally flat basis
will behave differently, as follows

DµV
a = ∂µV

a + ω
a
µbV

b , (4.20)

where ωaµb is the spin connection, and it can be expressed as

ω
a
µb = eaνe

λ
bΓνµλ − eλb ∂µe

a
λ , (4.21)

which can be derived by imposing that these two transformations, for V µ and V a, have to be the same. As a
final step, since spinors are not vectors in either basis, but objects that transform on their own under Lorentz
transformations we need to introduce another term in the covariant derivative to account for this. Assuming a
term in the covariant derivative like the following

Dµψ = ∂µψ + Ωµψ . (4.22)

Now, to compute Ωµ we need to remember that ψψ and ψΓaψ transform, respectively, like a scalar and a vector
under local Lorentz transformations. Therefore, by imposing that they transform as expected the following
conditions have to be satisfied:

Γ0Ω†µΓ0 = −Ωµ

[Γa,Ωµ] = ω
a
µbΓ

b
, (4.23)

which indeed they are by choosing the spin connection to be

Ωµ =
1

8
ωµab

[
Γa,Γb

]
−→ Dµψ = ∂µψ +

1

8
ωµab

[
Γa,Γb

]
ψ . (4.24)

Finally, taking the metric

ds2 = −f(r)e−χ(r)dt2 +
dr2

f(r)
+ r2dxxx2 , (4.25)

we can easily compute the vielbeins as the square root of the inverse of it, resulting in

26



e0
0 =

√
eχ(r)

f(r)
, eii =

1

r
, err =

√
f(r) . (4.26)

We need to make one extra remark about the chiral components of a spinor in a curved background here. Notice
that even though we can define

ψR,L =
1

2
(1± Γr)ψ , (4.27)

we cannot change r → r, thus introducing a vielbein. This projection however is valid for a fixed value of ρ, so
the projection into the two components will be different based on how far away we are from the horizon. In the
following section we will have to fix ρ = ρ0, focusing on only one surface of the geometry to be able to project
out the spinor’s components.

These are all the ingredients we need to generalize Dirac’s action to curved backgrounds, so we can proceed to
the actual calculation of the probe field.

4.2 Bulk Model for Chiral Fermions

We will now move on to apply what we have just introduced in AdS/CFT. This section is only an example of
the case in which we consider chiral fermions, that is, massless, at the boundary. This approach is still valid for
systems in which the kinetic energy of the particles is much higher than their mass, but clearly invalid when our
main goal is to describe cold atoms. However, introducing first the mathematical tools will let us focus on the
procedure, before adding the complications necessary for the description of massive fermions.

The main idea is to consider the action of a probe field propagating in the geometry described by the solution
to the equations of motion we have derived previously. Given some initial condition at the horizon this field will
be dual to some fermionic operator in the boundary, which we will use to compute the spectral function that
we can compare with experiments to test the theory.

These two systems, one with massless and the other with massive fermions, differ in the number of degrees of
freedom we have at the boundary. Since a chiral fermion only has two non-zero components, which we compute
by integrating out half of the degrees of freedom of the probe field in the bulk, it seems reasonable that to find
Dirac fermions we would need twice the number of DoF in the bulk. This is indeed the approach we will take,
considering two probe fields coupled together with the scalar field φ in the simplest possible way.

4.2.1 Dirac’s Action and Boundary Effective Action

We introduce now the full action in the bulk as follows

S =

∫
dd+1x

√
−g
[
R− 2Λ− 1

4
F 2 − igfψ

(
1

2

←→
/D − iq /A−M

)
ψ − gb

(
DµφD

µφ−m2φ2
)]

, (4.28)

where only ψ is a dynamical field, while every other field is fixed. Here /D is the contraction ΓµDµ, each defined
in the previous section, and notice that we have not included the gauge field in the covariant derivative so it is
more explicit. Notice that technically we do not need the scalar field φ here, since it does not interact with ψ
in any way, but for completeness we are including it.
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We have also introduced another parameter into the theory, M , playing a role similar to m2 for the bosonic
field. However in this case it can only take the values M ∈ [−1/2, 1/2] the upper limit so that the field is not
divergent in the boundary, and the lower one corresponds to the Breitenlohner-Freedman bound (see [22, 23]),
although we willfocus in the case M 6= 0. However, similarly as with m2, this is not parameter like T or µ in
the sense that the boundary theory is different for each choice of M .

Computing the variation of ψ as usual we can find the equations of motion for this field and the boundary terms,

δψ,ψS = · · · − i
gf
2

∫
dd+1x

√
−g
[
ψ
−→
/Dδψ − δψ

←−
/Dψ
]
, (4.29)

where · · · represent extra terms that contribute to the equations of motion, without any derivatives of variations.
Only the terms shown above can contribute to the boundary theory directly, by using Stokes’ Theorem as follows:

∫
dd+1x

√
−g
[
ψ
−→
/Dδψ − δψ

←−
/Dψ
]

=

∫
dd+1x

√
−g
[
Dµ

(
eµa
(
ψΓaδψ − δψΓaψ

))]
+ · · ·

=

∫
ddx
√
−hnµeµa

[
ψΓaδψ − δψΓaψ

]
+ · · ·

=

∫
ddx
√
−h
[
ψΓrδψ − δψΓrψ

]
+ · · ·

=

∫
ddx
√
−h
[
ψLδψR + δψRψL − ψRδψL − δψLψR

]
+ · · ·

. (4.30)

Let us go through the steps of this calculation.

1. In the first step we have rewritten the derivative of the integrand using

Dµ(eµaψΓaδψ) = Dµe
µ
aψΓaδψ + eµaDµψΓaδψ + eµaψΓaDµδψ

Dµ(eµaδψΓaψ) = Dµe
µ
aδψΓaψ + eµaDµδψΓaψ + eµaδψΓaDµψ

, (4.31)

so that we can use Stokes’ Theorem in the next step. Notice that Dµe
µ
a is not zero, only Dµg

αβ =

Dµ(eαae
β
b η

ab) = 0, by definition. Notice that the boxed terms are the ones we find in the variation of the
action, therefore solving for them in the equations above and substituting back we find the full derivative,
which will appear in Stokes’ Theorem, and other terms that will only contribute to the equations of motion,
represented by · · · above.

2. The general expression for Stokes’ Theorem can be found in [18], equation (E.14):

∫
M

dd+1x
√
−gDµV

µ =

∫
∂M

ddx
√
−hnµV µ , (4.32)

where we are integrating the divergence of a vector V µ over a manifold M with boundary ∂M , which
is equal to the integral of the normal component of the field over the boundary. Moreover, h is the
determinant of the metric in the boundary. Translating to our needs, M is the whole geometry, with ∂M
is the Anti-de Sitter-like boundary, and V µ = eµa

[
ψΓaδψ − δψΓaψ

]
as we have extracted from step 1.

Also, since we only have one direction that asymptotically approaches the boundary, the normal vector is
simply nµ = e

a
µδra. Besides, this boundary is chosen at a fixed r = r0 that we will take to infinity later.
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In this step ∂M would also include the horizon boundary, but the contribution cancels out because grr = 0
at that point.

3. In this step we have used the previous expression for nµ and the fact that, for diagonal metrics, err =
√
grr.

4. Finally, we can decompose each field in its chiral components and apply the matrix Γr using equation
(4.6), to find the result above. At this point we can introduce better what are these two chiral components
in the boundary since, in analogy with the background scalar field and its source and vev components, ψR
and ψL will be also dual to some source and vev at the boundary. What this means is that, even though
we can set δψR or δψL to zero, meaning that it will be a fixed field at the boundary, we cannot fix both
at the same time.

Therefore, to cancel out the remaining terms we will have to add a counter-term to the action of the form

Sct = ±i
gf
2

∫
ddx
√
−h
[
ψLψR + ψRψL

]
, (4.33)

since the variation of it will precisely cancel out our above result. We have freedom to decide which chirality
will behave as source, thus its variation will be zero, and therefore fixing the sign of the counter-term. For
simplicity, we will choose here δψR = 0. It is important to remark at this point that we in fact are free to
introduce extra terms that only depend on, in this case, ψR which we will do now.

The following step is in fact what separates semi-holography from pure holography, and will be key to find
nontrivial results. Since we are fixing ψR in the boundary, it will behave as the source of some holographic
operator that in turn will introduce what we will interpret as the self-energy in the spectral function for the
boundary fermions. Therefore, to describe the dynamics of this field at the boundary we need to introduce the
following ad-hoc term to the action:

SUV = −iZ
∫

ddx
√
−g
[
ψR( /D − iq /A)ψR

]
, (4.34)

using the freedom we mentioned previously in step 4. Collecting these two new terms we have introduced to the
action, it reads now

Stotal =− igf
∫

dd+1x
√
−g
[
ψ

(
1

2

←→
/D − iq /A−M

)
ψ

]
− igf

∫
ddx
√
−gerr

[
ψRψL

]
− iZ

∫
ddx
√
−g
[
ψR( /D − iq /A)ψR

] . (4.35)

Here we have included only one of the two terms we shown before in the counter-term, so that the Green’s
function is complex (see [23, 24] for a more in depth discussion). Also, we have multiplied and divided by err so
that instead of the determinant of the induced metric, we find

√
−g. Armed with this action we can proceed

now to compute the self-energy contribution to the spectral function, for what we will need to introduce a new
system of differential equations derived from Dirac’s equation of motion. Even though this results are only valid
for chiral fermions, as we will see it is straightforward to generalize them to the case with two fermionic fields
in the bulk, which is the case we are ultimately interested in.

The second and third terms together form the effective action at the boundary, and can be rewritten in terms
of the spin components ψ± as follows

Seff = −i
∫

ddx
√
−g
[
Zψ†+e

µ
aσ

a(∂µ − iqAµ)ψ+ + gfe
r
rψ
†
+ψ−

]
. (4.36)
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Here the index µ runs over d dimensions, and this contraction includes vielbeins. We will come back to this
expression when computing the spectral function from the Green’s function. Notice that we have switched from
ψ to ψ†, since we are not interested in computing the relativistic Green’s function for this, even though at a
later point we will do the calculation.

4.2.2 Equation for the Proportionality Factor ξ

Because we have introduced this boundary condition δψR = 0, only ψR terms should appear in the boundary
theory, with ψL being integrated out of the action. We can rewrite ψL in terms of ψR introducing the following
ratio

ψL = −iξψR . (4.37)

Here ξ is a 4 × 4 complex matrix. In the previous section, when we computed the asymptotic behavior of the
scalar field φ we saw the first step in computing this ratio. Given that we know the source and vev coefficients,
we can compare that expansion with the actual solution and extract their values, and if we had an analytic
solution for the fields we could write it in a compact expression.

Fermionic fields are slightly different though, because even though we could follow a similar procedure computing
the asymptotic expansion of ψ and extracting ψR and ψL there is a better way. Instead, we can write a system
of differential equations for the matrix ξ, which will be derived from the equations of motion for ψ and will
themselves act as equations of motion for ξ. Here we are introducing some complexity into the problem, since
these are no longer going to be linear equations, but nonlinear, and since in general ξ will have several components
unless the problem has symmetries the general solution will involve up to 4×4 = 16 coupled nonlinear differential
equations.

Fortunately, our case is not this complicated and in the end we will find only one equation for chiral fermions
and three for Dirac fermions. First we need Dirac’s field equations for ψ, that we can compute from the action
in equation (4.28), resulting in the following:

(
/D − iq /A−M

)
ψ = 0 , (4.38)

and another, for ψ that we will not use. In this equation however we are actually hiding several important terms
in /Dψ that are quite relevant for the computation.

Considering that the covariant derivative of a spinor involves the spin connection, so expanding the equation
above gives

(
Γµ∂µ +

1

8
eµcωµabΓ

c[Γa,Γb]− iq /A−M
)
ψ = 0 . (4.39)

Even though it is certainly possible to solve the equations of motion with this extra term, we would prefer to
simplify them as much as possible before introducing any numerical methods. For this we can redefine the field
ψ in a way that the spin connection is cancelled. We will focus in the case that ψ is of the form

ψ(r, x) = ψ(r)eikx , (4.40)

in other words, that it is a plane-wave solution. This indeed exactly what we need, because since there are no
other terms depending directly on x we can Fourier transform the boundary coordinates to momentum space
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and leave only the radial coordinate in the amplitude. We will perform this computation explicitly later, for
now we assume that it is possible to act on each plane-wave independently of the others.

Now, focusing only on the terms involving the radial coordinate r means that only the component µ = r of the
first and second terms will contribute. Explicitly, only the following terms are important

(
errΓ

r∂r + err
1

8
ωrabΓ

r[Γa,Γb]

)
ψ(r) + · · · = 0 . (4.41)

Here · · · represents the terms contributed from the derivatives with respect to the boundary coordinates, as
well as the gauge field contribution and the mass term. Now, we need to assume that 1

8ωrab[Γ
a,Γb]Γr = p(r)Γr,

where p(r) is any function of the radial coordinate, which is indeed our case:

p(r) =
rf ′(r) + f(r)(6− rχ′(r))

4r
√
f(r)

. (4.42)

Here we have commuted Γr with the commutator using that property of γ5 as shown in [25]. It may be possible
to find a more general condition for this to work, however this is more than enough for our purposes.

Therefore, this is the equation that we are dealing with, and what we need to transform it into

(
errΓ

r∂r + errΓ
rp(r)

)
ψ(r) −→ errΓ

r∂rψ(r) , (4.43)

which we can do by transforming

ψ(r) −→ ψ(r) exp

[
−
∫ r

dr′p(r′)
]

, (4.44)

so that ∂rψ(r) will introduce the derivative of the exponent, p(r), which cancels out the spin connection.
Therefore, using this transformed field the equations of motion simplify to

(
/∂ − iq /A−M

)
ψ = 0 . (4.45)

This procedure is directly generalizable to the case with two fermionic fields, as long as the spin connection
remains the same for each, and the equations of motion also remain linear in the fields. In the next section we
will explicitly check this calculation.

Before getting back to the proportionality factor ξ again, let us introduce the Fourier transform of ψ as follows

ψ(r, x) =

∫
ddk

(2π)d
ψ(r, k)eikx , (4.46)

so that, written in components, the equations of motions are

− err∂r
(
ψ+

ψ−

)
− ie0

0ω̃

(
ψ−
ψ+

)
+ ie3

3k3

(
−σ3ψ−
σ3ψ+

)
−M

(
−ψ+

ψ−

)
= 0 , ω̃ ≡ ω + qh(r) . (4.47)

Here we have multiplied by −Γr so that the first term is −err∂rψ. However, and most importantly, we have used
the rotational symmetry of the system to chose the k vector to be in the z-axis: (ω, 0, 0, k3). As we will see later,
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this allows us to simplify significantly our calculations without loss of generality. Using only 2× 2 matrices we
can rewrite these equations as follows

err∂rψ± = iF̂ (ω,∓k3)ψ∓ ±Mψ± , F̂ (ω, k3) = −e0
0σ

0ω̃ + e3
3σ

3k3 → F̂ (k) = eµaσ
akµ . (4.48)

In the definition of F̂ (k) it is clearly shown the rotational invariance and how it is affected by our choice of axis.
We can now actually get back to the proportionality factor equation, that in term of chiral components reads

ψL = −iξψR −→
(

0
ψ−

)
= −iξ

(
ψ+

0

)
−→ ψ− = −iξ̂ψ+ , (4.49)

where ξ̂ is a 2×2 matrix, that corresponds to the bottom left block of ξ. Therefore, performing this substitution
we find

err∂rψ+ = F̂ (ω, k3)ξ̂ψ+ +Mψ+

err∂rψ− = iF̂ (ω,−k3)ψ+ + iMξ̂ψ+

. (4.50)

Now, to use this equations we have to look again at (4.49) and compute the derivative of it with respect to r:

err∂r ξ̂ψ+ = ierr∂rψ− − ξ̂err∂rψ+ , (4.51)

where we have multiplied by err, making now clear how the previous equations fit in this derivation. Substituting
we find

(
err∂r ξ̂ + 2Mξ̂ + F̂ (ω,−k3) + ξ̂F̂ (ω, k3)ξ̂

)
ψ+ = 0 . (4.52)

There are several important remarks that we can make from this expression. Let us go through them

1. As we have mentioned previously, this is indeed a system of nonlinear differential equations for ξ̂, a matrix
of dimensionality 2× 2. Notice that the only nonlinear term is the last one, and there are some regimes in
which the solution to this equation can be approximated analytically. This is especially true if we consider
the limit r →∞, because only err will have a non-negligible contribution.

Solving this equation near the boundary easily shows that the leading order term in the expansion of ξ̂
goes like r−2M .

2. On the other hand, taking r → rh means that only the other two terms survive. Since f(rh) = 0, the
vielbein e0

0 is the only one that contributes, and then it is straightforward to see that

ω
(

1 + ξ̂2(rh)
)

= 0 −→ ξ̂2(rh) = −1 , ω 6= 0 . (4.53)

This is the initial condition at the horizon we will use in the numerical solution, and in the next section
we will check that it is still the same after introducing the second fermionic field in the bulk. As noted,
this is only valid for ω 6= 0, but we will not be focusing on this point in the results. Moreover, we will
always consider ω + iε in the numerical solution to avoid poles in the spectral function.

Notice that, in complete opposition of what we had to do with the scalar field in the background we do
not need to expand around the horizon and evaluate the field at a point close to it. Instead, this value
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is precisely the initial condition at r = rh. It is still possible to do an expansion so that we can evaluate
ξ̂(rh + ε), but we will take the previous result as the initial condition.

3. This choice of the initial condition is not arbitrary, since clearly we have two options: ξ̂(rh) = ±i. These
two options correspond to infalling or outgoing boundary conditions at the horizon, meaning that the field
ψ propagates outwards or inwards at the point r = rh. Because this is a normal black hole, in which
matter falls but does not get out, we are required to use infalling boundary conditions, associated with
the positive sign. We can check that this is indeed the case by substituting the plane-wave solution for ψ
at the horizon and indeed this choice corresponds to propagating into the horizon. This initial condition
also corresponds to the physically interesting retarded Green’s function.

4. Notice that because of our choice of axis F̂ (k) is a diagonal matrix, and therefore the off-diagonal terms
of ξ̂ are not coupled with the diagonal ones. Expanding this equation component by component, a tedious
but straightforward calculation, we will see that the off-diagonal terms can be taken to be zero, and only
the diagonal ones will contribute to the final solution.

Defining ξ̂ by components as follows,

ξ̂ ≡
(
ξ̂+ 0

0 ξ̂−

)
(4.54)

and extracting the two remaining equations we find one symmetry of the system, namely that ξ̂+(k3) =
ξ̂−(−k3).

As a significant difference when compared to the background fields, this initial condition has no free
parameters that we can set, even if we perform the expansion near the horizon these will be fixed by the
infalling boundary conditions.

5. As a final remark, we will see in the next section that we find a similar equation when dealing with two
fermionic fields, with another extra field to account for their coupling. However it should be clear that by
setting the coupling constant to zero we should recover two exact copies of this equation, a condition that
we will check later.

With this differential equation we can proceed and solve the propagation of ξ̂ from the horizon to the boundary,
but we still need a way to relate it directly with the system described by the CFT. We will explore this option
in the next section.

4.2.3 Green’s Function and Spectral Function

To conclude our work with chiral fermions, we will compute the spectral function using the effective action in
the boundary from equation (4.36). Introducing a Fourier transform of the fields similar to equation (4.46), the
effective action results in

Seff = −
∫

ddk
(2π)d

√
−g
[
−Zψ†+F̂ (k)ψ+ + igfe

r
rψ
†
+ψ−

]
, (4.55)

and rewriting ψ− using ξ̂,

Seff = −
∫

ddk
(2π)d

√
−gψ†+

[
−ZF̂ (k) + gfe

r
r ξ̂
]
ψ+ . (4.56)
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Now, considering that when r →∞ all vielbeins eµµ, with µ ∈ {0, 1, 2, 3}, go like 1/r, we can extract that from
F̂ (k) as follows

Seff = −Z
∫

ddk
(2π)d

√
−gψ†+

1

r

[
ω̃ − σiki +

gf
Z
r2ξ̂
]
ψ+ . (4.57)

Here we have also substituted err with its value at the boundary, r, and extracted Z from the integrand. Also,
we have restored the rotational symmetry by writing the term σiki. Now we can redefine the ψ+ field to get rid
of these terms:

ψ+ −→ ψ+

[
Zr−1√−g

]− 1
2 , (4.58)

so that the final expression reads

Seff = −
∫

ddk
(2π)d

ψ†+

[
ω̃ − σiki +

gf
Z
r2ξ̂
]
ψ+ . (4.59)

This is not the final expression we will use however, since we want to write it in terms of constant terms at the
boundary. We have seen that ξ̂ ∝ r−2M , and therefore by multiplying it by r2M we indeed find a constant value
when r →∞. In other words,

lim
r→∞

r2M ξ̂ = constant , (4.60)

and since the full term should remain a constant, we impose that the following also remains constant at the
boundary

g ≡
gf
Z
r2−2M −→ constant . (4.61)

Getting everything together, we can extract the inverse Green’s function from the action rewritten as

G−1
R (k) = ω̃ − σiki − Σ , Σ = −g lim

r→∞
r2M ξ̂ . (4.62)

Here Σ can be directly interpreted as the self-energy of the particles. Using the following definition of the
spectral function,

ρ(ω, k3) = − 1

2π
Im[Tr[GR(ω, k3)]] . (4.63)

It has to satisfy the ARPES sum-rule

∫ ∞
−∞

dωρ(ω, k3) = 1 , (4.64)

thus guaranteeing that the anti-commutation relations for the fermionic single particle operators work as ex-
pected, and it is only possible by introducing the ad-hoc term SUV to the boundary action. Because the
procedure to compute the spectral function when having more than one field is fundamentally different to the
one involving one field, we will only briefly cover the latter here.
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As we can see from equation (4.63), we need to compute the trace of the Green’s function, meaning that we
need to invert the matrix G−1

R we just computed. Restoring again our choice of kkk = (0, 0, k3), it is only a 2× 2
diagonal matrix, thus we can use the general expression

A−1 =

(
a+ 0
0 a−

)−1

= 2
Asymσ0 +Aasymσ3

(Asym)2 − (Aasym)2 , Asym = a+ + a− , Aasym = a+ − a− . (4.65)

Here Asym and Aasym are the symmetric and antisymmetric coefficients of the matrix, so that the inverse can
be written in terms of the identity, σ0, and σ3. Using this representation of the matrix, the spectral density can
be written as

ρ(ω, k3) = − 1

π
Im
[

ω̃ − Σ0

(ω̃ − Σ0)2 − (k3 + Σ3)2

]
, (4.66)

which we mention explicitly because we will check in the next section that we indeed recover this expression in
the case the two fermionic fields are not coupled together. Here Σ0 and Σ3 are the symmetric and antisymmetric
parts of the self-energy, similarly to the coefficients for the matrix A we mentioned.

Summarizing what we have done until now, we started by introducing basic concepts related to Dirac’s gamma
matrices, and how the choice of space-time can affect them. At the same time we introduced some of the
properties of the Clifford algebra for gamma matrices, as well as the chiral projectors using γ5.

Then we moved on to the more interesting case of a curved geometry as a background, which introduces several
problems that we mostly solve by introducing vielbeins, a basis that allows using locally flat coordinates in
which we can define the normal gamma matrices. Then, by connecting these local coordinates in a consistent
manner we can compute the covariant derivative and thus the spin connection.

Having introduced all the necessary components to continue, we proceed to introduce the bulk action for one
fermionic field and compute the boundary terms which are canceled out by the counter-term. Then, taking a
modified version of Dirac’s equation we find a differential equation describing how the proportionality factor
ξ̂ propagates from the horizon to the boundary, which will be central to computing the self-energy given by
holography.

Taking again the boundary effective action and the proportionality factor, we can derive the spectral function
from the Green’s function, finally finding a closed expression for ρ(ω, k3). We will proceed now with the central
topic of this thesis, that we have been pointing at in this section. Until now we introduced all the important
information we need in a simpler context, which we will generalize later and therefore will need a slightly different
handling.

4.3 Bulk Model for Dirac Fermions

Following a similar structure as we have done for chiral fermions, we will do the complete calculation now for
two fermionic fields in the bulk coupled together and with the scalar field. This coupling term in the action
is what will give mass to the fermions in the boundary, and since it is mostly affected by the scalar field, our
choice of initial conditions for the background will have a significant impact in the final value of the mass.

4.3.1 Dirac’s Action and Boundary Effective Action

As before, we will start by considering the action for a fermionic probe field propagating in the bulk from the
horizon of the black hole towards the boundary. The key difference now is that instead of working only with ψ
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we will introduce ψ(1) and ψ(2) as follows

S =

∫
dd+1x

√
−g
[
R− 2Λ− 1

4
F 2

− igf
(
ψ

(1)
(

1

2

←→
/D − i /A

)
ψ(1) −Mψ

(1)
ψ(1) + ψ

(2)
(

1

2

←→
/D − i /A

)
ψ(2) +Mψ

(2)
ψ(2)

)
− gb

(
DµφD

µφ−m2φ2
)

−igcφ
(
ψ

(1)
ψ(2) + ψ

(2)
ψ(1)

)]
. (4.67)

Here we can make several comments about this action.

1. Notice that if we take gc = 0 this action is fundamentally the same as the one for chiral fermions, the only
difference being that there are two copies of the probe field. However, since they are not coupled in this
case, they both should be the same with opposite mass M . It is possible to consider two masses for each
field, M1 6= −M2, which will introduce a new term in the self-energy proportional to Γr. For simplicity,
we will only consider the case M1 = −M2.

2. Regarding the bulk mass M , we have chosen these two fields to have the same value for the mass with
opposite sign. This choice will simplify the calculations and make both fields have the same asymptotic
behavior near the boundary.

3. These two probe fields are coupled using the scalar field φ in a very specific way. This is the simplest term
we can think of, since a priori there are no reasons against adding something like

− igcDµφ(ψ
(1)

Γµψ(2) + ψ
(2)

Γµψ(1)) , (4.68)

and even though these coupling terms could generate interesting physics in the boundary we will focus in
the simplest one. These are of course restricted to real Lorentz scalars, but we can easily think of other
terms in the action that satisfy this condition.

The next step in the calculation is to compute the boundary action using the variational principle. As before,
focusing only on terms involving derivatives of the variation, we find

δ
ψ
(i)
,ψ(i)

= · · · − i
gf
2

∫
dd+1x

√
−g
[
ψ

(1)−→
/Dδψ(1) − δψ(1)←−

/Dψ(1) + ψ
(2)−→

/Dδψ(2) − δψ(2)←−
/Dδψ(2)

]
. (4.69)

Comparing this variation with the one found for chiral fermions, we can notice that it is a duplicate of it for each
field. This is completely expected, since the coupling term we have introduced does not involve any derivatives
and therefore it will only contribute to the equation of motion, but not to the boundary terms. In other words,
this coupling will only affect in the IR regime of the theory, as we can expect from introducing a mass, while for
higher momentum we should recover the behavior of free particles.

Because this is the same as before, we only need to pick which chirality will act as source for each field. In the
previous case we chose δψR = 0, which corresponds to δψ(1)

R = 0. For ψ(2) however we will pick the opposite,
since both chiralities can act as source, thus having δψ(2)

L = 0. This way, as we will see later in equation (4.72),
the boundary fermionic field will be ψ+ ≡ ψ(1)

R + ψ
(2)
L .

The counter-term for this combination therefore reads
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Sct = −igf
∫

ddx
√
−h
[
ψ

(1)
R ψ

(1)
L − ψ

(2)
L ψ

(2)
R

]
. (4.70)

As before, the dynamics of these fields in the boundary are given by

SUV = −iZ
∫

ddx
√
−g
[
ψ

(1)
R ( /D − iq /A)ψ

(1)
R + ψ

(2)
L ( /D − iq /A)ψ

(2)
L

]
. (4.71)

Before we can continue, we will introduce one important difference from the chiral case. Previously we were only
dealing with one Dirac field in the bulk, and after integrating out two of its components only a 2-component
spinor remains in the boundary. We simplified our notation by, instead of working with ψR, writing our equations
in terms of ψ+. Now however this approach is no longer possible, since we have eight components in the bulk
and four in the boundary.

Instead, we will combine ψ(1)
R and ψ(2)

L in such a way that we can work with them as if they were just one spinor.
Defining ψ± as follows,

ψ(i) =

(
ψ

(i)
+

ψ
(i)
−

)
−→ ψ− ≡

(
ψ

(1)
−
ψ

(2)
+

)
, ψ+ ≡

(
ψ

(1)
+

ψ
(2)
−

)
, (4.72)

where now ψ± are 4-component spinors instead of the 2-component ones defined in the previous section. This
notation will allow us to write several of the equations found previously in the exact same way, the only difference
now matrices are going to be 4× 4.

Indeed, notice that ψ+ = ψ
(1)
R +ψ

(2)
L , while ψ− contains the components we will integrate out. For completeness,

we will also define the components of ψ(i)
± as

ψ
(i)
± =

(
u

(i)
±
d

(i)
±

)
, (4.73)

where u and d reference the spin up and down components.

4.3.2 Equation for the Proportionality Factor ξ

Moving forward to the proportionality factor, we want to derive again a differential equation that describes how
it propagates from the horizon to the boundary using the equations of motion for the probe fields. As before,
using variational calculus and this time focusing on the terms that do not contribute only at the boundary, we
find the following system of differential equations

(/∂ − i /A)ψ(1) = Mψ(1) − g̃φψ(2)

(/∂ − i /A)ψ(2) = −Mψ(2) − g̃φψ(1)
, g̃ =

gc
gf

. (4.74)

Here we have already transformed both fields as

ψ(i) −→ ψ(i) exp

[
−
∫ r

dr′p(r′)
]

, p(r)Γr =
1

8
ωrab[Γ

a,Γb]Γr , (4.75)
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and canceled out the extra exponential from both equations. It is clear now that, even though both equations
are coupled as long as any extra terms are linear in the fields this transformation will remove the spin connection
successfully.

Now, introducing the Fourier transform of ψ(i) as

ψ(i)(r, x) =

∫
ddk

(2π)d
ψ(i)(r, k)eikx , (4.76)

and substituting back in equation (4.74) we find

−err∂r

(
ψ

(1)
+

ψ
(1)
−

)
− ie0

0ω̃

(
ψ

(1)
−
ψ

(1)
+

)
+ ie3

3k3

(
−σ3ψ

(1)
−

σ3ψ
(1)
+

)
+M

(
−ψ(1)

+

ψ
(1)
−

)
+ g̃φ

(
−ψ(2)

+

ψ
(2)
−

)
= 0 , (4.77)

−err∂r

(
ψ

(2)
+

ψ
(2)
−

)
− ie0

0ω̃

(
ψ

(2)
−
ψ

(2)
+

)
+ ie3

3k3

(
−σ3ψ

(2)
−

σ3ψ
(2)
+

)
−M

(
−ψ(2)

+

ψ
(2)
−

)
+ g̃φ

(
−ψ(1)

+

ψ
(1)
−

)
= 0 . (4.78)

Here we have again multiplied by −Γr, and ω̃ is the same as before. However, as we have said before, we do
not want to deal with the field components in this basis, but rather in terms of ψ±, so we can take the second
component of (4.77) and interchange it with the second of (4.78). Then, multiplying the latter by −ΓrΓ0 we
can rewrite them as

− err∂rψ± − ie0
0ω̃ψ∓ ± ie3

3k3Γ0Γ3ψ∓ ±Mψ± ∓ g̃φΓ0ψ∓ = 0 . (4.79)

Notice that here we are dealing with 4-component spinors, and therefore we are using gamma matrices instead
of Pauli matrices as we did in the chiral case. By defining F̃ (k) we can rewrite this expression as follows

err∂rψ± = iF̃ (ω,∓k3)ψ∓ ±Mψ± ∓ g̃φΓ0ψ∓ , F̃ (ω, k3) = −e0
0ω̃1− e3

3k3Γ0Γ3 −→ Γ0F̃ (k) = /̃k . (4.80)

Comparing this expression with equation (4.48) we can see a few differences in signs, however it can be easily
explained by the gamma matrices, especially Γ0, which contain already this information. By setting g̃ = 0 we
indeed find two almost identical copies of equation (4.48), as we expected. There is one slight difference here
however, and is that instead of F̃ (k) being diagonal now it is block diagonal.

We can now introduce the proportionality factor as

ψ− = −iξψ+ , (4.81)

where ξ is now a full 4× 4 matrix. Even though we could derive an equation for this ξ, it will not be suited for
numerically solving the system, since it will contain up to 16 components fully coupled together. To avoid this
we will change our basis again, decoupling up and down spin components, as follows

ψ∓ =

(
ψ

(1)
∓
ψ

(2)
±

)
=


u

(1)
∓
d

(1)
∓
u

(2)
±
d

(2)
±

 −→

u

(1)
∓
u

(2)
±
d

(1)
∓
d

(2)
±

 =

(
ψu∓
ψd∓

)
= ψ̂∓ . (4.82)
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From here it is clear that the basis change matrix is

T ≡


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 −→ ψ̂∓ = Tψ∓ , (4.83)

so that

ψ− = −iξψ+

T−1ψ̂− = −iξT−1ψ̂+

ψ̂− = −i(TξT−1)ψ̂+

, (4.84)

and finally redefining ξ̂ ≡ TξT (notice that T 2 = 1), we find the new identity

ψ̂− = −iξ̂ψ̂+ . (4.85)

Notice that ξ̂ here is not the same as in the chiral case: this is a 4 × 4 matrix. Multiplying equation (4.80) by
T from the left in both sides we find that the products TΓa separate the up and down components of ψ±, and
therefore we can extract two uncoupled equations for both ψu± and ψd±:

err∂rψ̂± = iF̃ (ω,∓k3)ψ̂∓ ±Mψ̂± ∓ ig̃φΓrΓ0Γ2ψ̂∓ . (4.86)

This equation might seem more complicated than the previous one, but notice that now everything is block
diagonal and therefore there are no coupling terms between spin up and spin down. This is equivalent to what
we found for the chiral case, but then it was as simple as only having two non-zero components of a 2×2 matrix.

Notice as well that the coupling term has an important difference compared to the others, this being that a
Pauli matrix other than σ0 or σ3 appeared. What this means is that in the final expression we will find coupling
terms between the components of each block, which we will see are directly related to the fermion mass in the
boundary.

For convenience, this expression written in terms of ψu,d± reads

err∂rψ̂
u
± = iF̂ (ω,±k3)ψ̂u∓ ±Mψ̂u± ± ig̃φσ2ψ̂u∓

err∂rψ̂
d
± = iF̂ (ω,∓k3)ψ̂d∓ ±Mψ̂d± ± ig̃φσ2ψ̂d∓

. (4.87)

Here we can clearly see one symmetry of the system, since changing u ↔ d and k3 → −k3 transforms one
equation into the other. Because of this from now on we will only work with the u component for simplicity.
Now, since these two blocks are uncoupled, we can rewrite the matrix ξ̂ as

ξ̂ =

(
ξ̂u 0

0 ξ̂d

)
, (4.88)
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where ξ̂u,d are 2 × 2 matrices. Notice that because of the symmetry we just mentioned, these two components
are related by ξ̂u(k3) = ξ̂d(−k3), in clear analogy with our previous result for chiral fermions. Using this now
the relation between ψ̂− and ψ̂+ can be simplified to

ψ̂u− = −iξ̂uψ̂u+ . (4.89)

Again, taking a derivative with respect to r on both sides we find

∂r ξ̂
uψ̂u+ = i∂rψ̂

u
− − ξ̂u∂rψ̂u+ , (4.90)

where we can substitute equation (4.86) to find

err∂r ξ̂
u + 2Mξ̂u + F̂ (ω,−k3) + ξ̂uF̂ (ω, k3)ξ̂u − g̃φ

(
σ2 − ξ̂uσ2ξ̂u

)
= 0 . (4.91)

Let us go through several remarks about this equation.

1. We can clearly see here that g̃ = 0 or φ = 0 recovers exactly the chiral situation with double the number
of fields. In this case, since everything is diagonal we can safely set the extra terms to zero. On the
other hand, when the coupling term contributes the off-diagonal terms couple and this equation effectively
involves the four components.

2. Since the coupling term does not include any vielbeins, the previous discussion regarding the value of ξ̂u

at the horizon remains exactly the same as before. In the opposite direction, when r →∞, the argument
also remains unchanged, since φ goes to zero near the boundary.

3. One approach we are not considering in this thesis would involve studying analytically the regime in which
this coupling term is most significant, since it may be possible to neglect some of the k dependence in
F̂ (k).

Now that we have derived the equation that describes ξ̂u, we can proceed to compute the spectral function. In
that section however we will be working with ξ, so we will need to change basis back to the original one by
multiplying it by T , as ξ = T ξ̂T . Because of the block structure of ξ̂, ξ will contain certain symmetries that we
will exploit to write the spectral function in a simple way.

4.3.3 Green’s Function and Spectral Function

We will proceed now to compute the spectral function for Dirac fermions, which will involve mostly the same
steps we explained in the previous section. For this, we will need to consider the effective boundary action and
extract from there the inverse Green’s function, but we have not considered all the necessary terms yet.

In addition to SUV and Sct there is another term contributed by the asymptotic behavior of the scalar field φ,
which is dual to some boundary operator with scaling dimension 3 coupled to a source term of scaling dimension
1. We have seen previously that these are precisely the dimensionalities of a term giving mass to a fermionic
field, and therefore in the effective boundary action we should consider a term consistent with it, as follows

SM = −i
∫

ddx
√
−gM0

[
ψ

(2)
L ψ

(1)
R + ψ

(1)
R ψ

(2)
L

]
. (4.92)

Because deriving the final expression for the Green’s function can be tricky, we are going to briefly go through
it explaining the most important parts. Our final goal is to write the action in a way that we can read off the
inverse Green’s function directly, which means:
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Seff = −
∫

ddk
(2π)d

ψ†+G
−1
R ψ+ . (4.93)

Notice that this is not the Lorentz invariant version of the Green’s function, that would be −Γ0G−1
R , which we

will compute once we know this one.

1. Considering SUV first, we have

− iZ
∫

ddx
√
−g
[
ψ

(1)
R (/∂ − iq /A)ψ

(1)
R + ψ

(2)
L (/∂ − iq /A)ψ

(2)
L

]
. (4.94)

Fourier transforming these fields we find

Z

∫
ddk

(2π)d
√
−g
[
ψ

(1)
R
/̃kψ

(1)
R + ψ

(2)
L
/̃kψ

(2)
L

]
. (4.95)

Using now that −Γ0/̃k = F̃ (k) and ψ = Γ0ψ†, this expression simplifies to

− Z
∫

ddk
(2π)d

√
−g
[
ψ

(1)†
R F̃ (ω, k3)ψ

(1)
R + ψ

(2)†
L F̃ (ω, k3)ψ

(2)
L

]
, (4.96)

which, written in terms of 2-component spinors is

− Z
∫

ddk
(2π)d

√
−g
[
ψ

(1)†
+ F̂ (ω, k3)ψ

(1)
+ + ψ

(2)†
− F̂ (ω,−k3)ψ

(2)
−

]
. (4.97)

Finally, using ψ+:

∫
ddk

(2π)d
√
−gψ†+

(
−ZF̂ (ω, k3) 0

0 −ZF̂ (ω,−k3)

)
ψ+ . (4.98)

We will follow the same procedure for Sct and SM , first Fourier transforming, then rewriting in components
and then in terms of ψ+.

2. Let us go through Sct now,

− igf
∫

ddx
√
−gerr

[
ψ

(1)
R ψ

(1)
L − ψ

(2)
R ψ

(2)
L

]
. (4.99)

Fourier transforming and using components,

igf

∫
ddk

(2π)d
√
−gerr

[
ψ

(1)†
+ ψ

(1)
− + ψ

(2)†
+ ψ

(2)
−

]
. (4.100)

Using now ψ− = −iξψ+ to rewrite this in terms of ψ+:

∫
ddk

(2π)d
√
−gψ†+

[
gfe

r
rξ
]
ψ+ . (4.101)
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3. Finally, SM :

− i
∫

ddx
√
−gM0

[
ψ

(2)
L ψ

(1)
R + ψ

(1)
R ψ

(2)
L

]
. (4.102)

Same as before, Fourier transforming and writing by components,

− i
∫

ddk
(2π)d

√
−gM0

[
ψ

(2)†
− ψ

(1)
+ − ψ

(1)†
+ ψ

(2)
−

]
. (4.103)

Notice that this term is hermitian. Since these are all components of ψ+ we can just write

∫
ddk

(2π)d
√
−gψ†+

(
0 iM0

−iM0 0

)
ψ+ . (4.104)

We can now put everything together, to find that the matrix is

√
−g
[(
−ZF̂ (ω, k3) iM0

−iM0 −ZF̂ (ω,−k3)

)
+ gfe

r
rξ

]
. (4.105)

Evaluating this when r → ∞, at the boundary, we have that F̂ (ω, k3) ≈ (−ω̃ + σ3k3)/r. Thus we need to
transform ψ+ as follows to get rid of these extra factors in the diagonal

ψ+ −→ ψ+

(√
−gZr−1

)− 1
2 , (4.106)

and by redefining M0 →M0Z/r we find the inverse Green’s function:

G−1
R =

(
ω̃ − σ3k3 iM0

−iM0 ω̃ + σ3k3

)
+
gf
Z
errrξ . (4.107)

Notice that clearly the top right block is exactly the same we found for the chiral case, so this generalization
contains the previous case and can be recovered when the mass is zero. As before, we can introduce the
self-energy by redefining the second term to

g ≡
gf
Z
r2−2M −→ constant at the boundary

−g lim
r→∞

r2Mξ ≡ Σ
. (4.108)

At this point in the derivation of the spectral function for chiral fermions we decomposed Σ in terms of Pauli
matrices, however that is not possible in this case since this matrix is 4 × 4. Our goal now is to compute the
trace of GR, from the definition of the spectral function, and we will do so by exploiting the symmetric structure
of this matrix.

Considering first the first term, its structure is the following
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A−1 =


a+ 0 b+ 0
0 a− 0 b−
c+ 0 d+ 0
0 c− 0 d−

 , (4.109)

and by looking at the second term, we have that ξ = T ξ̂T , so

ξ = T ξ̂T = T

(
ξ̂+ 0

0 ξ̂−

)
T −→ has the same structure as A−1 . (4.110)

Assuming that ξ̂± are two general 2 × 2 matrices with no symmetries, after this transformation we will find a
matrix with the same structure as the one above, so we can work with A−1 as if it were G−1

R . Therefore, we can
derive that this type of matrices satisfy the following

Tr [A] =
Tr [m+]

detm+
+

Tr [m−]

detm−
, m± =

(
a± b±
c± d±

)
. (4.111)

Applying this result to G−1
R means that m± are

m± = −F̂ (ω,±k3)−M0σ
2 − Σ± ,

Σ+ = −g lim
r→∞

r2M ξ̂u

Σ− = −g lim
r→∞

r2M ξ̂d
, (4.112)

which is indeed a similar result to what we found previously, but now generalized to our case. Notice as well
that these two matrices are related by the transformation k3 → −k3 and u ↔ d. In addition, computing the
trace and determinant we find their value to be

Tr [m±] = 2 (ω̃ − Σ0,±)

detm± = [ω̃ − Σ0,±]2 − [k3 ± Σ3,±]2 + [iM0 + iΣ2,±] [iM0 + (Σ±)21]

with

Σ0,± =
1

2

(
(Σ±)11 + (Σ±)22

)
Σ2,± = i (Σ±)12

Σ3,± =
1

2

(
(Σ±)11 − (Σ±)22

)
. (4.113)

Comparing this with the expression we found for the spectral function in the chiral case,

ρ(ω, k3) = − 1

π
Im
[

ω̃ − Σ0

(ω̃ − Σ0)2 − (k3 + Σ3)2

]
, (4.114)

we can see that each of the matrices m± reduce to this expression when M0 = 0 and Σ± is diagonal. Notice
as well that the numerator is exactly the same, as new terms only appear in the denominator. However, we
will not work directly with these expressions, since there are several symmetries in this system that we have
not yet mentioned and that will simplify this final result for the spectral function significantly, as well as the
propagation equation for ξ̂u,d.
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4.3.4 Symmetries of the System

Looking back at the differential equation describing ξ̂u,d,

err∂r ξ̂
u + 2Mξ̂u − F̂ (ω, k3)− ξ̂uF̂ (ω,−k3)ξ̂u − g̃φ

(
σ2 − ξ̂uσ2ξ̂u

)
= 0

err∂r ξ̂
d + 2Mξ̂d − F̂ (ω,−k3)− ξ̂dF̂ (ω, k3)ξ̂d − g̃φ

(
σ2 − ξ̂dσ2ξ̂d

)
= 0

, (4.115)

writing it component by component, a straightforward but tedious calculation, we can see several symmetries
of the problem. Some of them are expected, as we can see

ξ̂u11 = ξ̂d22 , ξ̂u22 = ξ̂d11

ξ̂u21 = ξ̂d21 , ξ̂u12 = ξ̂d12

ξ̂u12 = −ξ̂u21 , ξ̂d12 = −ξ̂d21

. (4.116)

Using these symmetries we can rewrite some of the expressions we have derived in the previous section, for
example:

(
ξ̂u,d11 ξ̂u,d12

−ξ̂u,d12 ξ̂u,d22

)
= ξ̂u,d =

1

2

(
ξ̂u,d11 + ξ̂u,d22

)
σ0 +

1

2

(
ξ̂u,d11 − ξ̂

u,d
22

)
σ3 + iξ̂u,d12 σ

2 , (4.117)

which means that the self energy can be written as

Σ± = Σ0,±σ
0 + Σ3,±σ

3 + Σ2,±σ
2 . (4.118)

Therefore, the expressions for trace and determinant of the m± matrices are

Tr [m±] = 2 (ω̃ − Σ0,±)

detm± = [ω̃ − Σ0,±]2 − [k3 ± Σ3,±]2 − [M0 + Σ2,±]2
. (4.119)

Notice as well that, since ξ̂u12,21 = ξ̂d12,21, Σ2,+ = Σ2,− = Σ2. Similarly, using ξ̂u11,22 = ξ̂d22,11 implies Σ0,+ =
Σ0,− = Σ0 and Σ3,+ = −Σ3,− = −Σ3, so that the equation above simplifies to

Tr [m±] = 2 (ω̃ − Σ0)

detm± = [ω̃ − Σ0]2 − [k3 − Σ3]2 − [M0 + Σ2]2
, (4.120)

meaning that both terms contribute exactly the same. This is a fact of physical importance, since we have to
remember that what these two terms represent are the up and down spins of the boundary fermions. Since our
theory does not include any phenomena that can affect one of them more than the other, this is the result that
we expect to find. In addition, notice that using this notation it perfectly resembles the chiral case but having
multiplied the number of degrees of freedom by two.

We can write now the final expression for the spectral function:
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ρ(ω, k3) = − 2

π
Im
[

ω̃ − Σ0

(ω̃ − Σ0)2 − (k3 − Σ3)2 − (M0 + Σ2)2

]
. (4.121)

As before, the integral of this expression over all the frequencies should satisfy the ARPES sum-rule for any
k3. Since it depends on the numerically solved self-energy Σ, it is not trivial to compute this integral, but a
possible approach would be to use the known expansion for Σ near the boundary for |k| → ∞, which we can
compute from the equation for ξ̂. That way, choosing some high enough energy Λ the integrand can be computed
numerically for ω < Λ and analytically for ω > Λ.

We can at this point also mention the case of g = 0, in which the self-energy drops out of the previous expression
leaving us with the usual spectral function for a massive particle. Even though this can be thought as expected
behavior, in this case we are introducing a mass only using holography, and therefore there should be a term in the
self-energy that also contributes to M0. Therefore, we can consider this limiting case as internally inconsistent,
even though it is possible to compute.

Before moving on, we can look again at the relativistic inverse Green’s function using these symmetries. Defining
this version as G̃−1

R ≡ −Γ0G−1
R , it satisfies

Seff =

∫
ddk

(2π)d
ψ+G̃

−1
R ψ+ , (4.122)

where instead of taking the adjoint ψ†+, we are including a gamma matrix, ψ+. This is a relevant expression,
because it is directly related to the 2-point correlator

〈
iψ+ψ+

〉
. Since it is relativistic, it should be written in a

covariant way using gamma matrices, and because of the symmetries and our choice of axis for k in this problem
we know that is has to contain only the identity, Γ0 and Γ3.

Taking the expression we found for G−1
R and applying the symmetries we have derived from the equations of

motion, we find then

G̃−1
R = − [ω̃ − Σ0] Γ0 + [k3 − Σ3] Γ3 + i [M0 − Σ2] 14×4 , (4.123)

which, after taking the self-energy to zero, reduces to the usual propagator for massive fermions,

GR(k) =
1

Γaka + iM0 − Σ
−→ 1

Γaka + iM0
, Σ = −Σ0Γ0 + Σ3Γ3 + iΣ214×4 . (4.124)

From this expression for G̃−1
R we can clearly see that Tr [GR] is indeed what we computed previously, but the

method we used clearly showed how the spin contributes to the final result, thus giving more physical insight.

4.3.5 Numerical Solution for ξ̂

Moving on to the details of the numerical solution, we can expect less complexity than when solving for the
background fields because of the fixed initial condition we are using for ξ̂ at the horizon. Instead we need to deal
with a complex matrix of coupled coefficients, and extract the pertinent information for the spectral function.

It is possible however to decrease the complexity of these equations by using the symmetries we have shown
earlier. For this we need to expand equation (4.91) component by component and after simplifying we find only
three independent differential equations, since there are only three truly independent fields. In the following we
define ξ1 ≡ ξ̂u11, ξ2 ≡ ξ̂u22 and ξ3 ≡ ξ̂u12 for notational simplicity, and F (ω, k3) ≡ F̂11(ω, k3) = −e0

0ω̃ + e3
3k3.
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Then:

err∂rξ1 + 2Mξ1 − F (ω, k3)− ξ2
1F (ω,−k3) + ξ2

3F (ω, k3)− 2ig̃φξ1ξ3 = 0

err∂rξ2 + 2Mξ2 − F (ω,−k3)− ξ2
2F (ω, k3) + ξ2

3F (ω,−k3)− 2ig̃φξ2ξ3 = 0

err∂rξ3 + 2Mξ3 − ξ1ξ3F (ω,−k3)− ξ2ξ3F (ω, k3)− ig̃φ
(
1− ξ1ξ2 + ξ2

3

)
= 0

. (4.125)

Here we can clearly see that g̃φ is indeed in control of the coupling between diagonal and off-diagonal terms,
so that if either of these are zero, they decouple and ξ3 can be set to zero. As we have seen, this field goes
like r−2M when r → ∞ so in a similar manner to how we proceed with the background metric fields, we will
transform it so that it converges to a constant at the boundary, as follows

Ξi(ρ) ≡ ρ−2Mξi(ρ) , i ∈ {1, 2, 3} , (4.126)

where we have also changed variables from r to ρ. Again, substituting this change in the previous equations we
can find the final differential equation describing the propagation of Ξi(ρ). After finding the solution, we can
recover the matrix form by

Ξ =

(
Ξ11 Ξ12

Ξ21 Ξ22

)
=

(
Ξ1 Ξ3

−Ξ3 Ξ2

)
. (4.127)

In Figure 4.1 we can see the result for one specific combination of parameters.
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Figure 4.1: Numerical solution for the fermionic fields, using CΦ0 = 1 and CH1 = 5 as initial conditions at the
horizon for the background, and ω = 1 + iε, k3 = 1, g̃ = 1, M = 1

4 , q = 1. In the x-axis we can see the radial
coordinate ρ and in the y-axis the value of each of the components of the field. Note that ρ = 0 is the boundary
and ρ = 1 is the horizon. The red line is Re(Ξ) and the blue line is Im(Ξ).

Notice from the caption that we are using M = 1/4, which will be our choice by default for the remaining of
the results presented. Now, to compute the spectral function from here we will need to first rewrite everything
in dimensionless units. In the boundary we have three parameters, T , µ and M0, and since only the first two
can be set freely we will express everything in units of M0. This means that the temperature of the boundary
system will be T/M0, and similarly for the chemical potential, µ/M0.

However these are not the only parameters, when we introduce the probe field ω and k3 appear, and they are
dimensionful. Therefore, we will need to change the inverse Green’s function and spectral function to rewrite
everything in terms of dimensionless variables. Recall that the inverse Green’s function is

G−1
R =

(
ω̃ − σ3k3 iM0

−iM0 ω̃ + σ3k3

)
− Σ . (4.128)

Transforming the field ψ+ →M
− 1

2
0 ψ+, and the variables ω̃ → ω̃M0, k3 → k3M0, we find

G−1
R =

(
ω̃ − σ3k3 i
−i ω̃ + σ3k3

)
+

gf
ZM0

r2ξ . (4.129)

However, now we cannot simply redefine g including this factor of M0, since it changes with the background.
Therefore, using a fixed g and changing the background means that we would be modifying the real coupling
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constant which would invalidate any comparisons later in the results. To fix this, we will remove any scale
dimensions from the self energy and combine them together as a power of M0.

Since the scaling of M0 is r, we can begin by grouping the following together

(
gfr

2

ZM0

)
ξ , (4.130)

where the factor between parenthesis is indeed constant. Notice that gf is then dimensionless, and [Z] = [M0] =
1. Removing the scaling from ξ as before, and multiplying and dividing by M0:

(
gfr

2

ZM0

)
r−2MM−2M

0

M−2M
0

r2Mξ =

(
gfr

2−2M

ZM1−2M
0

)
M−2M

0

(
r2Mξ

)
. (4.131)

Here we can therefore see that the dimensionless self-energy is

(
gfr

2−2M

ZM1−2M
0

)
M−2M

0

(
r2Mξ

)
−→ −g lim

r→∞

r2M

M2M
0

ξ ≡ Σ . (4.132)

This is the expression for the self-energy we will use, with this new dimensionless g instead of the dimensionful
one. Performing these changes in the spectral function, we find

ρ(ω, k3) = − 2

π
Im
[

ω̃ − Σ0

(ω̃ − Σ0)2 − (k3 − Σ3)2 − (1 + Σ2)2

]
, (4.133)

where now every quantity is expressed in units ofM0. In the next section we will present and discuss our findings
using this spectral function in several situations. Before that however we need to fix the value of M0, since as
we have seen it is now involved in almost every variable, by determining the value of α in M0 = αφs.

4.4 Fixing the Bare Mass

Previously, in Section 3, we mentioned that the scalar field expansion near the boundary contains the source
and vev, φs and φv, dual to the mass contribution for a fermion in the boundary. Namely:

φsφv ←→M0

〈
ψψ
〉
. (4.134)

However, there is one free parameter hidden in this duality. Transforming M0 → M0/α and
〈
ψψ
〉
→ α

〈
ψψ
〉
,

where α is a constant value, shows that there is a scaling invariance that we need to fix to correctly determine
M0 from φs. In this section we will explain one possible way of determining its value.

We will start from the expansion near the boundary of the scalar field φ, and from there compute some Renormal-
ization Group Equations (“RG equations” from now on) that relate the three coefficients with a scaling parameter
λ. Then, from M0 itself and

〈
iψψ

〉
, the source and dual operator associated to φs and φv respectively, we will

derive another set of RG equations that depend on another scaling parameter l.

Now, combining them in a meaningful way means that both λ and l have to have the same behavior as they
flow towards the IR regime. Finally, comparing both equations considering the α factor relating the expansion
coefficients and the duals, we can solve an algebraic equation solving for α and finding its value.
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As we have said this procedure seems reasonable, however it may be proven inconsistent by studying different
regimes that we will not consider in this thesis. One of these situations involves considering the non relativistic
limit of this theory, by taking c → ∞. Because of our choice of natural units we cannot see the effect of this
limit, but a careful derivation shows that several quantities diverge, as they are proportional to c, which might
be fixed by choosing a different α constant.

These problems are outside the scope of this thesis, but a proper analysis of the specifics of this procedure is
necessary given that the non relativistic limit is, after all, the regime in which cold atoms move. Some analysis
using bosonic fields instead of fermionic fields reveals that indeed the value we will find for α is explicitly not
consistent in the non-relativistic limit.

4.4.1 Renormalization Group Equations for φ

First, we need to derive the RG equations using the information in the side of the bulk, which in this case
means the scalar field φ. Because we have chosen the scaling dimensions such thatM0

〈
iψψ

〉
is the dual to φsφv,

relating these two will fix α. Let us begin then by deriving the RG equations from the expansion of φ near the
boundary:

φ(r) =
1

r

(
φs +

1

r2
(φv + φ̃v log r)

)
, (4.135)

where we rescale r → λr, so that

φ(r) =
1

λr

(
φs(λ) +

1

λ2r2
(φv(λ) + φ̃v(λ) log(λr))

)
. (4.136)

Comparing these two expressions we can extract the equalities between the coefficients:

φs(λ) = λφs

φv(λ) + φ̃v(λ) log λ = λ3φv

φ̃v(λ) = λ3φ̃v

, (4.137)

which we can differentiate to find the following RG equations:

λ
dφs(λ)

dλ
= φs(λ)

λ
dφv(λ)

dλ
= 3φv(λ)− φ̃v(λ)

λ
dφ̃v(λ)

dλ
= 3φ̃v(λ)

. (4.138)

The first and second ones are simple relations for the source and vev, with the corresponding scaling dimension
multiplying the rhs. The second equation however relates those coefficients in a non trivial way, and we will see
that from it we can extract the value of α.
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4.4.2 Renormalization Group Equations for M0 and
〈
iψψ

〉
Now, we will take the other side of the duality and derive a similar set of RG equations. Considering first the
vev,

〈
iψψ

〉
= Tr

[∫
ddk

(2π)d
1

−i/k +M0 − 〈O∗O〉

]
, (4.139)

with 〈O∗O〉 given by

〈O∗O〉 = Σ = −Σ0Γ0 + Σ3Γ3 + iΣ21 . (4.140)

as we have decomposed Σ before. This is however not an easy to work with expression, because it is the inverse
of a matrix. To fix it, we will multiply and divide by the conjugate of the denominator, so that

〈
iψψ

〉
reads

〈
iψψ

〉
= Tr

[∫
ddk

(2π)d
1

−i/k +M0 − Σ

i/k +M0 − Σ†

i/k +M0 − Σ†

]

= Tr

[∫
ddk

(2π)d
i/k +M0 − Σ†

k2 +M2
0 + |Σ|2 − i(Σ/k − /kΣ†) +M0(Σ + Σ†)

] . (4.141)

To simplify the denominator we need to use the expansion of Σ near the boundary, which is given by Σ = σk2M ,

where σ is a complex constant matrix. In addition, writing /k
2M+1

=
(
/k

2
)M+ 1

2
= k2M+1, with k being the

modulus of the vector, the expression above becomes:

〈
iψψ

〉
= Tr

[∫
ddk

(2π)d
i/k +M0 − k2Mσ†

k2 +M2
0 + k4M+2|σ|2 + 2k2M+1Im(σ) + 2k2M+1M0Re(σ)

]
, (4.142)

where we can now take the Trace of the numerator, and using that Tr [/k] = 0 we can get rid of every gamma
matrix. Also, transforming to spherical coordinates we find an extra factor of 2π2k3. We will fix d = 4 explicitly
in the following.

〈
iψψ

〉
= 2π2

∫ ∞
0

dk
(2π)4

4M0k
3 − k2M+3Tr

[
σ†
]

k2 +M2
0 − k2σ̂

, σ̂ ≡ −k4M−2|σ|2 − 2k2M−1Im(σ)− 2k2M−1M0Re(σ) .

(4.143)

Here we have defined σ̂ for simplicity in the notation. Extracting a factor of k2 from the denominator, so that
we find

1

1 + k−2M2
0 − σ̂

≈ 1− k−2M2
0 + σ̂ , (4.144)

where we have expanded this fraction using the geometric series. We can always do this because, since M ∈(
−1

2 ,
1
2

]
, every term in σ̂ has a negative power of k, as well as M0 as we can clearly see. Therefore, since we are

working in the limit k →∞ this expansion is always possible. We will now introduce a cut-off Λ and an energy
scale µ to track of UV divergences and get rid of IR ones, respectively.
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The integral we need to solve is therefore

2π2

∫ Λ

µ

dk
(2π)4

(
4M0k − k2M+1Tr

[
σ†
]) (

1− k−2M2
0 + σ̂

)
, (4.145)

where most of the terms in the integrand are of the form Ck∆, with C being a combination of the different
constants appearing here, and ∆ > 0. There is one exception however, and we can see that term directly from
the expression above:

− 8π2

∫ Λ

µ

dk
(2π)4

M3
0

k
= −M

3
0

2π2
log

(
Λ

µ

)
. (4.146)

This term is special however for a very specific reason, this being that when we rescale the cut-off Λ → Λe−l,
this logarithm will produce a contribution that does not depend on Λ, namely

〈
iψψ

〉
=
M3

0

2π2
l , (4.147)

therefore every other term will be canceled out with a counter-term, only this one remaining. With this result
we can finally write the RG equation for the vev, with l as the flow variable. Rescaling

〈
iψψ

〉
→
〈
iψψ

〉
e−3l and

M0 →M0e
−l we have:

dM3
0

dl
= 0

M0→M0e−l

−−−−−−−−−−−−−−−−−−−→
d
(
M3

0 e
−3l
)

dl
= 0 −→ dM3

0

dl
= 3M3

0

.

d
〈
iψψ

〉
dl

=
M3

0

2π2

〈iψψ〉→〈iψψ〉e−3l

−−−−−−−−−−−−−−−−−−−→
d
(〈
iψψ

〉
e−3l

)
dl

=
M3

0 e
−3l

2π2
−→

d
〈
iψψ

〉
dl

= 3
〈
iψψ

〉
+
M3

0

2π2

Here we have used that M0 should not change under rescaling and
〈
iψψ

〉
should transform following the result

derived above. Let us go back now to the RG equations we derived for the scalar field and the constant α.

Considering

λ
dφs(λ)

dλ
= φs(λ)

λ
dφv(λ)

dλ
= 3φv(λ)− φ̃v(λ)

λ
dφ̃v(λ)

dλ
= 3φ̃v(λ)

and

φs =
M0

α

φv = α
〈
iψψ

〉
φ̃v = −1

6
φ3
s = −M

3
0

6α3

, (4.148)

we can compare with the two equations above to determine α. Specifically, comparing the second equation in
both terms we have

d
〈
iψψ

〉
dl

= 3
〈
iψψ

〉
+
M3

0

2π2

λ
dφv(λ)

dλ
= 3φv(λ)− φ̃v(λ)

−→ αM3
0

2π2
= −φ̃v =

1

6
φ3
s =

M3
0

6α3
−→ α =

(
π2

3

) 1
4

≈ 1.34677 . (4.149)
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Thus fixing the relation between the source and the bare mass of the fermions. Notice here that the only way of
having the term φ̃v in the second equation is by considering the logarithmic term in the expansion of the field
near the boundary. Without that term we could not have related the bare mass term in the RG for the vev with
the source term.

Notice as well that we are glossing over the fact that there are two different flow variables, l and λ, but assuming
both of them share the same behavior we can transform in a way that dl

dλ = λ−1, so that both equations are
expressed in the same variables.
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5 Results

Finally we will present our findings using the theory we described until now. Results will be separated in the
Holography case, and the Semi-holography case. In the former we will analyse the behavior of the self-energy
Σ alone by taking the limit g → ∞, regardless of other terms in the spectral function. In the latter, we will
consider the full expression we derived for ρ(ω, k3), and by comparing these two situation we will extract some
conclusions.

In every case, unless explicitly stated, we will consider M = 1
4 and q = 1, with every variable expressed in units

of M0. To avoid poles, we will always add iε to ω, with ε being a sufficiently small value. Since we need to
compute the spectral function at a finite ρ, we will always integrate fields from ρ = 1− ε at the horizon to ρ = ε
near the boundary, and take the latter as the limit r → ∞. Again, ε is chosen to be sufficiently small. Lastly,
we will fix the temperature to T = 1

100 unless specified otherwise. If we are not explicitly specifying that we are
evaluating the spectral function in the (ω, k3) plane, it will always be with k3 = 0. In the cases in which we
introduce the chemical potential µ, we will always plot ρ(ω − µ, k3).

Each section will be also separated in studying the dependence with one parameter alone, mainly g̃ and µ,
computing the spectral function for each at different temperatures when necessary. Notice that g is the constant
defined in the self-energy and g̃ is the coupling constant in the bulk, between the fermionic fields ψ(i) and the
bosonic field φ.

We will systematically present and discuss the effect of varying the parameters g, g̃ and µ on the spectral
function. For this, we will structure the remainder of the section in the following way: first we will focus on
computing ρ(ω, 0) for some ω ∈ [ωa, ωb], and varying one of these parameters in another interval [a, b], while
fixing the other two.

We will divide the results in the two cases we mentioned before, essentially the limit g → ∞ and finite g, each
subsequently divided in the dependence on g (only in the latter case), g̃ and µ. In general, we will consider
first the dependence on g̃ at a fixed µ, then we will fix g̃ and change µ, and finally we will present the spectral
function in the (ω, k3)-plane for a few chosen values of the parameters.

5.1 Holographic limit

Considering the full spectral function,

ρ(ω, k3) = − 2

π
Im
[

ω̃ − Σ0

(ω̃ − Σ0)2 − (k3 − Σ3)2 − (1 + Σ2)2

]
, (5.1)

in this first section we will take the limit g →∞, so that only the self-energy terms remain:

gρ(ω, k3) =
2

π
Im
[

gΣ0

(Σ0)2 − (Σ3)2 − (Σ2)2

]
. (5.2)

Here we have also multiplied by a factor of g so that the spectral function is finite in this limit. In practice we
cannot take g to infinity, but we will choose a high enough value so that ω and k3 are negligible compared to
the self-energy contribution.

5.1.1 Dependence on g̃

The goal of this section is to analyze the dependence of the effective mass only in terms of g̃, thus we set µ = 0
and compute the spectral function at k3 = 0. Since this is the simplest case, in which we are only considering
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the holographic contribution to the spectral function, we should extract as much information as possible from
these results so that we can understand the more general case better.

We will therefore begin by computing ρ(ω, 0) for a range of values of g̃, and compute the effective mass by
measuring the position of the spectral function peaks as a function of ω:

Meff =
1

2

(
ω+ − ω−

)
, (5.3)

where ω± refers to the positive and negative peaks, respectively. Even though in this case we could only compute
the positive peak and that corresponds to the effective mass, when setting µ 6= 0 we will need to use this equation.

In Figure 5.1 we can see the result of this computation. In the left plot we can see the values the spectral
function takes, which clearly shows a linear dependence between the peak and g̃. In addition, the width of this
peak is kept very close to constant.
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Figure 5.1: (left) Here is presented the spectral function ρ(ω, 0), for several values of g̃. Default values for other
parameters used. Notice that when g̃ → 0 there is no gap, meaning the boundary particles are massless, and
increasing g̃ translates to a linear increase of the mass gap. (right) Here we present the value of the mass in
terms of g̃, computed from the data shown in (left).

In the left plot of Figure 5.1 we can see the result of applying equation (5.3) to the data, again clearly showing
the linear dependence between the effective mass and g̃.

Since this is a surprisingly simple solution, we can fit it to an expression that can later be used to analyze
the semi-holographic behavior knowing what is exactly the holographic contribution to the spectral function.
Considering then the following expression,

ρapprox(ω, g̃) = Im
[

A

ω −Bg̃ − i(C +Dω + Eg̃)

]
, (5.4)

we can fit the parameters A, B, C, D and E using the numerical solution. Notice that B should be exactly
twice the slope of the effective mass line shown in the right plot of Figure 5.1. Also we have included a possible
ω and g̃ dependence in the width of the peak, so that the approximation is slightly better. It is indeed possible
to consider extra higher order terms, and as we can expect the calculation shows that their coefficients are at
least an order of magnitude smaller than D and E, so we can neglect them.
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In Figure 5.2 we can see on the right plots the result of fitting this expression to the data, with a remarkably
good agreement. The numerical result for the coefficients is summarized in the following table

A→ 5.94687 · 10−9

B → 0.686273

C → 0.209738

D → 0.532702

E → −0.368806

. (5.5)

Notice however that these coefficients ultimately also depend on M and T , although the dependence with the
latter should mostly affect the widening of the peak, but not its position. Since the parameter M modifies the
theory in a non-trivial way its effects are more difficult to predict, but computing a new set of coefficients for
each value involves the same procedure.
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Figure 5.2: Using the same parameters as in Figure 5.1, here we compare the upper half plane, ω > 0, with the
approximation given by equation (5.4). We can notice a some details our approximation cannot capture, such
as a slight widening of the peak as g̃ increases, or the significant increase in value when both peaks merge near
the origin. Despite these, we can say this approximation does reproduce the most important characteristics of
the numerical solution.

Taking a closer look at the second row of plots in Figure 5.2, we can easily see that our approximation does not
capture every detail of the numerical solution, but we can consider this an expected limitation. Firstly, notice
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that near the origin, with g̃ = 0, the numerical solution peaks sharply because instead of two, there is only
one peak at that point. This is expected, since in the limit this should resemble a Dirac delta characteristic of
massless particles.

In addition, the width is not exactly the same, specifically the shape of the fall-off outside the light cone (which
corresponds to the left side of the plots). The numerical solution presents a sharp fall-off, in essence making
the possibility of finding fermionic states of lower energy basically non existent. On the other hand, considering
only values of g̃ slightly larger than one this approximation is significantly good.

Moving on, let us now analyze the full spectral function ρ(ω, k3), evaluated in the whole plane. In these density
plots we should clearly see the mass shell behavior typical of massive particles, with the parabolic dependence
when |kkk| is sufficiently close to zero. In Figure 5.3 we can see the result of this calculation for several values of
T and g̃.
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Figure 5.3: Here we can see the expected behavior of the spectral function in the (ω, k3)-plane, for several
different values of T and g̃. All the colors are in the same scale. In the (left) panel there is the spectral function
with the default parameters we are using; the (center) panel corresponds to the almost massless case, and the
(right) panel shows the not-so-significant effects of increasing the temperature.

Indeed, the shape resembles exactly what we would expect of massive fermions. Besides, the width is mostly
constant and very thin, so these are very stable states. Notice as well that the spectral function is basically zero
below ω = Meff, meaning this is a hard gap.

On the other hand, in the case of a very small g̃ = 1
10 , it is clear that the usual Dirac cone behavior is restored.

The dispersion relation is therefore linear in k3, following the light cone.

Finally, considering g̃ = 1 again but increasing the temperature to T = 1
10 , we can only notice a slightly wider

line. This is expected behavior, since the effect of temperature is precisely to disturb the ground-state. We can
also see that the mass gap does not get affected by it in a significant manner, especially the value of the mass.

5.1.2 Dependence on µ

We will now move on to the µ 6= 0 case, in which we will study the effect of the chemical potential on the spectral
function. For usual massive fermions, the effect of the chemical potential is to shift the spectral function up or
down in the ω-axis, exactly the amount µ.

In this case however, we still expect the main shift happening but with other non-trivial effects contributing to
the final result as well. To remove the shift in the spectral function, we will always plot ρ(ω− µ, k3) so that the
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middle of the mass gap stays close to ω = 0.

Following a similar procedure as in the previous section, we will start by plotting the spectral function for k3 = 0
at a fixed µ, for several values of g̃. We expect a similar general behavior to what we have already seen in Figure
5.1, except for ω < µ. In this regime the effects of the chemical potential should be driving the behavior of the
spectral function.

In Figure 5.4 we can see the results of this computation, comparing the effects of three different values of µ.
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Figure 5.4: Here we present the results of computing the spectral function for k3 = 0, for three different values
of the chemical potential. The dashed line marks the line ω = µ.

Indeed, as we expected the general behavior of the spectral function remains unchanged, but the region |ω| < |µ|
has definitely been modified. Notice in first place that exactly at the crossing point ω = µ the value of the
spectral function goes to zero, which corresponds to the Fermi surface.

The behavior of the bottom branch (top for µ < 0) is the usual behavior we expect when the density of states
shifts because of the chemical potential. Having a positive µ creates more particles than antiparticles and vice-
versa for negative µ, which we can see as a widening and general blurriness in the plot. Notice however that the
effective mass is not significantly changed, keeping the linear dependence with g̃.

Next, we will consider the opposite of Figure 5.4, by fixing g̃ to some values and plotting the dependence of the
spectral function for k3 = 0 over a range of values for µ. Presenting the spectral function in this way will allow
us to clearly see the behavior of the peaks as the chemical potential increases.
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Figure 5.5: Spectral function ρ(ω, 0) as a function of µ, for three different values of g̃. In these plots we can see
the effects of the chemical potential on the spectral function when it is lower, equal and higher than the effective
mass.

Let us look first at the leftmost plot, in which we are considering just a massless fermion. There we can see, as
expected, that the main shape of the spectral function does not change with µ, however it is noticeably wider
for large chemical potential. Indeed, comparing with Figure 5.4, we can see that this is the behavior we could
have expected when g̃ is small enough.

In the middle plot we have slightly increased g̃, so the particles are no longer massless. There we can clearly
see the point in the x-axis in which µ = Meff. At this value the positive peak of the spectral function becomes
zero because of the Fermi surface, and for larger µ can see several effects happening. Firstly, the widening of
the peaks actually makes them merge together once the chemical potential is high enough. This situation can
be interpreted as the mass energy being negligible compared to µ, so that the energy of the fermions is enough
to be considered relativistic.

In addition to the widening of the peaks, notice as well that they are shifted towards positive ω. This can be
interpreted as the density of states moving from antiparticles to particles, since a positive chemical potential
will create more of the latter than the former.

In the rightmost plot we can see more clearly the effects we discussed above when µ is not significantly higher
than the effective mass. Notice that in the three plots there is a line of slope one starting from the point µ = Meff,
and increasing with µ. It corresponds to ω = µ, therefore corresponding to the Fermi surface.

In Figure 5.6 we can see a close up of these effects for several values of µ, at a fixed g̃ = 1.
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Figure 5.6: Here we show how an increase in chemical potential modifies the spectral function at k3 = 0 and
for g̃ = 1. We can see closely several of the effects we described from Figure 5.5, such as the Fermi surface, the
merging of peaks and shifting towards positive ω.

Notice that the behavior of the spectral function is not smooth around the Fermi surface, which could be
produced because of some numerical effect of the solution. Since this is a special point, we may need to consider
this case separately from the others to fix the correct convergence.

Besides that however, the spectral function is precisely how we were expecting from the previous plots. Notice
that the merging of the peaks is not just a shift, instead their maximum value decreases while the density of
states in between them increases.

Finally, we present the result computing the spectral function in the (ω, k3)-plane for several values of µ, having
fixed g̃ = 1, in Figure 5.7.
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Figure 5.7: Here we can see the results of plotting the spectral function in the (ω, k3)-plane, for several values
of µ, with g̃ = 1. The dashed line marks the points with ω = µ.

In 5.7(a) we can see the case in which µ is only slightly above the effective mass, and therefore does not
significantly affect the spectral function. We can notice however that the bottom branch is less sharp than the
top one, as we can expect from Figures 5.5 and 5.6. Notice however that when k3 is sufficiently large the peaks
are again well defined.

In (b) we have increased µ even further, so we can clearly see its effects on the spectral function, for small
enough |kkk|. Indeed, similarly as in Figure 5.6, we can see that the position of the branches is not significantly
changed, instead their values change and the gap closes. Near the top of the plot we can also see an extra
branch, related to the oscillatory behavior of the spectral function for high enough µ. In [26] there is a more in
depth explanation and analysis of this effect.

Finally, in (c) we have significantly increased the chemical potential to µ = 12, and only plotted the upper half
plane. In this case we can clearly see that the gap is completely closed, and the density of states has spread
significantly near the origin.

5.2 Semi-holography

Moving on to the more general case, we will consider a finite g and its effects in the spectral function. We will
follow a similar procedure as the one presented for the holographic limit, but now focusing more in discussing
how they change as a function of g.

5.2.1 Dependence on g

Even though in the next few sections we will analyze the behavior of ρ(ω, k3) for different values of g, first we
will consider some simple situations in which we can clearly see how g affects the spectral function, having fixed
g̃ = 1 and µ = 0.

We will begin presenting the results of computing the spectral function at k3 = 0, for several values of g, and
determine the mass dependence with it. In Figure 5.8 we can see what we have found in this calculation.
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Figure 5.8: Here we can see the result of computing gρ(ω, 0) for several values of g, at a fixed g̃ = 1 and µ = 0.
Since we have multiplied by g, the ARPES sum-rule should now integrate to this constant instead of 1. Notice
the difference both in width and height of the peaks as g changes from 105 (the holographic limit) to 10−1.

The effect of g in the spectral function is significant, as we could have expected. It introduces a dramatic widening
for values around g ∼ 1 without changing the position of the maximum too much. However, considering that
the density of states is very spread the notion of a peak becomes blurrier.

In addition, notice that even though the peaks spread, they maintain a mass gap of the same size, the same
that we have computed from the holographic limit. On the other hand, when g → 0 the only contribution is the
bare mass which expressed in units of M0 is one. Therefore, as we increase g from zero to ∞ we should see a
continuum of effective masses connecting these two extremes.

In Figure 5.9 we can see the same behavior shown previously in Figure 5.8, but in a larger range of values.
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Figure 5.9: (left) Here we present an extension to Figure 5.8, computing the spectral functions for a range of
values of g, showing the dependence of the peak spreading and the peak position. (right) From this data we
then compute the mass gap as the distance between peaks. Notice that because of the presence of g in the
denominator of the spectral function we can find a maximum gap around g ∼ 1.
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Considering first 5.9(left), notice that as we expected at g = 0 the peaks are exactly at ω = ±1, and as g →∞
they get closer to the mass gap. The peak spreading happens in a wide region, from g ∼ 1

2 to g ∼ 4, however
we can clearly see that the gap between the branches is constant regardless of g.

5.9(right) shows the distance between the peaks as a function of g, indeed following the behavior we were
expecting from it. Since we already know the behavior at the holographic limit in terms of g̃, we can already
predict how these two plots will look like when g̃ increases. In the next section we will study this behavior.

Before moving on, we present the spectral function in the (ω, k3)-plane, for a fixed g̃ = 2 and several values of
g in Figure 5.10.
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Figure 5.10: In these plots we can see the spectral function in the (ω, k3)-plane for several values of g. Notice
that as we saw previously the peaks are significantly more spread for g ∼ 1.

Notice that in 5.10(a) we can see the expected peak spread filling the inside of the branch. Therefore, unlike
in the holographic limit, states will not be sharply defined at one value of the mass, but rather in a very broad
region.

On the other hand, in 5.10(b) the parameter g is now increased and we can see that the density of states starts
condensing near the edge, which as we have seen when g → ∞ will become the well-defined branch we have
shown in the holographic limit. Finally, when we take g = 1

10 the branch is sharp and the peaks are very close
to ω = ±1, as we were expecting.

5.2.2 Dependence on g̃

Now that we understand better the effect of g in the spectral function, we can consider different values of g̃. In
the holographic limit we showed the linear dependence of the mass gap with g̃, now we will begin by checking
that indeed that is still the same regardless of our choice of g.

In Figure 5.11 we present these results, computing ρ(ω, 0) for several values of g̃ and g.

62



g�

(a): g=1

0 1 2 3 4 5

- 4

- 2

0

2

4

ω ω

(b): g = 1/10

g̃

0 1 2 3 4 5

- 4

- 2

0

2

4

ω

(c): g = 5

0 1 2 3 4 5

- 4

- 2

0

2

4

g̃

Figure 5.11: In analogy to Figure 5.1 in the holographic limit, now we repeat the results for several values of g.
Notice that the mass gap follows the same linear dependence as before, “pushing away” the peaks.

Indeed, here we can see that for different values of g the mass gap follows a similar behavior we have seen in
Figure 5.9, but in this case the gap is linearly growing with g̃. Notice that the position of the peaks is not
growing linearly, only the region in which the spectral function is zero grows like that.

In addition to the gap, the peaks themselves are also more spread when g̃ increases, especially when g ∼ 1. This
spreading also occurs when g is larger, but much less significantly.

Now, notice that in the plot 5.11(b) we can see a fairly interesting band structure that is not appearing in the
others. The only difference being that in this plot g = 1

10 , significantly smaller than the others. What we are
seeing here we can interpret as an avoided crossing of two poles, one peak starting from ω = 0 at g̃ = 0 and
another one starting from ω = 1. Then, as g̃ increases we can see that the lower peak’s growth saturates and
becomes a very thin band at a constant ω, while the other grows linearly.

In Figure 5.12 we can see the details of this plot. Because of the extreme thinness of the lower branch, measuring
it is fairly difficult when the other one is too close, and therefore we can only see it when they are enough far
away from each other.
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Figure 5.12: Here we can see a close up of the avoided crossing at low g, where the dashed lines are visual
indicators of where the poles are supposed to be, each described by the position of the band we can see in the
limit g = 0 and the CFT band. Notice that this branching only happens at small enough g, hence it is not
visible in other plots.
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This structure is also highly sensitive to temperature, and one possible approach to determine more accurately
how the position of each peak depends on g̃ would be to decrease T significantly. However, doing so increases
the computation time dramatically, and more analysis of this is necessary.

Next, we will analyze the spectral function in the plane, again for several values of g̃ and g.
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Figure 5.13: In these plots we can see the spectral function in the (ω, k3)-plane for several values of g̃ and g.
Notice the presence in plots (a) and (b) of the band structure, while in (c) g is large enough for the density of
states to be filling the light-cone.

In 5.13(a) we can clearly see the band structure hinted at in Figure 5.12. The bottom branch is indeed very
thin and follows the usual dispersion relation for massive particles, in this case with effective mass Meff,1 ≈ 1.5.
Notice now that the shape of the top branch is not exactly parabolic, however we can associate it an effective
mass of Meff,2 ≈ 2.5, and they both merge for high enough |kkk|.

This band structure is an interesting characteristic of the model, that only appears in a very specific regime, and
one possible physical interpretation is the following. Consider that, in the boundary, we are describing a massive
fermion with interactions. Then, for low enough energies these fermions could form long-lived bound states with
an effective mass higher than the bare mass of the propagator. If that is indeed the case, it is reasonable to
think that the strength of that bound will be related to the coupling constants g and g̃.

We have noticed that these two bands are kept together as only one peak, in terms of g̃ as shown in Figure 5.12,
longer when g is large. Going back to the holographic limit, we can indeed see that there are no band structure
in any of the plots, we can only see both bands separated when g is closer to zero. Notice as well that the
bottom band does not depend on g̃, since it saturates quickly and remains constant. This is clearly the product
of a combination of both the self-energy and the semi-holographic contribution, perhaps best understood as a
perturbation of the usual spectral function for massive fermions.

In 5.13(b) we have increased g̃ enough to clearly see the bottom band, showing that indeed its effective mass
does not change significantly with that parameter.

In 5.13(c) on the other hand we can see the complete opposite effect. Here, a very small g̃ makes the spec-
tral function to fill the region inside the light-cone because of the peak spreading. Therefore, any possible
band structure is impossible to measure, and even though we can find a peak, it is not significantly above its
surroundings.
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5.2.3 Dependence on µ

Following the same structure as before, we will now consider the case µ 6= 0. Since for certain values of g the
spectral function is not a well-defined band anymore, we want to study the effects of having a chemical potential
on that regime.

For this purpose, we start by showing in Figure 5.14 what happens with the spectral function for several values
of g̃ when the chemical potential is increased to µ = 1.
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Figure 5.14: Here we can see three significant cases of the spectral function that we have introduced before, now
with µ = 1. The dashed line marks the points with ω = µ. In (a) we set g = 1, and thus a large spread of the
peaks, with the chemical potential “pushing up” the density of states from the region ω < µ. In (b) we have the
band structure case, however µ here is too small to produce a significant change on it. Lastly, in (c) we have
increased g to 5, thus now resembling more the holographic limit as we have seen before.

For a more complete analysis of the effects of the chemical potential on the spectral function, we consider here
the three most relevant cases we have seen. First, in 5.14(a) we choose g = 1, for which the peaks spread greatly,
and set the chemical potential to µ = 1. What we can see in the plot is that when the density of states is
non-zero below ω = µ, happening when g̃ is small enough, these states are shifted towards ω ∼ µ and form a
peak at that energy. If g̃ is high enough however, they are not shifted and remain near the origin thus describing
nearly massless particles.

In 5.14(b) on the other hand, because g is very close to zero the effective mass of the particles is close to ω = 1,
therefore not being affected significantly by the chemical potential. In Figure 5.15 we will take another look at
this situation with a higher µ.

Finally, in 5.14(c) we can see the expected result we could have predicted from Figure 5.4, since g is already
large enough to be close to the holographic limit. Next, we will consider again (a) and (b) for a higher chemical
potential.
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Figure 5.15: Considering only plots (a) and (b) from Figure 5.14, here we show the effect of increasing the
chemical potential to µ = 5/2. In (d) the spread spectral function follows a behavior similar to what we have
seen before, while in (e) now ω = µ crosses the top band, showing the usual effect of reducing its value to zero,
while leaving the lower band largely unaffected.

In Figure 5.15(a) we show that the behavior of the spectral function at g = 1 does not change significantly when
the chemical potential is increased. Since µ is now larger, it is necessary for g̃ to be larger as well so the main
volume of the spectral function is not affected.

On the other hand, 5.15(b) shows that when the chemical potential is increased, only the top band is significantly
affected by it. We can also see that because states are being pushed towards ω = µ, when the effective mass
is smaller than the chemical potential (around g̃ ∼ 2 in the plot), the density of states shifts towards the top
band, clearly showing that there are two poles interacting in that regime.

Next, we will consider a fixed g and g̃, and compute the spectral function for a range of values for µ. Considering
again these three important cases, we will analyze their behavior as a function of the chemical potential.
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Figure 5.16: Here we present a different perspective on the three cases relevant for this discussion. In (a) we have
the spread case, in (b) and (d) we have the band structure at two different g̃, and in (c) we have the situation
closest to the holographic limit.

Considering 5.16(a) in the first place, we find the normal behavior at small µ, and around the point in which
the chemical potential is large enough to affect the spectral function we see the states getting closer together
slightly above the line ω = µ. Then, when µ is large enough particles begin behaving as if they were massless,
which we can see from the increasing value of the spectral function around ω = 0 for µ > 4. At these values we
also start seeing how the bottom branch gets shifted upwards, which in this plot we can see as a bulge below
the ω = µ line.

On the other extreme, in 5.16(c) we present the near-holographic limit case. Its behavior is exactly what we
could have predicted, and no new effects are visible.

Lastly, in plots 5.16(b) and 5.16(d), we focus on the regime in which the band structure is visible. Specifically,
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in (b) the two poles are very close together thus forming only one peak. In this case when the chemical potential
crosses the peak it gets distorted, making the spectral function at the points ω = µ go to zero, however as
µ keeps increasing the peak returns back to normality, remaining mostly unaffected by the high value of the
chemical potential.

In the last plot, (d), we have increased g̃ enough for the two bands to be far away from each other, and again
we see an interesting behavior. As the chemical potential increases, the bottom branch, with two bands, merge
together in one broad peak as we would expect, since we are creating more particles than antiparticles. It
remains at roughly the same energy, mostly widening with µ.

On the other hand, the top branch keeps its band structure as µ changes, with the bottom one widening as the
chemical potential moves past its effective mass. The top band however, is being warped upwards in ω as µ
increases, crossing once the line ω = µ and then continuing right below it.

Let us compare now this last plot, (d), with (a) and (b). In (a) we see that the spectral function gets pushed
towards ω > µ, in the same way that the top band in (d) does. At the same time, in (b) we can see that even
though there is some pushing when the line ω = µ crosses the band, it remains essentially at the same energy
regardless of the chemical potential. Connecting these two behaviors then, we can see that for higher g the
density of states is mostly on the top band making the bottom one basically undetectable, while for smaller g̃
the behavior of the peak is driven by the bottom band.

To better visualize this dependence, in Figures 5.17 and 5.18 we plot the spectral function in the plane (ω, k3)
in these different situations.
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Figure 5.17: Here the spectral function in the (ω, k3)-plane is shown. In (a) we have the simple near-holographic
limit behavior. In (b) and (c) we show how the density of states is pushed upwards with increasing µ in the
spread peaks regime.

First, in (a) we show the usual behavior associated with large g that we have been seeing, nothing remarkably
different is happening here.

Next, in (b) the chemical potential is not high enough to affect the top branch, but we can already see some
effects in the bottom branch. A blurriness is noticeable, meaning that the spectral function is closer to zero, in
agreement with what we can see in plot (a) and others. From plot (a) in Figure 5.16 we can see that at µ = 1
the top branch is slightly affected by the chemical potential, but it is not visible in this plot.

Now, in plot (c) we take µ = 5/2 to show how the states concentrate right above the line ω = µ, completely
distorting the parabolic shape of plot (b). In addition, the lower branch becomes stretched and a bridge between

68



the two is clearly visible. However, the region ω > µ contains most of the volume of the spectral function, and
therefore most of the states will be found there.

The behavior shown in these plots is in perfect agreement with our predictions by analyzing Figure 5.16, plots
(a) and (c). We can move on then to the band structure case in Figure 5.18.
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Figure 5.18: Continuing with Figure 5.17’s plots, in (d), (e) and (f) we show the behavior of the band structure
for several different values of µ. Notice that in (f) we increased the chemical potential significantly, and we
had to reduce the temperature to 1

50 so that we could find the set of initial conditions associated with these
parameters.

In these three plots we can see significantly different values of the chemical potential affecting the band structure
we have been studying. Starting with plot (d), we have chosen a value for µ in between the effective masses of
both bands, showing that the bottom band is not significantly affected by the chemical potential. The negative
branch, however, is dramatically changed as the density of states has shifted from being mostly on the most
negative band to the least negative.

Then, in plot (e) we have increased the chemical potential further to µ = 4, showing that the top band is
indeed slightly above the line ω = µ. In addition, the bottom band is wider as the states are more short-lived
because the chemical potential is fairly higher than the effective mass. Notice however that its position has
barely changed with µ, and even though in other situations we would have started seeing a bridge between the
top and bottom branches that is not the case here.

Finally, dramatically increasing the chemical potential to µ = 15 shows that the top band is now below the line
ω = µ, however both bands still merge at a higher energy. At this point we can notice that the bottom branch
has slightly moved down, however particles are still behaving as massive ones as the parabolic dependence is
clearly visible.
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6 Conclusion

In this section we will briefly review what we have done in this thesis and, in general, discuss what we have
found. Then, we will present some possible outlooks of this work, both as a direct consequence of what we have
done and future developments.

6.1 Discussion

The AdS/CFT correspondence is indeed a very fruitful field of research, with a large potential for explaining
very complex systems in a straightforward manner. However, because of its intrinsic limitations there is still
much work to do, and in the future we will continue getting insights into Condensed Matter Theory because of
it.

In this thesis we applied the AdS/CFT correspondence to a very specific case: describing massive atoms in
a Fermi gas. The final goal of this approach is to describe cold atom gases, or as we have explained in the
introduction, cold Fermi mixtures. Even though the amount of work ahead of us is very significant, this is a
small step in the right direction.

Our contribution has been to introduce a static background for the bulk that encodes the information about
several parameters of the boundary theory, such as temperature and chemical potential, as well as the bare mass
of the atoms. Since we work with systems in equilibrium, we extract the information encode in the geometry
using a probe field, which we let propagate from the horizon of the black hole all the way to the boundary, where
the massive fermions propagate.

As we have seen however, correctly deriving a method to describe this bulk theory is non-trivial, and required
a development and generalization of some techniques used in simpler cases. For this we considered the case of
massless boundary fermions and recomputed it using our new method, clearly showing its advantages when we
applied it to the more general case of massive atoms.

Although, extracting this geometric information using a probe field is not enough, since we still need to compare
our results with experiments. For this we computed the Green’s function and spectral function, which we
can compare with RF spectroscopy experiments and therefore check and correlate that our results are indeed
describing the physical system. In the results we have indeed found a mass gap that depends linearly on the
parameter g̃, and the interesting behavior shown when g is small enough as an avoided crossing.

Comparing with experiments requires a good understanding of the results we have found, and that was our
goal in the last section. We considered several of the most important parameters of the theory, g, g̃, T and µ,
and analyzed how the spectral function is affected by changes in them. Moreover, we studied in depth how the
effective mass of the boundary fermions depends on those parameters, so that we understand the details of this
mechanism for introducing a mass.

6.2 Outlook

However, there is still work to do. In this thesis we have not looked at every possible parameter dependence,
for example M and q, but as we explained before they non-trivially define the scaling behavior of the boundary
operators, and therefore understanding how the theory changes in terms of critical exponents and other quantities
can give more physical insights into the procedure.

Related to this, we have given a possible explanation for the band structure we have found, but more analysis
is definitely necessary to completely understand it. Determining what are the consequences in the boundary
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theory and studying how is this behavior related to the propagation in the bulk would be good starting points,
but many others are possible.

Besides this, we have not looked at any thermodynamic quantities such as conductivity in the boundary, which
would be another way of checking this model’s predictions with experiments. Several of these can be computed
using the Green’s function, so this would be very clear next step from this thesis.

Also related to thermodynamic quantities, we focused this thesis in the static probe limit, in other words, we
considered the background geometry to be static. To describe phase transitions we need however to move away
from the probe limit. In AdS/CFT this is equivalent to considering a non-static background for the fermionic
field to propagate, that is, consider the back-reaction in the geometry. We briefly mentioned before that the
fermionic case is not as simple as the bosonic, as it requires additional considerations regarding the ground-state,
but there are several possible techniques that can be used.

In the introduction we also mentioned that we are not very interested in the relativistic behavior of atoms, but
in the non-relativistic limit of the theory. From our results we can already see that for small enough |kkk| the
spectral function reduces to what we would expect from a non-relativistic theory, but the next proper step would
be to consider the limit c→∞ and extract this behavior.

Slightly further down the road, now that we have developed a method to describe one species of massive fermions
in the boundary, the next step is to introduce another species to complete the Fermi mixture picture. It would
involve adding a new coupling operator between the fermions in the boundary, which should be dual to some
field in the boundary. Since in this case we have two Dirac fermions in the boundary, with possibly two different
masses, it would be necessary to again double the number of degrees of freedom in the bulk by introducing
another two fermionic fields, as well as possibly another scalar field.

Once we can describe interacting species of fermions in the boundary using the AdS/CFT correspondence
however, we are a step closer to start describing proper physical systems. This is clearly not a simple task, but
step by step we continue developing the necessary tools to start predicting their behavior.
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