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The fact that we live at the bottom of a deep gravity well, on the
surface of a gas covered planet going around a nuclear fireball 90

million miles away and think this to be normal is obviously some
indication of how skewed our perspective tends to be.

— Douglas Adams, The Salmon of Doubt: Hitchhiking the Galaxy One
Last Time





A B S T R A C T

In this thesis we will review and discuss the Sachdev-Ye-Kitaev (SYK)
model, its generalizations and related bulk models. We discuss the
two and four point functions, the effective action and the Schwarzian.
Also results regarding the (lack of a) current for the O(N) symmetry
and the choice of ensemble are presented. The generalizations that
we (shortly) discuss are the supersymmetric extension and the tensor
models.
The second part of the thesis consists of a discussion of a related bulk
model, called the Almheiri-Polchinski model. We review its action,
symmetries and the (black hole) solutions. In particular we general-
ize the solutions in the literature and show how these compare. The
thesis is concluded by discussing the most important open questions
in the holography of the SYK model.
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1
I N T R O D U C T I O N

1.1 origin and motivation of syk model

The Sachdev-Ye-Kitaev model was introduced by Kitaev in a series
of talks [1]. It is a simplified version of an earlier model introduced
by Sachdev and Ye [2] (hence the name). The SYK model is a quan-
tum mechanical system consisting out of N Majorana fermions with
random interactions between q fermions at the same time (usually
q = 4).

There are several key features that make this such an intriguing
model. Firstly, the 2,4 and 6 point functions are solvable at strong
coupling: at large N one can sum over all the Feynman diagrams and
obtain a closed form expression for the correlation functions. In prin-
ciple this may also be true for higher order correlation functions, but
these have (at the time of writing) not yet been computed. Secondly,
the SYK model shows maximally chaotic behaviour. This chaos is
quantified by the so called Lyapunov exponent [3]. For black holes in
Einstein gravity this exponent has the maximal value 2 π/β [4,5] with
β the inverse temperature. In fact the SYK model also saturates this
bound.
Lastly, the model has an emergent conformal symmetry. The second
and last property seem to suggest that it has a holographic dual in
some form of Einstein gravity.

Naively we could expect that the model has a full Virasoro sym-
metry group. However, the symmetry in the model is both sponta-
neously and explicitly broken. For this reason it is usually referred
to as a NCFT1 model, where the N stands for Nearly. The associated
bulk models that we will discuss have the same symmetry breaking
pattern and are referred to as NAdS2 models.

The AdS/CFT correspondence [6,7], although widely studied and
used, is still not completely microscopically understood. Due to the
ability to completely solve several important correlation functions
within SYK at strong coupling (and similar properties in the related
bulk model [8]) we can hope to better understand this duality at a
microscopic level.
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2 introduction

1.2 this thesis

In this thesis we will start by elaborately discussing the main features
of the Sachdev-Ye-Kitaev model. The level of difficulty is aimed at a
beginning graduate student with a solid basis in quantum field the-
ory, general relativity and a short introduction to AdS/CFT (e.g. the
first chapters of [9]).

Subjects that we will discuss include the most important aspects
of the model such as the two and four point functions, the effective
action and the Schwarzian action. Apart from this we also shortly
discuss the O(N) symmetry with its associated (lack of a) conserved
current and how important the choice of the disorder average is. In
particular we show that a large class of ensembles can reproduce the
entire diagrammatic structure.

We also shortly discuss the supersymmetric version and tensor SYK
models. In the second part of the thesis we discuss a dilaton grav-
itational model believed to be closely associated to the exact bulk
dual (which is not currently known) of SYK: the Almheiri-Polchinski
model. In this section we will see the similarities between the two
models. We will also discuss in detail black hole solutions of this
model. In particular we extend the work of [8] by considering the
most general (black hole) solutions possible and show how these re-
late to those in [8] itself.

1.2.1 Conventions

Although we will mention mostly in the text when we use a particu-
lar convention for an easy overview we mention the most important
ones here.

Throughout the thesis we will use the convention that  h = c = kb =

1. In the second part of the thesis we will also adopt the units in which
the AdS radius is equal to one. We will also almost always work in
Poincare coordinates such that z = 0 corresponds to the boundary of
the spacetime.

Lastly, we shall often identify a SL(2, R) symmetry by the invari-
ance under fractional transformations as:

τ 7→ aτ+ b

c τ+ d
(1)

Where a,b, c,d ∈ R and ad− bc = 1. Strictly speaking this is of
course a quotient of SL(2, R) by Z2 due to the invariance of (a,b, c,d) 7→
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(−a,−b,−c,−d). But since we rarely (if ever) will need the differ-
ence between these two we shall call these fractional transformations
SL(2, R) transformations.





Part I

T H E S Y K M O D E L

This part discusses the SYK and SYK-like models. We first
give an introduction to the model as it was introduced
by Kitaev. We discuss first the two point function, the
four point function, the effective action and the O(N) sym-
metry. We conclude this first chapter by discussing the
reparametrizations and the associated Schwarzian action.
The next three (shorter) chapters will discuss generaliza-
tions of the SYK model. Firstly we will consider choos-
ing a different ensemble and note how this changes the
model. Secondly we introduce the supersymmetric SYK
model and lastly we discuss SYK tensor models.





2
T H E S A C H D E V- Y E - K I TA E V M O D E L

In this chapter we will introduce the Sachdev-Ye-Kitaev (SYK) model.
In particular we start by introducing the Hamiltonian, the disorder
average and derive the equation of motion.
Afterwards we will discuss the two point function, for both free Ma-
jorana’s and in the full interacting theory. In the limit of large N (’t
Hooft limit) and the IR limit we can obtain an expression for this full
two point function. After deriving these fundamental properties of
the model we discuss yet another: the O(N) symmetry that arises af-
ter performing the disorder average.
Once we have done this we will discuss an exact rewriting of our the-
ory in terms of a non local action. This will allow us to discuss the
theory of reparametrizations in the SYK model, describing the sym-
metry breaking process of the emergent conformal symmetry.

2.1 introduction to sachdev-ye-kitaev model

The SYK model [1] is a simplified version of the Sachdev-Ye model [2].
The model contains N Majorana fermions that randomly interact with
q ∈ 2Z other Majorana fermions. In particular we will first discuss
the case q = 4 where four fermions interact with each other. The
Hamiltonian is then given by:

H =
1

4!

∑
ijkl

Jijkl χi χj χk χl , (2)

where χ denote the Majorana fermions, which obey the commu-
tation relations:

{
χi,χj

}
= δij. Furthermore we have that Jijkl is a

completely anti-symmetric in all its indices (which follows from H

being Hermitian and the anti commutation of the χ fields).
From H we also obtain the following Lagrangian:

L =
1

2
χj
d

dτ
χj −H . (3)

We see from here that the fermions χ have dimension 0 and the
coupling in the Hamiltonian (for any q) has dimension 1. Hence, the
coupling Jijkl has the dimension of an energy scale. From this La-
grangian we can also derive the equation of motion for χi by simply
using the Euler Lagrange equations (and using the anti-commutation
relations):

7



8 the sachdev-ye-kitaev model

χ̇i =
1

3!
Jiklmχ

k χl χm . (4)

Lastly, the model has so-called quenched disorder where the cou-
plings Jijkl are randomly drawn from the distribution [1]:

P(Jijkl) =

√
N3

12 π J2
exp

(
−N3 J2ijkl
12J2

)
. (5)

Where J is thus the dimension 1 (energy) parameter that character-
izes the distribution. To find the average 〈Jnijkl〉 (n ∈ Z+) we simply
integrate over the probability distribution: (note that there is no sum
in the expression below)

〈Jnijkl〉 =
∫
d(Jijkl) J

n
ijkl P( Jijkl ) . (6)

This yields us the two results:

〈Jijkl〉 = 0 , (7)

〈J2ijkl〉 =
3! J2
N3

. (8)

We will also use A to denote the same averaging.

2.2 two point functions

In this section we will discuss the two-point function. First we con-
sider the free two-point function and afterwards we will discuss the
self energy in the large N limit. Using strong coupling we can obtain
an expression for the full two point function.
We then consider the conformal symmetry of the equations. Using
this symmetry we can also obtain a result for finite temperature.

2.2.1 Free Majorana particles

We will consider the two point functions in Euclidean time such that
we can later on easily consider the case of finite temperature. In this
formalism the two point function is defined as:

Gij(τ) ≡ 〈T χi(τ)χj(0)〉 = 〈χi(τ)χj(0) 〉 θ(τ) − 〈χi(0)χj(τ) 〉 θ(−τ) . (9)

By introducing (anticommuting) sources and using (3) we obtain
the generating functional for a free fermion as:
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Figure 1: These diagrams will contribute at leading order in N. The dotted
line indicates the disorder average which forces the indices to be
equal. Note that the indices in the loops are summed over.

Z0[J] =

∫
Dχ1 Dχ2 . . .DχN e

−
∫
dτ( 12 χj

d
dτ χj)+

∫
dτχj Jj . (10)

We then compute the free two point function:

G0,ij(τ) =
δ

δJi(τ)

δ

δJj(0)
ln (Z0 [J])

∣∣∣
J=0

(11)

=
δ

δJi(τ)

[(
1

2

∫
dτ ′′∆(−τ ′′) Jj(τ

′′) −
1

2

∫
dτ ′ Jj(τ

′)∆(τ ′)

)
(12)

× exp
(
1

2

∫
dτdτ ′Jk(τ)∆(τ− τ

′) Jk(τ
′)

)]∣∣∣
J=0

.

(13)

Now we need simply an expression for ∆(τ),

∆(τ) = lim
ε→0

1

2πi

∫∞
−∞ dω

e−iωτ

ω+ iε
= −θ(τ) .

The most right-hand side can be proven using contour integration.
Using this result we find that the two point function for a free Majo-
rana fermion is:

G0,ij(τ) =
1

2
sgn(τ) δij , (14)

G0,ij(ω) = −
1

iω
δij , (15)

where we also gave the Fourier transform.

2.2.2 Disorder average and large N

We now consider also the interactions and find an expression for the
self energy (1PI). Due to the disorder average and the large N limit
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many diagrams will be suppressed and we can find a simple expres-
sion for the self energy.
Consider for example the diagram in Fig 1 which will contribute at
leading order. Note that the dotted line stands for the disorder aver-
age. The expression for the leftmost diagram is:

C
(4!)2

∑
jkl
mno

〈Jijkl Jimno〉G0,jm(τ1, τ2)G0,kn(τ1, τ2)G0,lo(τ1, τ2) =

= J2G0(τ1, τ2)3 , (16)

where we made use of (8) and the combinatorial factor C =
(
4
3

)(
4
3

)
3!.

Note however, that there exist also diagrams that don’t contribute
at this order. For example take the diagrams in Fig 2 which can be
checked to contribute as 1

Nd
with d 6= 0.

We can now generalize the expression for the self energy by realiz-
ing that the only kind of diagrams that contribute are those similar
to (16). The diagrams need in general to have a disorder average over
their "incoming" and "outgoing" lines and the lines must not cross
any other lines in the diagram. We can thus construct the full two
point function as shown in Fig 3. It is obvious that in this case the
total expression for the self energy becomes [10,11]:

Σ(τ1, τ2) = J2G(τ1, τ2)3 , (17)

where G now denotes the full two point function.
We can of course also express the two point function as a sum of

all the 1PI diagrams as:

1

G(ω)
= −iω− Σ(ω) . (18)

Together, (17) and (18) completely determine the full two point
function. We can solve these equations in the strong coupling (or low
energy) limit.

2.2.3 Strong Coupling Limit

In this limit we may ignore the first term that appears in (18) and
hence we can obtain the following equation:

∫
dτ ′G(τ, τ ′)Σ(τ ′, τ ′′) = −δ(τ− τ ′′) . (19)

Which, by using (17), becomes (notice the familiarity with the Schwinger-
Dyson equations)
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Figure 2: Here we show two diagrams that do not contribute at leading or-
der in N the left diagram will contribute at N−5 and the right
diagram as N−1.

= + + . . . + + . . . 

Figure 3: The full two point function is denoted by the line with the box. On
the right side we omitted the dotted lines indicating the disorder
averages. They are however all implemented in the same manner
as shown in Fig 1.

J2
∫
dτ ′G(τ, τ ′)G(τ ′, τ ′′)3 = −δ(τ− τ ′′) . (20)

We can now make an ansatz for G by using the conformal symme-
try (which will be discussed below) and the form of G0 [9,11]:

Gc(τ) = A
sgn(τ)

|τ|2∆
, (21)

where A and ∆ are constants and the subscript c denotes the con-
formal limit. Indeed we can check that the expression is invariant un-
der SL(2, R) transformations. Plugging this into (20) gives (assuming
translation invariance):

J2A4
∫
dτ ′

sgn(τ− τ ′)

|τ− τ ′|2∆
sgn(τ ′ − τ ′′)

|τ ′ − τ ′′|6∆
. (22)

Now we can make use of the Fourier transform [11]:

sgn(τ)

|τ|2∆
=

∫
dω

(2π)
e−iωτC(2∆) |ω|

2∆−1 sgn(ω) , (23)

where C(a) is given by:
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C(a) = i 21−a
√
π
Γ(1− a

2 )

Γ(12 +
a
2 )

.

Using this Fourier transform we get the following equation:

J2A4

(2π)
C(2∆)C(6∆)

∫
dωe−iω(τ−τ ′′) |ω|

8∆−2 . (24)

So we see that we should use in this case ∆ = 1
4 . In fact, when we

have a q-point interaction (so in our case q = 4) we will find that
∆ = 1

q , [11]. By considering the right-hand side of (20) we fix the
constant A. We find thus the following result for the full two point
function (in the strong coupling limit):

G(τ) =

(
1

4π J2

) 1
4 sgn(τ)√

|τ|
. (25)

2.2.4 Conformal Symmetry and Finite Temperature

Conf(R) ∼=
Diff(R) follows

from the fact that
there is no notion of

an angle in 1D.
Every smooth

transformation is
conformal.

There is one interesting consequence of taking the IR limit for the
equations defining the full two point function, emergent conformal
symmetry. We can see that (20) has Conf(R1) ∼= Diff(R1) symmetry
as follows:
Suppose that G(σ,σ ′′) solves the equation:

J2
∫
dσ ′G(σ,σ ′)G(σ ′,σ ′′)3 = −δ(σ− σ ′′) .

We now let σ = f(τ) such that we obtain:

J2
∫ ∣∣∣∣ dfdτ ′

∣∣∣∣dτ ′G(f(τ), f(τ ′))G(f(τ ′), f(τ ′′))3 = −
1

|f ′(τ ′′)|
δ(τ− τ ′′) , (26)

where we used that δ(f(x) − f(x0)) = 1
|f ′(x0)|δ(x− x0). It now be-

comes clear that this is equal to (20) if (and only if):

G(τ, τ ′) =
∣∣f ′(τ) f ′(τ ′)∣∣∆ G(f(τ), f(τ ′)) , (27)

where in our current case ∆ = 1
4 . So we find that (20) is invariant

under the reparametrization group Diff(R).

The symmetry is however spontaneously broken by the explicit
solution for G in (25). It is obvious that this no longer has the full
symmetry group but instead is only invariant under the subgroup
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SL(2, R).

This spontaneous breaking of the full Virasoro symmetry is part
of a key ingredient of SYK models that will be discussed below in
Section 2.6.

For now, let us realize that we can use this to compactify the do-
main to, for example, S1. We pick f(τ) = e2πit/β [4] such that we
map the line into the circle, and hence obtain a result for finite tem-
perature:

Gβ(τ) = −
π
1
4

√
2β J

1√
sin(πτβ )

sgn(τ) . (28)

2.2.5 SL(2, R) breaking (non-conformal) corrections

In some cases further on we will need corrections to the conformal
propagators computed above (valid in the IR limit). In order to find
these we note that the true full two-point function interpolates be-
tween the sgn(τ) in the UV and the conformal expression above in
the IR.
An example of this (but of course not the correct result) is [10]:

G(τ) = c
sgn(τ)

(|Jτ|+ 1)2∆
,

with c ∈ R and ∆ is as usual 1q . For the correct result one would
have to solve (17) and (18) without taking the IR limit.
We can however use this formula above to compute the leading cor-
rection to the conformal propagator in the case J|τ| � 1. To do this
we simply Taylor expand:

G(τ) = c
sgn(τ)

(J|τ|)2∆ (1+ 1
J|τ|)

2∆
= c

sgn(τ)
(J|τ|)2∆

(
1− 2∆

1

J|τ|
+ . . .

)
. (29)

So in the case q = 4 we see that the leading order correction is
−12

1
J|τ| . It is important to see that this correction (from the UV) explic-

itly breaks the remaining SL(2, R) of the original conformal propaga-
tor.

2.2.6 The Case q=2

Before we continue on with the q = 4 model we discuss quickly the
case q = 2. In this case we have only two particle interactions and
hence (18) and (17) reduce to:
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Σ(τ1, τ2) = J2G(τ1, τ2)
1

G(ω)
= −iω− Σ(ω) (30)

In this case we see that it just reduces to a quadratic equation for
G(ω) which we can solve by

G(ω) =
iω

2J2

(
−1+

√
1+ 4

J2

ω2

)
= ,

=
−2

iω+ i sgn(ω)
√
ω2 + 4J2

. (31)

Which agrees with [11]. The above result is valid only in the large
N limit. As it turns out the q = 2 model can be solved for finite N by
also summing also all diagrams where the disorder average dotted
lines cross each other [12].

2.3 four point function

In this section we advance towards the four point function. The result
(under certain conditions) will also have a relatively easy expression
but the calculation is much more involved. This is the reason that we
will not reproduce the entire calculation but instead give an overview
of the derivation and results. Nevertheless, after reading this section
most important steps and results will be understood. We will follow
the approach as it can be found in [11]. For a complete computation
involving all details see [10,11].
In the last subsection we will also very briefly mention the six point
function, that was computed by Gross and Rosenhaus [13].

2.3.1 Ladder diagrams

Following the notation of [11] we consider the averaged four point
correlation function as:

1

N2

N∑
ij=1

〈T
(
χi(τ1)χ

i(τ2)χ
j(τ3)χ

j(τ4)
)
〉 = G(τ12)G(τ34) +

1

N
F+ . . . . (32)

Note that the indices are forced to come in pairs by the disorder
average (as one can easily check). The first term on the right is the
disconnected part that has aligned indices. The second term is the
first in a power series in 1

N . All the diagrams contributing at this or-
der are ladder diagrams as shown Fig 4. Any other diagram will be
suppressed by higher powers of 1

N , which can be checked using the
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+ ++ ...

1 3

2 4

Figure 4: These diagrams represent the F term in the expansion for the four
point function (32). The dotted lines indicate the disorder average.
The numbers denote the time (1 = τ1 etc.). Of course, also the
diagrams with 3↔ 4 should be included with a minus sign.

=

Figure 5: The kernel (leftmost diagram) acting on a diagram adds one ’rung’
to the ladder. In this way we can generate all ladder diagrams
in the expansion. Note we omitted the disorder average lines for
clarity.

Feynman rules and the disorder average properties.

Since we have only ladder diagrams we can follow the standard
technique for summing all of these by introducing a so called kernel
[11], see Fig 5. We can find the explicit expression for the kernel for
arbitrary q:

K(τ1, τ2, τ3, τ4) = −J2 (q− 1)G(τ1, τ3)G(τ2, τ4)G(τ3, τ4)q−2 , (33)

where G denotes two point function and q− 1 arises as combina-
torial factor. The kernel acts on a ladder diagram by adding a ’rung’,
see again Fig 5.

By using the kernel we see that any ladder diagram is obtained by
consecutive multiplications of the kernel on the lowest order diagram.
We call this diagram F0, the leftmost (disconnected) diagram in Fig 4

minus the same diagram with τ3 ↔ τ4. Hence we can find an explicit
expression for F by the simple geometric series:

F =

∞∑
n=0

Fn =

∞∑
n=0

KnF0 =
F0

1−K
. (34)

Here we have inverted the matrix K. In order to understand how to
do this properly we have to diagonalize K. But as it is defined right
now, (33), it is not symmetric under (τ1, τ2) ↔ (τ3, τ4). Hence we
define the ’symmetric kernel’ as follows:

K̃(τ1, τ2, τ3, τ4) = −J2(q− 1) |G(τ1, τ2)|
q−2
2 G(τ1, τ3)

×G(τ2, τ4) |G(τ3, τ4)|
q−2
2 . (35)
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This has the required symmetry and is enough to show that K has a
complete set of eigenvectors. The actual inverting is the technical part
of the computation and for details we refer to [10,11]. This concludes
the discussion of the Feynman diagrams and we now move on to the
result of the computation.

2.3.2 Conformal four point function

The final result for the computation of F as found in (32) in the IR
limit is as follows [11]:

F = Fc +Fh=2 , (36)

where Fc denotes a conformal contribution and Fh=2 a non-conformal
contribution.

Naively we would expect the following. Since we have emergent
conformal symmetry in the IR the four point function should reduce
to a sum over conformal blocks (see Section 2.3.2.1) multiplied by the
SL(2, R) invariant cross section:

χ =
τ12 τ34
τ13 τ24

. (37)

There is however one problem, SYK is merely a ’nearly’ CFT [11]. In
the IR we find that there exist several Goldstone modes associated to
the spontaneous symmetry breaking (cf. Section 2.2.4). We will show
later, Section 2.6.2.2 and Section 2.6.3, that these modes have eigen-
value 1 of the kernel K. Considering the expression (34) this can be
seen to be a problem, since it will diverge.

It is this divergence that reminds us that we have a ’nearly’ CFT
in the IR and it is the origin of the non conformal term above. It
arises because we will have to introduce non conformal corrections
to the result that cancel this divergence (cf. Section 2.2.5). These non
conformal corrections are expected in any ’nearly’ CFT and are thus
not unique to SYK [13]. In the rest of the section we will focus on the
conformal part of (36). We therefore first review some basic aspects
of conformal blocks and the relation to the two fermion OPE.

2.3.2.1 Recap conformal blocks and two point OPE

In this section we very shortly recap the main results for a four point
function in a CFT that we shall need below. For a more thorough
introduction and proofs of the results stated here see [14,15]. In this
section we will assume that we have an arbitrary two dimensional
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CFT.

Let us begin by stating the general form of the OPE of two (quasi)
primary fields O1 and O2:

Oi(z, z)Oj(w,w) =
∑
p

∑
{k,k}

C
p
ij

β
p,{k}
ij β

p,{k}
ij O

{k,k}
p (ω,ω)

(z−ω)hi+hj−hp−K (z−ω)hi+hj−hp−K
, (38)

where {k,k} labels all the descendant fields in the conformal family
of O. The β and β denote constants that can be completely fixed by
the Virasoro symmetry. All the hk denote the conformal weights of
Ok and K =

∑
i ki.

Lastly, the coefficients Cpij are the only unknown parameters, called
the structure constants of the primary fields. They are related to the
normalization of the three point function which is not fixed by con-
formal invariance.

Now consider an arbitrary four point function of four primary
fields as:

G(z1, z1, . . . , z4) = 〈Oi(z1, z1)Oj(z2, z2)Ok(z3, z3)Ol(z4, z4)〉 . (39)

Since we have (quasi) primary fields we always have the SL(2, R)×
SL(2, R) symmetry (holomorphic and antiholomorphic part). This
means the four point function may only depend on crossing ratios:

χ =
z12 z34
z13 z24

, (40)

and a similar χ. This follows by using the SL(2, R) symmetry to
map z1 7→ 0, z2 7→ x, z3 7→ 1 and z3 7→ ∞ (and similar for the anti-
holomorphic part).

We may then use our above expression for the general form of
the OPE, (38), and (for example) plug this in for the combinations
Oi(z1, z1)Oj(z2, z2) and Ok(z3, z3)Ol(z4, z4). As a result the four point
function can then be written as:

G(z1, z1, . . . , z4) =
∑
p

C
p
ijC

p
lm Flmij (p|χ)F

lm
ij (p|χ) , (41)

where the Cpij are again the coefficients in the OPE, (38). The con-
tributions of the descendants in the OPE yield the holomorphic and
antiholomorphic factors F and F. These are called conformal blocks,
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Figure 6: Four point functions in CFTs decompose into conformal blocks.
The coefficients Cpij arise from the OPE and the figure represents
the conformal block. The middle line, labeled p, denotes the inter-
mediate descendant fields in the conformal family.

see also Fig 6. These are in general quite complicated factors but de-
pend only on the cross ratio, the conformal weights of the involved
operators and the central charge.

In the case of SYK we will have of course only one conformal block
instead of a holomorphic and antiholomorphic one (since we have
only one dimension). More explicitly, there is then only one cross
ratio which depends on τ. So there will be one conformal block, de-
pendent on the coordinate τ.

2.3.3 Result conformal contribution

The result for the conformal contribution to the four point function
(in the IR) is as follows [11] (see also a convenient summary in [13]):

Fc(τ1, τ2, τ3, τ4) = G(τ12)G(τ34)
∞∑
n=1

c2n χ
hn
2F1(hn,hn, 2hn,χ) , (42)

where 2F1 denotes a hypergeometric function, cn are the OPE coef-
ficients (we will see below) and χ denotes the cross ratio (37). So we
see that the four point function is written as a sum over conformal
blocks of operators with dimension hn.

The hn are the values of h for which the eigenvalue of the kernel
operator, (33), is equal to one. These eigenvalues are denoted by kc
and hence the above boils down to kc(hn) = 1. The complicated
expression for kc is found to be [11]:

kc(h) = −(q− 1)
Γ
(
3
2 −

1
q

)
Γ
(
1− 1

q

)
Γ
(
1
2 +

1
q

)
Γ
(
1
q

) Γ
(
1
q + h

2

)
Γ
(
1
2 +

1
q − h

2

)
Γ
(
3
2 −

1
q − h

2

)
Γ
(
1− 1

q + h
2

) . (43)
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Using that z Γ(z) = Γ(z+ 1) one can easily derive that if h = 2 the
kc(h = 2) = 1 regardless of q. Hence it has always got this eigenvalue.
The sum in (42) contains all the hn with hn > 2 since the h = 2 is
taken care of in the non conformal part in (36).

Let us now state the OPE for the two Majorana fermions [11,13]:

1

N

∑
i

χi(τ1)χi(τ2) =
1√
N

∑
n

cn
sgn(τ12)
|τ12|2∆−hn

On

(
τ1 + τ2
2

)
, (44)

where cn denote the OPE coefficients and O the primary descen-
dants of the χ fields (see next section for an explicit expression). The
OPE coefficients cn can be computed to be:

c2n =
2q

(q− 1)(q− 2) tan πq

(hn − 1
2)

tan(πhn2 )

Γ(hn)
2

Γ(2hn)

1

k ′c(hn)
, (45)

where k ′c denotes the derivative of the quantity defined in (43).

Lastly, one may wonder if there is a general expression for the hn.
As it turns out we can solve (43) exactly in the large q limit such that
we obtain:

hn = 2n+ 1+ 2εn , εn =
1

q

2n2 +n+ 1

2n2 +n− 1
, (46)

where n > 1 and q � 1. We have now a complete expression
for the four point function as seen in (42) (plus the nonconformal
contribution). We can however take short time limits in the expression
and obtain a simpler form for the expression, as we will now show.

2.3.4 Short time limits

By considering the hypergeometric function 2F1(a,b, c, x) near x = 0

we find:

2F1(a,b, c, x) ≈ 1+ abx
c

+O(x2) . (47)

Hence when we take x → 0 we can replace the hypergeometric
function by 1. This yields the idea to take the short-time limit |τ12|�
1 such that we obtain:

Fc(τ1, τ2, τ3, τ4) = G(τ12)G(τ34)
∑
n

c2n

∣∣∣∣τ12τ34τ23τ24

∣∣∣∣hn . (48)
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We can then also take |τ34|� 1 we get:

Fc(τ1, τ2, τ3, τ4) = G(τ12)G(τ34)
∑
n

c2n
|τ12|

hn |τ34|
hn

|τ24|2hn
. (49)

Indeed we see again that, as we expect from our recap section, the
four point function is the sum of two point functions of descendants
appearing in the χiχi OPE.

These operators On have the following form [11,13]:

On =
1√
N

N∑
i=1

2n+1∑
k=0

dnk ∂
k
τ χi ∂

2n+1−k
τ χi . (50)

Where the coefficients are chosen such that it is a primary field, see
[13] for the explicit expression (we will not need it for the remainder
of the section). It can also be seen that these bilinear operators are
O(N) invariant.

Lastly, we can find the explicit expression for 〈On(τ)Om(τ ′)〉 by
considering the fermion OPE ((44)) in the limit where τ1+τ2

2 is small
(we follow the notation of [13]):

1

N

∑
i

χi(τ1)χi(τ2) =
1√
N

∑
n

cn Cn(τ12,∂2)On(τ2) , (51)

where Cn is given by:

Cn(τ12,∂2) = G(τ12) |τ12|hn
(
1+

1

2
τ12∂2 + . . .

)
. (52)

So by using the OPE in this limit (|τ12|� 1) we obtain:

Fc =
∑
n,m

cn cm Cn(τ12,∂2)Cm(τ34,∂4) 〈On(τ2)Om(τ4)〉 . (53)

If we then compare with the previously derived expression (49) we
conclude:

〈On(τ2)Om(τ4)〉 =
δn,m

|τ24|2hn
. (54)

Now in conclusion: the conformal contribution to the four point
function is found in (42) and the short time limit yields (49).
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2.3.5 Lyapunov behaviour

As mentioned in the introduction, the SYK model saturates the chaos
bound. Let us shortly mention how this arises in the four point func-
tions. This chaos bound (see [3]) can be found using an out of time
order correlation function. In particular one can consider two Hermi-
tian operators V and W separated by a time distance t. The chaos can
then be investigated by [3]:

F(t) = tr [yW(t)yV(0)yW(t)yV(0)] , (55)

where y = ρ(β)1/4. So the thermal density matrix is split into the
four factors of y. One may then furthermore show that for a large N
CFT holographically described by Einstein gravity [3]:

F(t) = f0 −
f1
N2

exp
(
2π

β
t

)
+O(N−4) . (56)

Then the conjecture is that chaos in thermal quantum systems (with
many degrees of freedom) can never develop faster than this above
result (the Einstein gravity result). In chaotic systems the correlators
are expected to grow exponentially [16]:

Fd − F(t) ∝ exp (λL t) , (57)

where λL the Lyapunov exponent and Fd is the product of the dis-
connected correlators. This is introduced since due to translation in-
variance it will be time independent. Furthermore, at some time (be-
tween the ’scrambling’ time and the ’dissipation’ time, see [3]) we
have that F(t) ≈ Fd. The conjecture is then stated as:

d

dt
(Fd − F(t)) 6

2π

β
(Fd − F(t)) . (58)

Or in terms of the Lyapunov exponent:

λL 6
2π

β
. (59)

As it turns out the SYK saturates this bound. Unfortunately this
requires considering the h = 2 (non conformal) contribution to the
four point function, see (36). In particular we would consider:

Tr
[
yχi(t)yχj(0)yχi(t)yχj(0)

]
. (60)
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Figure 7: Here are the two contributing diagrams for the six point function.
These are referred to as ’contact’ and ’planar’ diagrams respec-
tively. Figure from [13].

Then, as derived in [11], the h = 2 contribution will yield a factor
in the four point function as:

Cβ J

(
1−

π

2
cosh

2πt

β

)
, (61)

where C is a constant (see [11]). Then we see indeed the exponen-
tial behaviour with a Lyapunov exponent λL = 2π

β , such that SYK
saturates this bound.

2.3.6 Six Point Function

Let us now briefly mention the calculation of the six point function
as done in [13]. The contributions to this correlation function consist
out of two diagrams as shown in Fig 7.
The goal is to extract information of the interaction between three of
the O(N) invariant operators ((50)):

〈On(τ2)On(τ4)On(τ6)〉 . (62)

Where, as before, short time limits have been taken. One can then
use the AdS/CFT dictionary to map these interactions to cubic in-
teractions in the bulk. The final result they obtain for the six point
function is in the form of a complicated triple sum over binomial
coefficients [13].

2.4 effective action

Now that we have discussed all the basic properties of the model we
find a path integral representation over bilocal fields for the partition
function. This can be used to find the free energy, the entropy and
might be a good starting point for a holographic interpretation of the
theory [11]. We note that the computation below also has a general-
ization including certain ’flavours’ of χ’s, see [12].
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Now, in order to find the free energy (or action) we would use
naively −βF = logZ. Due to the disorder averaging, however, we
have to consider Z, and for the free energy F = logZ. The problem
that arises now is that logZ 6= log(Z) in general.

The solution to this problem is the so called replica trick (see [17]
for an introduction). This is most intuitively stated as:

logZ = lim
n→0

Zn − 1

n
. (63)

This is proven by simply using l’ Hôpital’s rule for the limit on the
righthand side. The main idea of this equality is that we now have
to calculate the disorder average over n copies of Z instead of the
logarithm. This means the disorder average will boil down to doing
Gaussian integrals.
The replica trick can also be written in a more useful way for us:

logZ = lim
n→0

1

n
log
(
Zn
)

, (64)

which is proven by noting that in the righthand side n is small such
that:

lim
n→0

1

n
log
(
Zn
)
' lim
n→0

1

n
log
(
1+n logZ

)
' logZ , (65)

where in the first step we used An ' 1+ n logA and that b = b

for all b ∈ R. In the second step we expanded the logarithm around
n = 0. Finally we explicitly computed the limit such that only logZ
remains, since higher order terms would be proportional to n.

Following the above idea we will now compute the disorder aver-
age of M copies of the partition function.

ZM =
∫
Dχαi DJijkl exp

{
−a
∑
ijkl

J2ijkl

}
(66)

× exp

{
−
M∑
α=1

∫
dτ

(
1
2

∑
i

χαi
d
dτχ

α
i − 1

4!
∑
ijkl

Jijkl χ
α
i χ

α
j χ

α
k χ

α
l

)}
,

Where the bar denotes the disorder average, α denotes the replica
index and a is as in (5).

2.4.1 Gaussian Integral over J

We can now perform the integral over the coupling Jijkl since it is a
Gaussian:
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∫
DJijkl exp

∑
α

∑
ijkl

[
1

4!

∫
dτ Jijkl χ

α
i χ

α
j χ

α
k χ

α
l − a J2ijkl

] =

exp

12 J2N4 ∑
αβ

∫
dτ1 dτ2

(
N∑
i=1

1

N
χαi (τ1)χ

β
i (τ2)

)4 . (67)

In general there would be a constant c ∈ R in front of the second
line due to the normalization of a Gaussian integral. By the usual
approach we have absorbed this into the measure.
In order to get the correct numerical factor in the exponential it is
important to note that for any fixed {i, j,k, l} (e.g. pick them out of
{1, 2, 3, 4}) there exist 4! terms. This follows from the asymmetry in
Jijkl and the anticommutation of the χ fields. So in general one would
find as factor:

a 4!
4 (4!)2 a2

=
1

2

J2

4N3
.

In the case for general q interactions the factor changes by letting
4! 7→ q!, since then one has q indices in the coupling. Lastly, we have
included the factor 1

N in the brackets such that we can make a conve-
nient definition of a collective field later on.

Having completed the Jijkl integral we have now the following
expression for ZM:

ZM =
∫
Dχαi exp

{
−12

(
M∑
α=1

N∑
i=1

∫
dτ χαi

d
dτχ

α
i

− J2N
4

∑
αβ

∫
dτ1 dτ2

(
N∑
i=1

1
Nχ

α
i (τ1)χ

β
i (τ2)

)4)}
. (68)

2.4.2 Bilocal Fields

We see now that in (68) there exists a manifest O(N) symmetry by
χi χ

i → χ OT O χ = χi χ
i. This symmetry will be discussed in more

detail in next section (Section 2.5). For now it leads us to introduce
the bilocal field:

G̃αβ(τ1, τ2) =
1

N

N∑
i=1

χαi (τ1)χ
β
i (τ2) .

In order to introduce this into our partition function we need a
delta function, which we can write as a path integral (think of the
analogous δ(x) =

∫
dkeikx ):
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δ

(
G̃αβ(τ1, τ2) − 1

N

N∑
i=1

χαi (τ1)χ
β
i (τ2)

)
∝ (69)∫

dΣ̃αβ(τ1, τ2) exp
{
−N2 Σ̃

αβ(τ1, τ2)
(
G̃αβ(τ1, τ2)−

1
N

N∑
i=1

χαi (τ1)χ
β
i (τ2)

)}
,

where now Σ̃αβ(τ1, τ2) acts as a Lagrange multiplier. So inserting
this gives us the following expression:

ZM =
∫
DχiDG̃

αβDΣ̃αβ exp

{
−

M∑
αβ=1

N∑
i=1

1
2

∫
dτ1 dτ2

[
χαi (τ1)

×
(
δαβδτ12 ∂τ − Σ̃

αβ(τ1, τ2)
)
χ
β
i (τ2)

]
(70)

− 1
2

∑
αβ

∫
dτ1 dτ2

(
NΣ̃αβ(τ1, τ2) G̃αβ(τ1, τ2)−

J2N
4

(
G̃αβ(τ1, τ2)

)4)}
,

where we used the notation δτ12 = δ(τ1 − τ2).

2.4.3 Integrating out the fermions

We see that (70) has now a quadratic dependence on the Majorana
fields χ. This is a Gaussian integral such that we can use the standard
result for Grassmann integrals except we now get a square root (think
of the analogue between complex and real scalar fields):

∫
Dχαi exp

{
−

M∑
αβ=1

N∑
i=1

1
2

∫
dτ1 dτ2

[
χαi (τ1)

(
δαβδτ12 ∂τ−

Σ̃αβ(τ1, τ2)
)
χ
β
i (τ2)

]}
=

= exp

{
N
2

∑
αβ

log det
(
δαβ∂τ − Σ̃

αβ
)}

.

This gives us then the following expression for the partition func-
tion:

ZM =
∫
DG̃αβDΣ̃αβ exp

{
N
2

∑
αβ

log det
(
δαβ∂τ − Σ̃

αβ
)}

(71)

× exp

{
1
2

∑
αβ

∫
dτ1 dτ2

(
NΣ̃αβ(τ1, τ2) G̃αβ(τ1, τ2)−

J2N
4

(
G̃αβ(τ1, τ2)

)4)}
.
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The last step is to assume a replica symmetric saddle point G̃αβ =

δαβG̃. This is a valid assumption when we do not expect any spin-
glass solutions [2,18]. By this procedure we get rid of all the α and β
indices and it yields:

ZM =

∫
DG̃DΣ̃ exp {−MSeff} , (72)

where Seff is now given by:

Seff = −N2 log det
(
∂τ − Σ̃

)
(73)

+12
∫
dτ1 dτ2

(
NΣ̃(τ1, τ2) G̃(τ1, τ2) − J2N

4

(
G̃(τ1, τ2)

)4)
.

Note that if we vary Σ̃ or G̃ we obtain (18) or (17) respectively. This
shows us that we have found an exact rewriting of our theory in terms
of path integrals over bilocal fields.

The computation for a general q-pt interaction is completely analo-
gous to above and yields as a final result (see also [11,12]):

ZM =
∫
DG̃DΣ̃ exp

{
M N

2 log det
(
∂τ − Σ̃

)}
(74)

× exp
{
−M2

∫
dτ1 dτ2

(
NΣ̃(τ1, τ2) G̃(τ1, τ2)−

J2N
q

(
G̃(τ1, τ2)

)q)}
.

Lastly, we can now compute the leading order contribution to the
free energy by evaluating at the saddle point and using our starting
point (64) (which exactly divides away the M):

−βF
N = 1

2 log det (∂τ − Σ) − 1
2

∫
dτ1 dτ2 [Σ(τ1, τ2)G(τ1, τ2)− (75)

J2

q G(τ1, τ2)q
]

.

2.5 O(N) symmetry

As a first application of the effective action we will discuss the O(N)

symmetry in the theory. Here we will consider when it arises and
discuss the (lack of a) conserved current.

2.5.1 Without interactions

In this section we will shortly discuss the case of the free Majorana
fermion to recap the procedure to find a conserved current associated



2.5 O(N) symmetry 27

to a continuous symmetry. In this case we will simply have an action
as:

S =
1

2

∫
dτ χi(τ) χ̇

i(τ) . (76)

We now take an O(N) transformation as χi 7→ Oi j χ
j such that

infinitesimally:

δχi = ξa (T
a)ij χ

j +O(ξ2) , (77)

where now ξa is a (constant) parameter and Ta denote the genera-
tors of O(N). We can then vary the action:

δS =
1

2

∫
dτ
(
δχi(τ) χ̇

i(τ) + χi(τ) δχ̇
i(τ)

)
= (78)

=
1

2

∫
dτ

(
ξa (T

a) j
i χj(τ) χ̇

i(τ) + χi(τ)
d

dt

(
ξa (T

a)i j χ
j(τ)

))
= 0 .

In the last step we use the antisymmetry of the generators. A con-
venient way to find the conserved current is now to assume that ξ is
dependent on the time τ. This would yield:

δS = 1
2

∫
dτ
(
ξa(τ)(T

a) j
i χj(τ) χ̇

i(τ)+

χi(τ)
d
dt

(
ξa(τ)(T

a)i j χ
j(τ)

))
=

= 1
2

∫
dτ ∂τ(ξa(τ))

(
χi(τ) (T

a)i j χ
j(τ)

)
!
= 0 . (79)

We may now partially integrate this last expression and use that the
variation on the boundary points will be zero to obtain the conserved
current:

Ja(τ) =
1

2
χi(τ) Taij χ

j(τ) . (80)

2.5.2 With Interactions

In this section we will discuss the appearance of an O(N) symmetry
in SYK. We start with the path integral formulation of the partition
function as stated in Section 2.4:

Z =
∫
DχiDJijkl exp

{
−a
∑
ijkl

J2ijkl

}

× exp

{
−
∫
dτ

(
1
2

∑
i

χi
d
dτχi −

1
4!
∑
ijkl

Jijkl χi χj χk χl

)}
. (81)
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At this point one might naively think that we can reproduce the
previous case by imposing certain transformation rules as:

χi 7→ Oi j χ
j , (82)

Jjklm 7→ O
j ′

jO
k ′
kO

l ′
lO

m ′
m Jj ′k ′l ′m ′ . (83)

However we have to realize that Jijkl is not strictly a standard quan-
tum variable [19] due to the constraint that it is static. We can for
example not derive its equation of motion using the Euler Lagrange
equations. One can also see that simply varying the action in the par-
tition function above will yield terms with δ Jijkl which will not drop
out, preventing us from finding a conserved current.

This brings us to the idea that we perform the disorder average first,
see also [12,13]. So let us, as in (68), perform the disorder average to
obtain:

Z =
∫
Dχi exp

{
−12

(
N∑
i=1

∫
dτ χi(τ)

d
dτ χi(τ)

− J2

4N3

∫
dτdτ ′

(
N∑
i=1

χi(τ)χi(τ
′)

)4)}
, (84)

where we left out the explicit replica indices, since they won’t play
a role here any further. Note that we can generalize this very easily to
the case of general q by changing the power 4 7→ q and similarly in
the prefactor we change the 4 to q. We can now see the explicit O(N)

symmetry:

δS = 1
2

∫
dτ
(
ξa (T

a) j
i χj(τ) χ̇

i(τ) + χi(τ)
d
dt

(
ξa (T

a)i j χ
j(τ)

)
− J2

4N3

∫
dτ ′

(
ξa(T

a) k
j χk(τ)χ

j(τ ′) + ξa(T
a)j k χj(τ)χ

k(τ ′)
)4)

=

−12
J2

4N3

∫
dτdτ ′

(
ξa(T

a) k
j χk(τ)χ

j(τ ′)+

ξa(T
a)kj χk(τ)χ

j(τ ′)
)4

= 0 .

Note that the first line is simply the same as we did in the case
without interactions; the terms simply cancel. In the third line we
renamed some dummy indices and in the last step used again the
antisymmetry of the generators.

We approach now the problem similarly as before and assume that
the parameter ξa depends on the time τ. This yields us:
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δS =
1

2

∫
dτ
(
∂τ(ξa(τ))

(
χi(τ) (T

a)i j χ
j(τ)

)
(85)

−
J2

4N3

∫
dτ ′

(
ξa(τ) − ξa(τ

′)
)4 (

χk(τ)χ
j(τ ′) (Ta) k

j

)4)
.

We recognize the first term from the free case as before, the second
term arises due to the interactions. It becomes however obvious that
we can never find an expression of the form ξ̇a(τ)J

a(τ) due to the
bilocality of the action.

One might expand ξ(τ ′) = ξ(τ) + ξ̇(τ)(τ − τ ′) + . . . , but still we
won’t find a proper expression for the current. So in fact we conclude:
although there is a continuous symmetry we can not find an associated con-
served current. Noether’s theorem, however, is not violated in any way
since it is formulated only for local actions.

2.6 theory of reparametrizations

Now we come to the main application of the effective action; we will
discuss a hallmark feature of SYK and similar (nearly CFT) models:
the symmetry breaking of the emergent conformal symmetry (see
[10,11]).

We first explicitly show the emergent conformal symmetry in the
above action, (75), in the IR limit. Then we will introduce fluctuations
and obtain the effective action for the fluctuations.
In this action there appear zero modes: fluctuations of the conformal
propagator that yield a zero action. We discuss the physical interpre-
tation of these modes as Nambu-Goldstone modes.

Afterwards we will very shortly mention how the Goldstone modes
cause the four point function to be infinite in the strict conformal limit.
This means we will need to explicitly break the remaining SL(2, R)

symmetry (as in Section 2.2.5) to obtain a finite answer.

This explicit breaking means that we are in fact dealing with Pseudo-
Goldstone bosons. We will introduce the non conformal corrections to
the action for the Goldstones and obtain a Schwarzian action describ-
ing them. Lastly we will discuss the appearance of this Schwarzian in
many different SYK-like theories and also mention the same pattern
that arises in AdS2 dilaton gravity which we will discuss extensively
in the next part of this thesis.
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2.6.1 Diff(R) symmetry in the action

The conformal symmetry is an emergent symmetry in SYK and hence
it should appear in our action, (75), when we take the IR limit. In other
words we disregard the ∂τ in the first term:

S

N
= −

1

2
log det (−Σ) +

1

2

∫
dτ1 dτ2

[
Σ(τ1, τ2)G(τ1, τ2) −

J2

q
G(τ1, τ2)q

]
. (86)

The first term is now trivially invariant under reparametrizations
and hence we focus on the second. We take then the reparametriza-
tions as:

τ1 7→ f(τ1) ,

τ2 7→ f(τ2) .

We then recall the transformation rules for G and Σ, see also (27):

G(τ, τ ′) = |f ′(τ) f ′(τ ′) |∆ G(f(τ), f(τ ′)) ,

Σ(τ, τ ′) = |f ′(τ) f ′(τ ′) |∆(q−1)
Σ((f(τ), f(τ ′)) .

Using all of this and plugging it in our above action, (86), we obtain
for the second term:

1

2

∫ ∣∣∣∣ dfdτ1
∣∣∣∣ ∣∣∣∣ dfdτ2

∣∣∣∣dτ1 dτ2
[(∣∣∣∣ dfdτ1

∣∣∣∣ ∣∣∣∣ dfdτ2
∣∣∣∣)−∆(q−1) (∣∣∣∣ dfdτ1

∣∣∣∣ ∣∣∣∣ dfdτ2
∣∣∣∣)−∆

× Σ(τ1, τ2)G(τ1, τ2) −
J2

q

(∣∣∣∣ dfdτ1
∣∣∣∣ ∣∣∣∣ dfdτ2

∣∣∣∣)−∆q

G(τ1, τ2)q
]

. (87)

Using now the fact that ∆ = 1
q we see indeed it reduces to the orig-

inal term and hence we have proven that the action has the claimed
Diff(R) symmetry.

2.6.2 Fluctuations

In this subsection and the following we will follow the approach of
Maldacena and Stanford [11]. Our goal here is to derive an action for
fluctuations on the bilocal operator G(τ, τ ′) and discuss the physics
that underlie it.

2.6.2.1 Derivation of the action

In this section we will denote the saddle point solutions by G and
Σ, and the integration variables found in the action by G̃ and Σ̃.
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We then consider fluctuations as follows [11]: G̃ = G+ |G|
2−q
q g and

Σ̃ = Σ+ |G|
q−2
2 σ. The usefulness of the particular shape of these fluc-

tuations will become obvious later. Notice also that the measure re-
mains invariant dΣ̃dG̃ = dσdg. Plugging these into the action, (75),
yields (note again that G and Σ are no longer integration variables):

S

N
= −

1

2
log det

(
∂τ − (Σ+ |G|

q−2
2 σ)

)
+
1

2

∫
dτ1 dτ2

[
(Σ+ |G|

q−2
2 σ)

×(G+ |G|
2−q
q g) −

J2

q
(G+ |G|

2−q
q g)q

]
. (88)

We will now expand the action up to second order in g and σ. Note
that since we are expanding around the saddle point, linear fluctua-
tions will yield zero. Also we can ignore ’constant’ terms, i.e. those
that are independent of the path integral variables g and σ.

Let us start with the first term by using the standard result log detA =

Tr logA and expand the logarithm. The second order term becomes:

−
1

2
Tr
(
−
1

2
σ |G|

q−2
2 GG |G|

q−2
2 σ

)
. (89)

This reduces to the following integral expression:

−
1

4a

∫
dτ1dτ2dτ3dτ4 σ(τ1, τ2) K̃(τ1, τ2, τ3, τ4)σ(τ3, τ4) , (90)

where a = J2(q− 1) and we defined the before, (35), the symmetric
kernel used in the computation of the four point function:

K̃(τ1, τ2, τ3, τ4) = −a |G(τ1, τ2)|
q−2
2 G(τ1, τ3)G(τ2, τ4) |G(τ3, τ4)|

q−2
2 . (91)

For the second term we get a product like Gq−2|G|2−q which re-
duces to sgn(G)q−2. However in our case q− 2 ∈ 2Z and hence it
reduces to 1. So we expand up to second order and write out the
other terms to obtain:

1

2

∫
dτ1dτ2

(
σ(τ1, τ2)g(τ1, τ2) −

1

2
J2 (q− 1)g2(τ1, τ2)

)
. (92)

So the total path integral becomes:

∫
dgdσ exp

{
N

(
−
1

4a
(σ|K̃|σ) +

1

2
(σ|g) −

1

4
J2(q− 1) (g|g)

)}
, (93)

where we introduced shorthand notations for the integrals above
as:
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(σ|K̃|σ) =
∫
dτ1dτ2dτ3dτ4 σ(τ1, τ2) K̃(τ1, τ2, τ3, τ4)σ(τ3, τ4) ,

(σ|g) =
∫
dτ1dτ2 σ(τ1, τ2)g(τ1, τ2) .

We can now complete the Gaussian integral over σ by the usual
methods to obtain finally the action, similar to [11]:

S

N
=
J2(q− 1)

4
(g|K̃−1 − 1|g) . (94)

2.6.2.2 Nambu-Goldstone Modes

Now that we have obtained the action for the reparametrizations we
can discuss some interesting properties of it. Although this above ex-
pression is valid for any energy, the interesting regime (as usual in
SYK so far) is in the IR limit. In this limit we can use the expressions
for the conformal propagator as in (21) to find also an explicit expres-
sion for the symmetric kernel.

In particular we see the possibility of the action yielding zero. This
happens when g is an eigenfunction of the symmetric kernel with
eigenvalue 1. Let us prove the existence of such eigenfunctions using
the Schwinger-Dyson (SD) equations (17) and (19).

We recall that the SD-equations are invariant under conformal trans-
formations as in (27). So suppose we take an infinitesimal transforma-
tion as τ 7→ τ+ε(τ). Then, if Gc is a solution to the SD-equations, also
Gc + δεGc is a solution. The explicit shape of δεGc is (simply the in-
finitesimal form of (27))

δεGc(τ, τ ′) =
(
∆ε ′(τ) +∆ε ′(τ ′) + ε(τ)∂τ + ε(τ

′)∂τ ′
)
Gc(τ, τ ′) . (95)

We can thus plug this into the SD-equations and obtain the follow-
ing result from the (19):

δεGc ∗ Σc +G ∗ δεΣc = 0 , (96)

where ∗ denotes the involution: (f∗g)(τ, τ ′′) =
∫
dτ ′f(τ, τ ′)g(τ ′, τ ′′)

and we left the explicit dependence on the two times absent. We can
now involute from the right with Gc = Σ−1

c ((18) as ω→ 0) to obtain:

δεGc +Gc ∗
(
J2(q− 1)Gq−2c δεGc

)
∗Gc =

(1−Kc)δεGc = 0 , (97)

where we defined the kernel in the four point section as: (see (33))



2.6 theory of reparametrizations 33

Kc(τ1, τ2, τ3, τ4) = −J2 (q− 1)Gc(τ1, τ3)Gc(τ2, τ4)Gc(τ3, τ4)q−2 , (98)

where the subscript c denotes ’conformal’, the Gc are solutions of
the Schwinger Dyson equations that are invariant under conformal
transformations. Note that we can rewrite this to contain the symmet-
ric kernel ((35)) in which case it reduces to:

(1− K̃) |Gc|
q−2
2 δεGc = 0 . (99)

Hence we have now proven there exist eigenfunctions of K̃ with
eigenvalue 1. In particular we have shown that these are exactly the
reparametrizations of the conformal correlator. The particular shape
of the eigenfunctions (so containing the |G| term) also explains our
choice of fluctuations in the beginning of this section.

The zero modes of the action have thus an interesting physical inter-
pretation: the original emergent conformal symmetry of the action is
spontaneously broken to SL(2, R) by the solution Gc. The zero modes
are the associated Nambu-Goldstone modes.
Note that the action, (94), is also zero when we choose ε ∈ SL(2, R)

and evaluate it at δεGc. This is however unrelated to the Goldstone
modes, and is due to the fact that in this case δεGc = 0. These fluctu-
ations are simply not present in the path integral for G.

Now we will discuss the necessity for also explicitly breaking the
conformal symmetry, which has a different origin than the sponta-
neous breaking.

2.6.3 Divergent four point function

In this section we will shortly mention the divergence in the four
point function due to the above derived Goldstone modes, as hinted
on before in Section 2.3.2.

Recall that we computed the four point function by using the kernel
to sum all of the ladder diagrams:

F =

∞∑
n=0

Fn =

∞∑
n=0

KnF0 =
F0

1−K
, (100)

where F0 denotes the disconnected diagram in Fig 4 (minus the
same diagram with τ3 ↔ τ4). It is now obvious that in the conformal
limit the Goldstone modes, that have an eigenvalue 1 of Kc, will cause
this expression to diverge.
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Of course, the four point function should not diverge and hence it
is a consequence of taking the IR limit. Hence we will need a correc-
tion to the kernel from the UV. The correction δK originates from the
non conformal corrections to the propagator as in Section 2.2.5. This
is the origin of the explicit symmetry breaking of the emergent con-
formal symmetry. It is hence also the origin of the term Fh=2 in (36).
The actual computation of this shift is involved and we wish not to
explore it here, the details are found in [11]. We now want to obtain
an action for the Goldstone modes after we incorporate the explicit
breaking.

2.6.4 Schwarzian action

Now we want to find the explicit (nonzero) action for the reparametriza-
tions τ 7→ f(τ) when including these corrections. This can be done ex-
actly by using several computation heavy results from the four point
function, see [11]. We give a short summary of this method in Ap-
pendix A.

There is however also a more intuitive (but equally valid) argument
that we outline here. Let us first consider the case T = 0 and find the
action that describes the dynamics of f(τ).
The action S[f] must have the following properties:

a. If f ∈ SL(2, R) ⇐⇒ f(τ) = aτ+b
cτ+d =⇒ S[f] = 0 ,

b. If f 6∈ SL(2, R) =⇒ S[f] is invariant under f 7→ af+b
cf+d .

Property A follows because we want the action to yield zero for
such f(τ) since then δGc = 0 (and hence the g in (94) is).
The second property, B, is a symmetry of the action with a similar ori-
gin. It follows because the zero temperature Gc is exactly invariant
under SL(2, R) transformations. Hence the transformed f is exactly
the same as the original f from the viewpoint of our theory.

Now, from the effective field theory (EFT) (see e.g. [20]) point of
view we can then argue as follows: we seek the action invariant un-
der global SL(2, R) transformations of lowest orders in derivatives.
We can rephrase this as follows, suppose F is a SL(2, R) transforma-
tion of f:

F(τ) =
a f(τ) + b

c f(τ) + d
. (101)

Our goal is then to find the simplest combination of derivatives of
F such that when we plug in the above equation, the result reduces
to exactly the same combination of derivatives of f. This is best illus-
trated by doing the computation. The first two derivatives of F are:
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F ′ =
f ′

(c f+ d)2
, (102)

F ′′ =
f ′′

(c f+ d)2
−
2 c (f ′)2

(c f+ d)3
, (103)

where we omitted the dependence on τ. The first thing we notice is
the term 1/(c f+ d)2 which arises in both derivatives. A natural next
step is thus to consider:

F ′′

F ′
=
f ′′

f ′
−
2 c (f ′)2

(c f+ d)
. (104)

Note that the first term is indeed what we would want but the
second term we still need to get rid of. By considering all expressions
above it becomes clear we can not do this by any combination of F ′′

and F ′. We are thus led to compute the third derivative:

F ′′′

F ′
=
f ′′′

f ′
−

6 c f ′′

(c f+ d)
+
6 c2 (f ′)2

(c f+ d)2
, (105)

where we followed the same logic as above and divided it by F ′. We
can now see a very big similarity between this term and F ′′

F ′ ; consider:

(
F ′′

F ′

)2
=

(
f ′′

f ′

)2
−

4 c f ′′

(c f+ d)
+
4 c2 (f ′)2

(c f+ d)2
. (106)

Hence we see that we can make the following combination:

F ′′′

F ′
−
3

2

(
F ′′

F ′

)2
=
f ′′′

f ′
−
3

2

(
f ′′

f ′

)2
≡ {f, τ} . (107)

Which indeed solves our stated problem. In the last step above we
introduced a short hand notation for the particular transformation.
In fact the above operation is called the ’Schwarzian derivative’ on f
with respect to τ. It is a well known operator with many applications.
For example, it shows up in two dimensional CFT as we transform the
energy momentum tensor under finite conformal transformations.

Anyhow, our EFT combined with the demanded symmetry yields
us thus following ’Schwarzian action’:

S

N
=
c

J

∫
dτ {f, τ} , (108)

where c ∈ R and J is the dimension 1 parameter (as in (5)) to get
correct dimensions. It is easy to check that this also satisfies the prop-
erty A, as stated in the beginning of this section. Now in order to fix
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the constant c ∈ R we compare it with the action computed in [11]
and write:

S

N
= −

αs

J

∫
dτ {f, τ} , (109)

where J2 = J2 q
2q−1

and αs is a constant, but it does depend on the
value of q. The constant αs is numerically calculated and discussed
in [11]. In particular, for large q it reduces to 1

4q2

Let us now discuss how the Schwarzian action looks like at finite
temperature. This means we pick f = exp

(
2πiτ
β

)
or f = tan

(
πτ
β

)
:

Sβ

N
= −

αs

J

∫
dτ

{
exp

(
2πi τ

β

)
, τ
}

= −2 π2
αs

β J
, (110)

where we added the subscript β to denote the finite temperature.
The above result can also put into perspective as [11]:

−βF ⊃ 2 π2αsN
β J

, (111)

where the left hand side corresponds with the free energy. Note
that the righthand side scales with temperature and thus says noth-
ing about the zero temperature entropy; hence the ⊃ sign.

We can now also go one step further and consider how reparametriza-
tions on the circle itself behave. To do this we take not f(τ) as above
but instead f(g(τ)):

Sβ

N
= −

αs

J

∫
dτ

{
exp

(
2πi g(τ)

β

)
, τ
}

. (112)

To work this out we use the straightforwardly proven composition
rule for the Schwarzian derivative:

{f(g(τ)), τ} = (g ′(τ))2 {f,g}+ {g, τ} . (113)

If we plug this into (112) and partially integrate the g ′′′

g ′ term we
obtain:

Sβ

N
=
αs

2 J

∫
dτ

((
g ′′

g ′

)2
−

(
2 π

β

)2
(g ′)2

)
. (114)

One can check that it indeed reduces to the zero temperature (109)
as we take the limit β → ∞ (and again partially integrate). Using
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this action we can also derive the action for small reparametrizations
τ 7→ τ+ ε(τ). To do this we take g(τ) = τ+ ε(τ). We then expand up
to second order in ε and use the periodicity τ = τ+β:

Sε

N
=
αs

2 J

∫β
0

dτ

(
(ε ′′(τ))2 −

(
2π

β

)2
(ε ′(τ))2

)
, (115)

where the subscript indicates that it is valid for an infinitesimal
transformation.

To conclude, in this section we have derived that the dynamics
of the reparametrizations are described by a Schwarzian action. As
it turns out this Schwarzian action is a hallmark feature of SYK-like
models and is also found in the supersymmetric analog [21], in which
case there is an explicit breaking of super reparametrization group
sDiff. We will shortly discuss this in Chapter 4. Also in a recent 2D
QFT generalization of SYK [22] it is found.
Moreover, in AdS2 dilaton gravity models [23-26] (which will be
thoroughly discussed in the next part) the same pattern of sponta-
neous and explicit breaking of symmetry is found. In this case the
Schwarzian action can also be found in the boundary dynamics of
the spacetime. [25,26].





3
C H O I C E O F E N S E M B L E

3.1 the two sides of syk

In this chapter we will discuss the choice of the particular ensemble
for SYK and what the consequences are if we pick it differently.

3.1.1 ’Normal’ SYK

As mentioned before, see (5), the SYK model has a Gaussian disorder
average. The coupling between the Majorana fermions, Jijkl, is picked
from the following ensemble:

P(Jijkl) =

√
N3

12 π J2
exp

(
−N3 J2ijkl
12J2

)
. (116)

This specific ensemble is responsible for many of the properties
that SYK has but we will show that several key features of the SYK
model can be obtained from different ensembles. In particular, the
entire melonic diagrammatic structure of SYK can be reproduced by
a much wider class of ensembles.

3.1.2 Binary ensemble

To illustrate this claim we will create a different ensemble, the binary
ensemble:

Jijkl =

J1, Pr(J1) = p

J2, Pr(J2) = q
, (117)

where of course q := 1− p and J1, J2 ∈ R. From this we can com-
pute the expectation values of Jijkl and J2ijkl:

〈Jijkl〉 = p J1 + q J2 , (118)

〈J2ijkl〉 = p J21 + q J22 , (119)

〈Jijkl〉2 = p2 J21 + 2 pq J1 J2 + q2 J22 . (120)

From this one may also check that we find the variance as:

Var(Jijkl) = pq (J1 − J2)
2 . (121)

39
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+
i j

k

i j

k

l

m

Figure 8: Here we show two diagrams that occur within SYK. The brackets
around de diagrams denote the disorder average. To make SYK
solvable we need the first diagram to yield zero and for the second
that the incoming and outgoing lines have the same index. Due to
the asymmetry of the coupling Jijkl the former is already satisfied.

Now let us consider some basic two point diagrams within SYK, see
Fig 8. There are now several demands that we must impose. As men-
tioned in the figure the first diagram vanishes due to the asymmetry
in the coupling and hence this imposes no demands. The expression
for the second diagram reads:

C

(4!)2
∑
klm

〈Jiklm Jjklm〉G0(τ1, τ2)3
!
= J2G0(τ1, τ2)3 , (122)

where G0, the free propagator, is as found in (14). We also chose the
left vertex at τ1 and the right one at τ2. The combinatorial factor is

C =
(
4
3

)(
4
3

)
3!. To reproduce the SYK structure (denoted with !

= above,
see (16)) we must thus demand:

〈Jiklm Jjklm〉 = δij
3! J2

N3
. (123)

To reproduce the δij we note first: suppose p and q are two ran-
dom independent variables, then E[p,q] = E[p]E[q] (E denotes the
expectation value). So if i 6= j we get:

〈Jiklm Jjklm〉 = 〈Jiklm〉 〈Jjklm〉 ,

and hence we obtain the demands:

〈Jijkl〉 = p J1 + q J2 = 0 =⇒ p J1 = −q J2 , (124)

〈J2ijkl〉 = p J21 + q J
2
2 =

3! J2

N3
. (125)

We can solve this for J1 and J2 to obtain then the following ensem-
ble:

Jijkl =


√
1−p
p

3! J2
N3

, Pr(J1) = p

−
√

p
1−p

3! J2
N3

, Pr(J2) = 1− p
. (126)
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Now one may easily check: if we had started with this binary en-
semble instead of the Gaussian one we would exactly reproduce the
diagrammatic structure of SYK up to leading order in 1

N . In partic-
ular we obtain exactly the same results for the four point function
as derived in Section 2.3. This is due to the fact that the four point
function only encounters products of 〈J2ijkl〉 and never 〈Jnijkl〉 with
n > 2. The same holds for higher n-point functions, see for example
the calculation of the six-point function [13].

However, for the ’other side’ of SYK: the bilocal effective action and
the Schwarzian action, we run into some trouble with this choice of
ensemble. We discuss this in the next section.

3.1.3 Arbitrary ensemble

Before we consider the effective action we can generalize the results
of the previous section. By inspecting the expressions of the diagrams
and the results in (124) and (125) we find that:

The diagrammatic structure of SYK is reproduced by any ensemble that
has the following two properties:

• 〈Jijkl〉 = 0 ,

• 〈Jiklm Jjklm〉 = δij 3! J2
N3

.

Now we can address the derivation of the effective action with this
arbitrary ensemble P(Jijkl) satisfying the two above conditions. We
consider then the replica disorder averaged partition function (see
(66) and the discussion above):

ZM =
∫
Dχαi DJijkl P(Jijkl) (127)

× exp

{
−
M∑
α=1

∫
dτ

(
1
2

∑
i

χαi
d
dτχ

α
i − 1

4!
∑
ijkl

Jijkl χ
α
i χ

α
j χ

α
k χ

α
l

)}
.

In the case of a Gaussian ensemble, such as in the ordinary SYK,
P(Jijkl) has the form exp(J2ijkl). This means that in that particular
case we can simply perform the Gaussian integral over Jijkl and solve
the disorder average.

However if we pick an arbitrary ensemble like the binary ensemble
this procedure is not always possible. In particular for the binary en-
semble, P(Jijkl) becomes p δ(Jijkl − J1) + q δ(Jijkl − J2) where Ji can
be seen in (126).

One can check that in this case we will not obtain the bilocal action
as seen in (74). Hence we can also not directly derive the Schwarzian
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action as was done in [11].

To conclude; one might wonder how important is the disorder aver-
age for the model in the first place. As it turns out, the diagrammatic
structure of SYK can also be found without using any notion of disor-
der average. This is what happens in the tensor models of SYK, which
we will discuss very shortly in Chapter 5. Also for these tensor mod-
els it is, at the time of writing, not yet possible to find the effective
action and the Schwarzian action.



4
S U P E R S Y M M E T R I C S Y K

In this section we wish to shortly introduce supersymmetry into SYK
and discuss the consequences. It was first introduced by W. Fu et al.
[21].
Note that just as the ’normal’ SYK models we have again all to all
interactions between the N Majorana fermions. Below we will con-
sider the N = 1 model. We describe in detail the Hamiltonian and
obtain the Lagrangian in the superspace representation. Afterwards
we will summarize some features analogous to SYK: the symmetries,
the effective action and the Superschwarzian.

4.1 the N = 1 model

4.1.1 Hamiltonian

Following [21] we introduce the following supercharge:

Q =
i

3 !

N∑
ijk=1

Cijk χ
i χj χk . (128)

Following the standard procedures of supersymmetry for quantum
mechanics (for an introduction see [27,28]) we note that

H =
1

2
{Q ,Q† } .

Of course, in our case (Majorana fermions) we simply find that
Q† = Q and hence H = Q2 . Since H must be Hermitian it follows
that also Q must be. Hence we find that Cijk is a N × N × N anti-
symmetric tensor with fixed real entries.
In some analogy with the standard SYK model (see (8)) we now take
Cijk to be a random Gaussian variables with:

〈Cijk〉 = 0 , (129)

〈C2
ijk〉 =

2 ! J
N2

. (130)

So let us now find the Hamiltonian of this model by computing
first {Q ,Q}:

{Q ,Q} = −
1

(3 !)2
∑

ijklmn

Cijk Clmn {χi χj χk , χl χm χn } . (131)

43
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By using the anticommutation of the Majorana fermions we can
rewrite this to:

{Q,Q} = −
1

(3!)2
∑
aijkl

(
3CaklCija + 3CailCjka (132)

+3CaijCkla
)
χi χj χk χl .

Note that the first and third term are the same but we rewrite the
third one as follows:

CaijCkla = −CaikCljaχ
i (δkj − χj χk)χl = −CijaClja χ

i χl

+CaikCljaχ
i χj χk χl ,

so then we find for H = 1
2 {Q,Q}:

H = − 1
4!
∑
aijkl

(
CaijCkla +CailCjka +CaikClja

)
χi χj χk χl

+ 1
4!
∑N
ijkl=1CijkCilk χ

j χl . (133)

For the second term we note that if j 6= l we have a contraction
of a symmetric tensor with an antisymmetric one. Hence in this con-
text χj χl will be equal to 1

2δ
jl. We can also rewrite the first term by

noticing:

Ca[ijCkl]a = 8
(
CaijCkla +CailCjka +CaikClja

)
,

where the brackets denote all possible antisymmetric permutations.
So we define then the following quantities:

E0 ≡ 1
8
1
3!
∑N
ijk=1C

2
ijk = 1

8

∑
16i<j<k6N C

2
ijk , (134)

Jijkl ≡ −18
∑
aCa[ijCkl]a . (135)

We can then rewrite (133) to get our final expression for the Hamil-
tonian, obtaining a similar result as [21]:

H = E0 +
1

4!

N∑
ijkl=1

Jijkl χ
i χj χk χl . (136)

It is important to note that in this case Jijkl are not the indepen-
dent Gaussian variables, which constitutes an important difference
between the supersymmetric model and the ordinary one.
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4.1.2 Superspace and Lagrangian

Now we will obtain the Lagrangian for this supersymmetric model.
In particular, we will start by deriving it in the superspace represen-
tation, for which we will denote the supercharge with Q [21]. The
superspace representation arises by introducing an anticommuting
coordinate for each supercharge in the model. So in our case we es-
sentially map (for each t in the domain):

t 7→ (t, θ) ,

where now θ is the anticommuting coordinate. In a model where
Q† 6= Q (so no Majorana fermions) one would also have the θ∗ coordi-
nate. Furthermore, we introduce the superfield

Ψi = χi + θbi , (137)

with b a non-dynamical auxiliary field, that will linearize the su-
persymmetry transformations. This can be seen by considering the
supercharge in this representation

Q = ∂θ − θ∂τ . (138)

Note that this supercharge satisfies the expected anticommutation
relation 1

2 {Q,Q} = −∂τ = i∂t, yielding the generator of time transla-
tions. Related to the supercharge by t 7→ −t (or taking right deriva-
tives instead of left ones) is the covariant derivative:

Dθ = ∂θ + θ∂τ . (139)

Now we can determine how the superfield (and its components)
change under supersymmetry transformations, which we will denote
by δε. For a general superfield Φ we have:

δεΦ = (ε∗Q+ εQ†)Φ ,

where ε and ε∗ are (infinitesimal) anticommuting constant param-
eters. So in our case we have only the supercharge Q and the above
reduces to:

δε Ψ
i = εQΨi = εbi + θ ε ∂τχ

i . (140)

Hence the χ and b fields transform as follows:
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δεχ
i = εbi ,

δεb
i = ε∂τ χ

i . (141)

The manifestly supersymmetric Lagrangian is then given by

L =

∫
dθ

(
−
1

2
ΨiDθ Ψ

i +
i

3!
Cijk Ψ

i Ψj Ψk
)

, (142)

where Dθ = ∂θ + θ∂τ, the covariant derivative, is obtained by tak-
ing t 7→ −t in the supercharge. Instead of writing it in this manifestly
symmetric way we can also first fill in the above expressions:

L =

∫
dθ

[
−
1

2

(
χi + θbi

)
(∂θ + θ∂τ)

(
χi + θbi

)
(143)

+
i

3!
Cijk

(
χi + θbi

) (
χj + θbj

) (
χk + θbk

)]
.

Then we can complete the Grassmann integral to obtain the same
result as in [21]:

L =
1

2
χi ∂τ χ

i −
1

2
bi bi +

i

2
Cijk b

i χj χk . (144)

We see that (as expected) the equation of motion for bi is algebraic:

bi =
i

2
Cijk χ

j χk . (145)

And since the Lagrangian is quadratic in this non-dynamical field
b we can substitute the equation of motion back into the action (La-
grangian). This is because for example in the path integral formalism
the b integral is then simply Gaussian and reproduces the classical
result.

When we plug (145) into the Lagrangian, (144), we see indeed that
the second and third term yield the four fermion interaction as seen
in (136). Hence the dynamics described by this Lagrangian indeed
reproduce those of the found Hamiltonian.
In order to get all constants exactly the same one would have to
change the overall sign and add a term 1

4!C
2
ijk, but neither changes

the equations of motions and hence we ignore it here.

Let us now check the actual supersymmetry invariance of the La-
grangian in (144) using the supersymmetry transformations (141):
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δεL = ε∂τ

(
−
1

2
χi bi +

i

3!
Cijk χ

i χj χk
)
+ i Cijk b

i bj χk . (146)

The last term is zero by the total asymmetry of Cijk and hence we
see that the Lagrangian transforms as a total derivative. We will now
continue to summarize some notable features of the supersymmetric
model analogous to normal SYK. The rest of this chapter will however
not contain any explicit calculations since the rest of the thesis focuses
on ’normal’ SYK and bulk models related to it.

4.2 effective action, symmetries and superschwarzian

4.2.1 Effective Action and Schwarzian

In an analogous process as we followed in Section 2.4 one can inte-
grate out the disorder and derive an effective action for the supersym-
metric SYK model [21]:

Z =

∫
DGψψDΣψψDGbbDΣbb e

−Seff , (147)

Seff
N

= −
1

2
log det

[
∂τ − Σψψ

]
+
1

2
log det [−1− Σbb] +

+
1

2

∫
dτ1 dτ2

[
Σψψ(τ1, τ2)Gψψ(τ1, τ2) + Σbb(τ1, τ2)Gbb(τ1, τ2)−(148)

−JGbb(τ1, τ2)Gψψ(τ1, τ2)2
]

.

Here, just as in (73), the Σ and G are introduced by Lagrange mul-
tipliers. Here we have of course two types of them due to the appear-
ance of both a bosonic b and a fermionic ψ. Note also the similar
kinetic terms, the lack of a ∂τ term for b is due to it’s lack of dynam-
ics.

One may also write the effective action in superspace formalism.
Recall that in the SYK case the Schwarzian action arose by consid-
ering fluctuations around the large N saddle point solutions. If one
generalizes this process to the supersymmetric variant we obtain the
so called Superschwarzian [21]:

∫
dτdθS[τ ′, θ ′ ; τ, θ] , (149)

S[τ ′, θ ′ ; τ, θ] =
D4θ ′

Dθ ′
− 2

D3θ ′D2θ ′

(Dθ ′)2
, (150)

where the D is the covariant derivative with respect to τ and θ as
in (139).
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4.2.2 Symmetries

The model has a symmetry breaking pattern analogous to the non
supersymmetric SYK model. However, apart from the Diff(R) there
is now also a supersymmetry. The transformations hence include the
also the above introduced θ:

τ 7→ τ ′(τ, θ) , (151)

θ 7→ θ ′(τ, θ) . (152)

Together these make up the so called SDiff group. The bosonic
part of these transformations is simply the group Diff(R):

τ 7→ τ ′ = f(τ) , (153)

θ 7→ θ ′ =
√
∂τθ . (154)

The first line is the symmetry as we had it in the original SYK
model, the second line shows it’s action on θ.

Similarly to SYK one might now expect the full symmetry to bro-
ken by the solutions, which it indeed does. As before there will be
a manifest SL(2, R) symmetry but in addition to this there will be
two fermionic generators. So we need a graded algebra extension of
SL(2, R) with two fermionic generators: OSp(1|2). So there is now a
global superconformal group as residual symmetry.

4.3 conclusions

The supersymmetric version of SYK has many features that general-
ize those of the original model. Of course there are also options to
include N = 2 supersymmetry, compute a Witten index (in the N = 2

case) and compute the four point functions [21]. For elaboration on
the results above and a thorough introduction see [21].

Apart from the first paper discussing the supersymmetry [21], many
more have appeared. In [29] the notions above are extended to two
dimensions and discussions of problems when doing so. The article
[30] discusses a bi-local collective Superfield theory for both N = 1, 2
supersymmetric SYK models. Lastly, in [31] the four point function in
N = 2 supersymmetric SYK is computed. In the next part, discussing
bulk models, we will also shortly mention a supersymmetric model
of the bulk. This would then be the analogue of the bulk model to
this supersymmetric version of SYK.
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In this section we will give a very short overview of the so called
SYK tensor models. Tensor models were already studied before SYK,
a useful reference is [32] for an overview. The application to SYK was
noted by Witten [33] and further expanded by Gurau [34]. Afterwards
these tensor models got a lot more attention and were expanded elab-
orately [35-41]. The main reason for considering these models is that
we no longer have a disorder average.

Here we will only discuss the most rudimentary version and for
more details we refer to the literature. First we will discuss the fields
in the model and the action of the model. Afterwards we mention
why these models may prove useful for finding a bulk dual.

5.1 introduction

In the SYK tensor model we have q ≡ D+ 1 real fermionic (i.e. Majo-
rana) fields ψ0, . . . ,ψD, where each of these has nD real components
[33]. Hence in total we have N ≡ (D+ 1)nD Majorana fields. Later
on we will consider the large N, or equivalently the large n limit. The
upper index a ∈ {0, . . . ,D} of the ψa is called the color of the field
ψa. We will first discuss the symmetry group of the model.

5.1.1 Group Structure

We introduce for each of the D + 1 real fields the Lie group O(n). Recall that every
irrep of a direct
product is
isomorphic to the
tensor product of
irreps of the
individual groups

Then we demand that for every a the field ψa transforms in a real
irreducible representation of O(n)D.
In particular we demand it is in a vector representation, i.e. ψa trans-
forms as the tensor product of vector representations of the indi-
vidual O(n) groups. Since the vector representation of O(n) is n-
dimensional it follows that indeed ψa has nD real components.

Hence we conclude that every field ψa is a tensor with D indices,
each of which can take n values.

We can write it more precisely as follows: let a,b ∈ {0, 1, . . . ,D} be
distinct elements. For each such pair we introduce the group Gab =

O(n). Note that a,b are unordered such that there is no difference
between Gab and Gba. We then note that:

49
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G0 ≡
∏
a<b

Gab ∼= O(N)D(D+1)/2 , (155)

where the power denotes direct products of the group. Then we
demand that for every a: ψa transforms as an irreducible real rep-
resentation Gab for every b 6= a and trivially under every Gbc with
b, c 6= a. So indeed we have that the ψ fields transform as vectors
under an O(n) group as stated above.

Lastly we can find the faithfully acting total symmetry group. Us-
ing that the center of O(n) is Z2 (which acts by a sign change on the
vector representation) we find that the center of the above defined G0
is

Z(G0) = Z
D(D+1)/2
2 . (156)

So then we can conclude that there is a certain subgroup of this
center that acts trivially on all of the ψ fields. We have to subtract the
number of times the Z2 acts non trivially, i.e. D(D+1)

2 − (D+ 1). This
yields the faithfully acting symmetry group of the model:

G0/Z(D−2)(D+1)/2 . (157)

5.1.2 The Action

Here we will follow the notation of [34]: we denote these indices of
the fields ψc with a tuple ac =

(
acc

′
| c ′ ∈ C \ {c}

)
. Here c denotes

an index of ψc, C = {0, . . . ,D} and acc
′

can take values 1 to n. The
action proposed in [33] can then be written as:

S =
∫
dτ

((
1
2

∑
c

∑
ac
ψcac

d
dτψ

c
ac

)
− (158)

iq/2j
∑

a0,...,aD
ψ0a0 . . . ψ

D
aD
∏
c1<c2

δac1c2 ac2c1

)
,

where the factors of i make sure the Hamiltonian is hermitian and
j is the (real) coupling (which we discuss more in the next section).
The deltas at the end are introduced such that the total resulting term
will be invariant under the above described symmetry group.
This can be explained as follows: for each Gab exactly two of the
fields transform as vectors under Gab (namely ψa and ψb). For these
two fields we contract the tensor indices corresponding to this partic-
ular Gab. Continuing this for each pair yields a G-invariant term that
can be written as above.
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Figure 9: The left figure shows the four point vertex in the ’standard’ way
of drawing. The right figure includes the strands of each of the
ψ fields. In our case we have q = 4 such that each ψ transforms
non trivially under three copies of O(n). The right hand figure
shows this by including all the non trivial transformations, e.g. ψ0

transforms as a vector under G01 ×G02 ×G03.

5.2 diagrammatic structure

Let us now take q = 4 or equivalently D = 3 in order to compare
with the most used version of SYK that also has q = 4 fields. We see
then that there are now four Majorana fields ψ0, . . . ,ψ3 in the model.
Diagrammatically this means that we have one vertex; a four point
function, see Fig 9.

The fields transform under three copies of O(n), e.g. ψ0 transforms
in a vector representation of G01×G02×G03. So the fields have thus
three indices which can take n values. To explicitly show this dia-
grammatically for the four point vertex we follow [33] and draw the
’strands’ of the fields, see again Fig 9.

When these strands make loops we will obtain a factor of n due to
the n possible O(n) indices each strand can take. Since each strand
of type a,b has a,b ∈ {0, . . . ,D} it is obvious that we have D(D+1)

2

types of strand possible. In order to extract useful information about
the large n (or N) limit we introduce the terminology [33]: let Fab
denote the number of strands of type a,b and F ≡

∑
a<b

Fab.

Hence the sum over all loops in strands yields the following n factor:

nF =
∏
a<b

nFab . (159)

Let us consider the classical melonic diagram, Fig 10, with incom-
ing (and hence outgoing) ψ0. Using the above counting argument we
see that we can make loops with strands 12, 13 and 23. Hence we
find that F ≡

∑
a<b

Fab = 3. Thus the diagram is proportional to j2 n3,



52 tensor models

Figure 10: This is the ’classical’ melonic diagram as it is also found in SYK.
Note however that we have suppressed the strands in the fig-
ure for clarity. As one can check this diagram is proportional to
j2n3 = J2. As in SYK, these melonic diagrams thus survive the
large n limit and other (non melonic) diagrams will not.

with j the coupling of the vertex in the action.

In order to reproduce the SYK structure we thus conclude that
j = J

n3/2
with J some constant. This will mean that the melonic di-

agram, and hence all the generalizations (as seen in Fig 3) will sur-
vive the large n (or N) limit. Other diagrams will, just as in SYK, be
proportional to some power of 1N and drop out. Hence we are led to
conclude that this SYK-tensor model reproduces the diagrammatic struc-
ture of the original SYK model. The same conclusions hold of course for
the case of arbitrary q 6= 4. For a full discussion and derivation of the
complete 1

N structure of this tensor model see [34].

5.3 conclusions

Let us recall the discussion in Chapter 3 about the necessity of the dis-
order average. In that chapter we chose an arbitrary ensemble rather
than a Gaussian one. Similarly as in this chapter we fixed the cou-
pling constant such that we exactly reproduced the (leading order)
diagrammatic structure of SYK.

We then raised the question; how important is the disorder average
for obtaining the diagrammatic structure in SYK. As it turns out we
do not need the disorder average at all to reproduce it, as is witnessed
in this chapter.

This main reason for the interest in the tensor models is this lack
of a disorder average. The reason is that the disorder average has no
clear interpretation in the usual AdS / CFT correspondence. In par-
ticular the disorder averaged system is not really a quantum system
(due to the lack of dynamics in the Jijkl ’field’). This may lead to
some difficulties in understanding black holes [33]. So the hope is
that these tensor models will have a more clear interpretation in the
holographic dual.
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There are, however, similar issues as those we mentioned in Chap-
ter 3. As of yet, there is no mention of any effective action describing
this model in contrast to the bilocal effective action of SYK. Hence
there is also no Schwarzian action. Both of these can be considered
’Hallmark’ features of the SYK model and one might want these to be
reproduced in any SYK-like model.





Part II

B U L K M O D E L S

This part will consider the bulk models related to SYK
models. In particular we will discuss the so called Almheiri-
Polchinski model. The model introduces corrections on
AdS2 by dynamical dilaton gravity. We will discuss the
equations of motion, solutions (in particular black holes)
and the emergence of the Schwarzian action within this
theory. Afterwards we will shortly mention other models
relevant to SYK such as the explicit construction of the
bulk [26]. Then we end the part with conclusions and a
discussion of the most important results.





6
A D S 2 A N D T H E A L M H E I R I - P O L C H I N S K I M O D E L

6.1 introduction

In this section we will discuss a bulk model displaying many char-
acteristic features of SYK. It is a ’nearly’ AdS2 space, with ’nearly’
arising from the fact that we will include the leading correction on
the AdS2 geometry. This will be achieved by incorporating a dilaton
field that explicitly breaks the symmetry.

When in the IR limit, the model will still correspond to pure AdS2 .
We will see indeed that for large enough z (in Poincare coordinates)
the dilaton will behave as a constant. However in the UV limit there
will be a nontrivial dilaton profile regulating the gravitational backre-
action.

6.1.1 The action

The model was first proposed by Jackiw [23] and Teitelboim [24] and
hence is also known as the Jackiw-Teitelboim model. More recently
Almheiri and Polchinski [8] also investigated this model.

Let us begin by first stating the Einstein-Hilbert action for pure
AdS2 [26]:

SEH =
1

1 6 π G

[ ∫
M

d 2 x
√
−g R + 2

∫
∂M

d t
√
−γ K

]
, (160)

with R the Ricci scalar and K the extrinsic curvature. One of the
main problems with pure AdS2 (or in fact AdS2 × X with X com-
pact) is that the backreaction in the model is so strong that there can’t
exist any finite energy excitations [42,43]. Obviously, a model with
features similar to SYK needs to allow finite energy states. In order
to accomplish this we will introduce the leading order correction on
AdS2 geometry such that the UV geometry will regulate the backre-
action and hence allow finite energy states to exist.

A model that correctly captures a large amount of situations in
which AdS2 arises from some higher dimensional geometry is the
model studied by Almheiri and Polchinski. In addition to the (topo-
logical) action above, (160), we get the family of 1+1 dimensional mod-
els of dilaton gravity:

57
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S =
1

1 6πG

∫
d 2 x

√
−g

(
φ 2 R + λ (∇φ ) 2 − U 0 (φ )

)
+ Smatter .(161)

They are characterized by the value of λ and the potential U0(φ).
Note that φ2 denotes the dilaton (we follow the notation of [8]) that
yields the dynamics in 2D gravity. The matter action is described by
the following matter fields Lagrangian [8]:

Lf =
1

32 πG

√
−gΩ(φ) (∇f)2 . (162)

We will however focus on the case where Ω = 1, as we will imple-
ment later on.

By action of a Weyl transformation gab 7→ gabφ
−α/2 the action

(161) changes by taking λ 7→ λ− α and U(φ) 7→ φ−α/2U(φ). Hence
we can take without loss of generality λ = 0 and obtain:

S = 1
16πG

∫
d2x
√
−g
(
φ2 R−U0(φ) −

Ω(φ)
2

(∇f)2
)

(163)

+ 1
8πG

∫
dt
√
−γφ2 K ,

where we also introduced the boundary term involving the extrin-
sic curvature K. This is introduced such that there are no boundary
contributions to δS when varying with Dirichlet boundary conditions
(the Gibbons Hawking York term). This action above will be the start-
ing point of the investigation into the model. Note that φ2 will still
have a kinetic term originating from φ2R.

We will ignore any higher order corrections to the pure AdS2. Also,
since (160) is topological, we will ignore this part of the total action.
All dynamics and characteristic features are in (163). The model is
then characterized by specifying the potential U0.
As we will explain below, Section 6.3, the AP model will have the
potential:

U0(φ) = 2− 2φ
2 . (164)

6.1.2 Related models

Before we continue investigating this particular model let us shortly
mention several closely related models. These models also have the
same action, (161), but different values of the parameters. Firstly there
is the CGHS Model [44]. This corresponds to picking λ = 4 and
U(φ) = −Aφ2 (A > 0) in the action [8]. This is a renormalizable
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theory of quantum gravity coupled to a dilaton and matter in two
dimensions. It allows for black hole formation, singularities and also
admits Hawking radiation.

A second class of models are related to AdS2 magnetic brane solu-
tions [45-47]. For a discussion of how to incorporate magnetic fields
in AdS/CFT in the first place see [48].

It arises as the bulk theory outside a stack of M2 branes subjected
to a constant magnetic field. The geometry then interpolates between
AdS4 at high energies and AdS2 ×R2 at low energies. These magnetic
brane solutions correspond to taking λ = 2 and U(φ) = B2

φ2
−Aφ2

(A > 0) [8]. The two dimensional model is obtained by dimensional
reduction of the metric:

ds24 = gµν dx
µ dxν +φ2 (dy21 + dy

2
1) . (165)

6.1.3 Symmetries

Let us now continue with the AP model and shortly discuss the sym-
metries of asymptotic, pure and the explicitly broken AdS2. This is
important as it will display a pattern exactly as we found it in the
ordinary SYK model.
Let us for now consider only pure AdS2, (160), without any explicit
corrections.

Firstly we consider asymptotic AdS2, in which case there is a com-
plete reparametrization symmetry t 7→ t ′(t) [49-51]. It can also be un-
derstood by considering a corresponding boundary theory [26]: since
there is scale symmetry the stress tensor should be traceless. How-
ever, the stress energy tensor has only one component and hence it is
zero everywhere. This indeed implies the full reparametrization sym-
metry.
More explicitly one can consider these asymptotic reparametrizations
generated by ζt = ε(t) and ζz = zε ′(t). When plugged into the ac-
tion the Gauss-Bonnet theorem implies that we always get the same
action [26].

The full symmetry group is, however, spontaneously broken to a
global SL(2, R). This happens because it is only a asymptotic symme-
try and the geometry of AdS2 is only explicitly invariant under this
subgroup. This can be seen by considering the (embedded) metric:

ds2 = −dX2−1 − dX
2
0 + dX

2
1 , (166)
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which clearly has a SO(1, 2) symmetry. We then use that SO(1, 2) ∼=

SL(2, R)/Z2. Following our usual convention we will not continue to
write the quotient over Z2.

Lastly, let us consider the case where we include the corrections on
the AdS2 geometry. Obviously this explicitly breaks the symmetry of
the system. We see thus a similar pattern as we saw in SYK: spon-
taneous breaking of full reparametrization (Diff(R)) to SL(2, R) and
explicit breaking by non conformal corrections.
Just as in SYK the spontaneous breaking will lead to Goldstone modes.
Once again these modes will correspond to the breaking of the coset
Diff(R)/SL(2, R). In this case the coset structure followed because
the reparametrizations of asymptotic AdS2 are only different up to
SL(2, R) transformations.

6.1.4 Conformal Gauge

So we can now start to investigate the details of the model. In par-
ticular we want to derive the equations of motion. This will be done
most easily by using the conformal gauge. In this section we shortly
review it. In this gauge the metric reduces to:

ds2 = −e2ω(x+,x−) dx+dx− , (167)

which yields also that
√
−g = 1

2 e
2ω. The SL(2, R) symmetry is also

manifestly visible since the metric is invariant under:

x± 7→ ax± + b

c x± + d
with ad− bc = 1 . (168)

Let us also recap the nonzero components of the Christoffel Symbols:

Γ+++ = 2 ∂+ω ,

Γ−−− = 2 ∂−ω . (169)

This leads to the following components of the Ricci tensor:

R+− = R−+ = −2 ∂−∂+ω ,

and hence also the Ricci scalar as:

R = 8 e−2ω ∂−∂+ω . (170)
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6.2 equations of motion

6.2.1 Dynamical fields

Let us now consider the equations of motion that follow from this
model in the conformal gauge. The constraint equations will be ob-
tained by varying the original action (163) with respect to the gauged
components g++ and g−−.
To derive the equations of motion for the dynamical fields, however,
we simply plug the conformal gauge into the action to obtain:

S =
1

16 πG

∫
d2x

(
4φ2 ∂−∂+ω−

e2ω

2
U0(φ) +Ω∂+f∂−f

)
. (171)

We use the Euler Lagrange equations for f, ω and φ2 respectively
to obtain:

1

Ω
∂+(Ω∂−) f+

1

Ω
∂−(Ω∂+) f = 0 , (172)

4 ∂+∂−φ
2 − e2ωU0(φ) = 0 , (173)

4∂+∂−ω−
e2ω

2
∂φ2U0(φ) − ∂φ2Ω(φ)∂+f ∂−f = 0 . (174)

6.2.2 Constraint equations

Now for the constraint equations; let us ignore the prefactors and the
matter part of the action for now and vary with respect to the metric:

δS =

∫
d2x
√
−g

(
−12 gµν

(
φ2 R−U0(φ)

)
δgµν +φ2 Rµν δg

µν

+φ2 gµν δR
µν
)

. (175)

For the g++ and g−− components it is clear that only the last term
will contribute and hence we need the standard result:

δR
ρ
µλν = ∇λ δΓρνµ −∇ν δΓρλµ . (176)

Using this and the metric compatibility of the Levi-Civita connec-
tion yields:

δS =

∫
d2x
√
−gφ2 ∇σ

(
gµν δΓσµν − g

µσ δΓλλµ
)

. (177)

We can now partially integrate and set the boundary term to zero
(it is not important for the equation of motion). Note also that the
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covariant derivative for any scalar field φ : M → R (M is of course
some smooth manifold) reduces to the ordinary partial derivative.
This yields:

δS = −

∫
d2x
√
−g (∂σφ

2)
(
gµν δΓσµν − g

µσ δΓλλµ
)

. (178)

Now we need to use the variation of the connection:

δΓσµν = −
1

2

(
gλµ∇ν(δgλσ) + gλν∇µ(δgλσ) − gµαgνβ∇σ(δgαβ)

)
.(179)

With this and the results for the conformal gauge (in particular
the nonzero Christoffel symbols) in Section 6.1.4 we can compute the
variation (178). Let us do the computation for δg++, the computation
for δg−− is completely analogous. Some useful relations are:

∇+ δg++ = −2 e−2ω ∂− δg
++ , (180)

∇− δg++ = −2 e−2ω ∂+ δg
++ − 8 e−2ω (∂+ω) δg++ . (181)

Plugging these two and (179) into (178) we obtain:

δS = −
1

2

∫
d2x

[
∂+
(
e2ω ∂+φ

2
)
− 4e2ω (∂+ω)

(
∂+φ

2
)]
δg++ . (182)

The two terms above can be combined into one as follows:

1

2

[
∂+
(
e2ω ∂+φ

2
)
− 4e2ω (∂+ω)

(
∂+φ

2
)]

=
√
−g

[
e2ω∂+

(
e−2ω ∂+φ

2
)]

. (183)

We plug this in, reintroduce the correct prefactor ( 1
16πG ) and add

the matter action and obtain the final result for δg++:

δS = −
1

2

∫
d2x
√
−g

(
1

8 πG
e2ω ∂+

(
e−2ω ∂+φ

2
)
+ T++

)
δg++ ,(184)

where we used the definition of the energy momentum tensor as:

Tµν =
−2√
−g

δ SM
δ gµν

Filling in the expression for the energy momentum tensor (which
follows from the matter Lagrangian (162)), the constraint equation
becomes:

−e2ω ∂+
(
e−2ω ∂+φ

2
)
=
Ω

2
∂+f ∂+f . (185)
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If we repeat all of the above steps for δg−− we obtain a very similar
second constraint equation:

−e2ω ∂−
(
e−2ω ∂−φ

2
)
=
Ω

2
∂−f ∂−f . (186)

These two constraint equations together with (172), (173) and (174)
give all the equations of motion in the model.

Let us now rewrite them for the case Ω = 1 which corresponds to
stating that the matter is independent of the dilaton. This will from
now on always be the case. Then for an arbitrary energy momentum
tensor the equations of motion become (note we don’t have the equa-
tion of motion for f anymore):

4∂+∂−ω−
e2ω

2
∂φ2U0(φ) = 0 , (187)

4 ∂+∂−φ
2 − e2ωU0(φ) = 16 πGT+− , (188)

−e2ω ∂−
(
e−2ω ∂−φ

2
)
= 8 πG T−− , (189)

−e2ω ∂+
(
e−2ω ∂+φ

2
)
= 8 πG T++ . (190)

Which is a similar result as obtained in [8]. Let us now find solu-
tions for these equations of motion.

6.3 vacuum solutions

Before we can start imposing conditions and solving the equations
we need to pick a certain potential U0(φ). Considering the EOM for
ω in (187) we see it would be quite fortunate to have ∂φ2U0(φ) ∈ R.
This follows because then the ω decouples from φ2 and describes a
space of constant curvature. This will allow us to explicitly solve the
model analytically. Of course this also forces the background metric
to be AdS2 regardless of the presence of matter.

These are the main reasons why the choice U0(φ) = C−Aφ2 with
A,C ∈ R+ is convenient [8]. In particular by suitably rescaling the
fields and coordinates we can pick U0(φ) = 2− 2φ2 that are conve-
nient for calculations.

6.3.1 Static Vacuum Solutions

Let us start by considering vacuum solutions that are independent of
the time t. This yields the equations:
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2 ∂2zω+ e2ω ∂φ2U0(φ) = 0 , (191)

∂2z(φ
2) + e2ωU0(φ) = 0 , (192)

∂z
(
e−2ω ∂zφ

2
)

= 0 . (193)

If we furthermore impose for the moment that φ(z) = φc ∈ R it
follows from the above equations:

U0(φc) = 0 , (194)

2 ∂2zω = −e2ω ∂φ2U0(φC) . (195)

UsingU0(φ) = 2−2φ2 it follows that φc = 1 and also ∂φ2U0(φc) =
−2. This yields the three static solutions for the spacetime:

e2ω =
1

z2
or

1

sin2(z)
or

1

sinh2(z)
(196)

Which represent AdS2 (in Poincare coordinates), a Rindler sub-
space of the Poincare patch (or equivalently a black hole with event
horizon at z = ∞) and AdS2 in global coordinates. One way or an-
other it shows us that when φ2 approaches a constant we obtain a
pure AdS2 spacetime.

When we now assume that φ does depend on z we can integrate
(193) to find:

∂z(φ
2) = c1 e

2ω . (197)

We then follow [8] by introducing the pre-potentialU0(φ) = ∂φ2W(φ).
Then we can rewrite (192):

c1 ∂
2
z(φ

2) + ∂z(φ
2)∂φ2W(φ) =

d

dz

(
c1 ∂z(φ

2) +W(φ)
)
= 0 . (198)

This can be integrated and rewritten to yield:

dz = c1
d(φ2)

c2 −W(φ)
. (199)

Using that W(φ) = 2φ2 −φ4 for our chosen potential we can inte-
grate the above equation for large φ. This yields us that

φ2 ∝ 1
z

. (200)
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This shows us the z → 0 behaviour of the dilaton in the static
solution. We will see it behaves similarly in the non static case. We
can also find by using (197) that:

e2ω ∝ 1

z2
. (201)

To get a more intuitive picture of this behaviour we can lift the
geometry back to four dimensions [8]. We recall from the introduction
the action of the Weyl transform on the metric and also (165):

gab 7→ gabφ
−α/2 , (202)

ds24 = gµν dx
µ dxν +φ2(x) (dy21 + dy

2
1) . (203)

The first equation tells us (since we picked λ = 0) that we still have
to include the z dependence from the φλ/2:

e2ω
lift

= e2ωφλ/2 ∝ z−
(8−λ)
4 . (204)

This would yield:

ds24 =
1

z
8−λ
4

(
−dt2 + dz2

)
+
1

z

(
dy21 + dy

2
2

)
. (205)

Now we define for convenience L = 8
4+λ and take the following

collection of coordinate transformations:

z = 1
L z̃
L , (206)

t = L
λ−8
8 t̃ , (207)

yi = L−
1
2 ỹi , (208)

where the last two simply scale out an irrelevant constant. When
we apply these transformations we obtain:

ds24 = z̃
2λ
4+λ

(
dt̃2

z̃
16
4+λ

+
dz̃2 + dỹ21 + dỹ

2
1

z̃2

)
. (209)

We see that this is a space that is conformal to a Lifshitz spacetime
with zdyn = 8

4+λ . Thus we can conclude that for large φ or equiva-
lently small z the spacetime is that of conformal Lifshitz. In the next
section we will see that for large z the spacetime (so also the dilaton
behaviour) will reproduce pure AdS2.
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6.3.2 Non-static Vacuum Solutions

Let us now move on to the general solutions of the vacuum equations.
The equations become as follows:

4∂+∂−ω+ e2ω = 0 , (210)

2∂+∂−φ
2 + e2ω(φ2 − 1) = 0 , (211)

∂+
(
e−2ω∂+φ

2
)
= 0 , (212)

∂−
(
e−2ω∂−φ

2
)
= 0 . (213)

We can solve the equation for ω, (210) by:

e2ω =
4

(x+ − x−)2
, (214)

as one may easily check. In subsequent sections we will discuss the
most general solution (which is a conformal transformation of it). For
the solution of φ2 we will have to work a bit harder.
We start by integrating the constraint equations (212) and (213):

∂+φ
2 =

4 f(x−)

(x+ − x−)2
, (215)

∂−φ
2 =

4 g(x+)

(x+ − x−)2
, (216)

where we used the above solution (214) and f(x−) and g(x+) are
arbitrary functions. Now we derive both of these equations to x− and
x+ respectively. We can then plug them into the equation of motion
(211) to obtain:

φ2 = 1−
2 ∂−f(x

−) (x+ − x−) + 4 f(x−)

(x+ − x−)2
, (217)

φ2 = 1−
2 ∂−g(x

+) (x+ − x−) − 4 g(x+)

(x+ − x−)2
. (218)

Now we can find a restriction on the functions f(x−) and g(x+) by
deriving again (215) with respect to x− and (216) with respect to x+.
This time, however, we simply equate these two since they are equal.
It results in:

(x+ − x−)
(
∂−f(x

−) − ∂+g(x
+)
)
= −2

(
f(x−) + g(x+)

)
. (219)

Now we equate the x− derivative of (217) with (216), the x+ deriva-
tive of (218) with (215) and use the above (219) to get the constraint:
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∂2+ g(x
+) = −∂2− f(x

−) , (220)

which shows us that:

g(x+) = c1 + c2 x
+ + c3(x

+)2 (221)

f(x−) = c4 + c5 x
− − c3(x

−)2 . (222)

Lastly we equate (217) with (218) with the above functions to get
the constraints c4 = −c1 and c5 = −c2. This yields us the final solu-
tion:

φ2 = 1+
a+ b (x+ + x−) + c x+ x−

x+ − x−
, (223)

where we renamed the constants as a = 4 c1, b = 2 c2 and c = 4 c3
such that we obtain the same notation as in [8,25,26]. This solution
shows us the expected behaviour. For very large z (the IR limit) and
b = c = 0 (on which we will comment below) we see that it becomes
constant and reproduces the pure AdS2 solutions discussed in the
previous section. So the AdS2 behaviour holds in the neigbourhood
of the Poincare horizons.

For small z (the UV limit), however, we have a non trivial dilaton
profile proportional to 1

z . This is where the Lifshitz boundary condi-
tions hold (see (200) and below) and the spacetime will correspond to
the conformal Lifshitz space. It is this dilaton profile that will allow
us the finite energy excitations in the model. This is in contrast to
pure AdS2 where no finite energy solutions can exist [42].

Now we will first reproduce the solutions as found in [8]. To do
this we will use the SL(2, R) symmetry of the background metric to
rewrite the solution for φ2 in a more convenient form. However, we
will later on in Section 6.7 consider the most general (black hole) so-
lutions. These will generalize the results as found in [8] and have
different behaviour.

So let us take the following fractional transformations:

x± 7→ Ax± +B

Cx± +D
, (224)

where the parameters obey AD− BC = 1. Plugging this into the
above (223) we find that the parameters transform as:



68 ads2 and the almheiri-polchinski model

a ′ = aD2 + cAB+ cB2 ,

b ′ = aCD+ cAB+ b(AD+BC) , (225)

c ′ = aC2 + 2 bAC+ cA2 .

From which one may also find the explicit SL(2, R) invariant:

b ′2 − a ′ c ′ = b2 − a c . (226)

Now, if we specifically pick the following parameters:

A = ∓ 1a
√
a2 + b2 B2 − aB2 c ,

C = 1
a

(
b2B
a −Bc± 1

a

√
a2 + b2 B2 − aB2 c

)
, (227)

D = 1
a

(
−bB∓

√
a2 + b2 B2 − aB2 c

)
.

Then we would obtain by defining µ = −ac−b
2

a :

φ2 = 1+
a− µx+ x−

x+ − x−
. (228)

Or if we had picked had picked the following parameters:

A = ∓
√
a+ b2 B2 − aB2 c ,

C = b2B
a −Bc± 1

a

√
a+ b2 B2 − aB2 c , (229)

D = 1
a

(
−bB∓

√
a+ b2 B2 − aB2 c

)
.

We now define µ = −(a c− b2) and obtain the following expres-
sion:

φ2 = 1+
1− µx+ x−

x+ − x−
. (230)

In either case it is obvious that we need ac− b2 6= 0 to obtain a
µ 6= 0. We will see later on that the parameter µ is (modulo 8πG) the
mass of a black hole yielding the physical demand µ > 0.

6.4 singularities and general solutions

In this short section we discuss how singularities arise in the model
and afterwards we discuss the most general solutions to the equations
of motion. The above considered case can be seen as a specific choice
of these solutions.
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6.4.1 Singularities

In this section we will discuss singularities that arise in the model. If
we consider the action, (163), we can find that the effective Newton
constant is:

GeffN =
GN
φ2

. (231)

From this it becomes clear that when φ2 → 0 there is a strong
coupling singularity in the model [25]. When we are discussing sin-
gularities in the sections below this is the singularity we refer to.

6.4.2 General solutions

As shortly mentioned in the previous sections: the solutions of e2ω

and φ2 were not the most general ones. In fact (as one may easily
check) the following are also solutions:

e2ω =
4 ∂+ω

+(x+)∂−ω
−(x−)

(ω+(x+) −ω−(x−))2
, (232)

φ2 = 1+
a+ b (ω+(x+) +ω−(x−)) + cω+(x+)ω−(x−)

ω+(x+) −ω−(x−)
. (233)

The only demand on the functions ω±(x±) is that they are mono-
tonic. This follows from the fact that e2ω must be positive. We will
see below (end of Section 6.6) that for physical reasons we require
a > 0.
Note that also in particular the SL(2, R) transformed φ2 of previous
section ((228)) has the following generalization:

φ2 = 1+
a− µω+(x+)ω−(x−)

ω+(x+) −ω−(x−)
. (234)

For now we will focus on this (simpler) SL(2, R) transformed so-
lution of the equations of motion (as in [8]). We will see it allows
already for several interesting spacetimes.

6.5 global coordinates

Let us now put µ = 0 in (234). Recall that this is the solution that
behaves as conformal Lifshitz for small z and AdS2 for large z. We
can rewrite this to global coordinates by taking:
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ω±(x±) = tan x± . (235)

This yields the following expressions for φ2 and e2ω:

φ2 = 1+ a
cos x+ cos x−

sin(x+ − x−)
, (236)

e2ω =
4

sin2(x+ − x−)
. (237)

These coordinates cover the whole space, so also outside of the
Poincare patch. We may now investigate if there exist any singulari-
ties in this global vacuum. Let us first determine whether there are
singularities within the Poincare patch. Then we would have:

φ2 = 1+
a

x+ − x−
!
= 0 . (238)

At the end of next subsection we will see that a > 0 (such that the
backreaction is regulated). Hence the above equation has no solutions
such that there are no singularities within the Poincare patch.

Now, using our global coordinates, we consider the domain outside
the Poincare patch and set (236) equal to zero. This yields:

a cos x+ cos x− = − sin(x+ − x−) , (239)

which clearly has solutions and hence describes a non static singu-
larity. However, we are not dealing with a black hole (see next section)
and hence we have a naked singularity. In Fig 11 we sketch how this
spacetime appears.

6.6 black holes and backreaction

Here we will discuss black hole solutions within the model. In the
first subsection we will study the solution as found at the end of
Section 6.3.2:

φ2 = 1+
a− µx+ x−

x+ − x−
. (240)

There we will study the behaviour of the singularity and the asso-
ciated event horizon that arise with this solution.

Afterwards we will consider the most general (but SL(2, R) trans-
formed) solution (234). In particular we will construct a Penrose dia-
gram for the spacetime.
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Figure 11: This is the Penrose diagram for the global coordinates as in (236).
The coordinate t increases upwards and z increases to the left.
The orange shaded part denotes the Poincare patch whilst the
wiggly line indicates the naked singularity.

6.6.1 Singularity

Let us start with the solution (240) and consider the behaviour of the
singularity, for which we set (240) equal to zero:

x+ x− =
1

µ

(
x+ − x−

)
+
a

µ
. (241)

We may also rewrite the equation in terms of t and z coordinates:

t2 = z2 +
2

µ
z+

a

µ
. (242)

We note immediately that for large enough z the evolution will ap-
proach t2 = z2, the null line.

Now we consider the event horizons; these are defined to be the
points of no return. More precisely: once an observer crosses this hori-
zon he can never return and will inevitably fall into the singularity.
From the above equation we see that for z = 0we have that t = ±

√
a
µ .

If we take along these points on the z = 0 boundary the lines of x±

having the constant values we obtain:
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x+ =

√
a

µ
Future Horizon , (243)

x− = −

√
a

µ
Past Horizon . (244)

These are the horizons because whenever an observer crosses one
of these lines, the singularity is inevitably in it’s causal domain. This,
in turn, follows due to the fact that the singularity eventually always
behaves as t2 = z2 and starts on the boundary at t = ±

√
a
µ .

Now we wish to investigate the evolution of the singularity: is it
timelike, null-like or spacelike. To solve this we first solve the equa-
tion for z:

z(t) = −
1

µ
+

√
−
a

µ
+
1

µ2
+ t2 , (245)

where we took the positive solution due to the fact that z > 0 (and
µ > 0). Now the requirement that z > 0 yields us that t2 > a

µ . We can
then derive it with respect to the time such that we obtain:

dz

dt
(t) =

t√
t2 − a

µ + 1
µ2

. (246)

This has different behaviour for the cases µ < 1
a and µ > 1

a . Before
we start on those consider µ = 1

a which gives that the derivative is

simply a sign function. This means that for t >
√
a
µ the singularity

evolves as t = z and for t 6 −
√
a
µ as z = −t.

Now for the case µ < 1
a we see that the denominator will never be

zero and the resulting function is smooth without singularities, see
Fig 12. It becomes obvious that for all t we have dzdt < 1 and hence in
this case the evolution is completely timelike.

When µ > 1
a , however, we see that at t± =

√
a
µ − 1

µ2
the derivative

blows up. Fortunately this is not within the physical spacetime as
|t±| <

√
a
µ , see also Fig 12. However when we compute the derivative

at these endpoints:

dz

dt

∣∣∣∣
t=±
√
a
µ

= ±
√
aµ . (247)
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So in this case we see that the speed of the singularity is always
faster than light (µ > 1

a ) and hence the evolution is completely space-
like. However, for both cases: at large enough t the derivatives will
approach ±1 and show similar behaviour. Also in the defining equa-
tion (242) it can be seen that this limit yields t2 = z2 and hence the
evolution will approach that of a null line eventually.

Lastly, we may consider the acceleration of the singularity:

d2z

dt2
(t) =

1− aµ

(1− aµ+ µ2t2)
√
t2 + 1−aµ

µ2

. (248)

For which we find that at the boundary:

d2z

dt2

∣∣∣∣
t=±
√
a
µ

= µ(1− aµ) . (249)

So, depending on the mass of the black hole µ ≶ 1
a it either ac-

celerates or decelerates. It will do this asymptotically until it reaches∣∣dz
dt

∣∣ = 1.
6.6.2 Penrose Diagram

Now we want to create a Penrose diagram for the black hole space-
time. We therefore first consider the generalization of this φ2 solution,
which is (234), and take a function that compactifies the spacetime:

ω±(x±) =

√
a

µ
tanh

(√
µ

a
x±
)

, (250)

where the constants are chosen for later convenience (in the metric
expressions). Note that now −

√
a
µ < ω± <

√
a
µ . The points end-

points of this region correspond with x+ − x− = 2z → ∞. These
coordinates yields us the explicit static form of the metric and dila-
ton:

φ2 = 1+ a

√
µ

a
coth

(√
µ

a

(
x+ − x−

))
, (251)

e2ω =
4µ

a sinh2
(√

µ
a
(x+ − x−)

) . (252)

Note that φ2 does not go to zero in these coordinates, which means
there are no singularities in this region. For this reason we call this
region the exterior region. When we expand φ2 near the boundary
x+ − x− = 0 we obtain:
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a /μ- a /μ

-1

1

t

d
z/
d
t

Derivative when aμ < 1

a /μ- a /μ t
-

t
+

-1

1

t

d
z/
d
t

Derivative when aμ > 1

Figure 12: These two figures show the behaviour of the derivative dzdt for the
two cases. The top figure shows the case µ < 1

a and the bottom
µ > 1

a . For both figures we keep in mind that the behaviour in

the range −
√
a
µ < t <

√
a
µ (in between the green dashed lines)

is irrelevant since the singularity will not exist in this part of
the spacetime. The red dashed lines shows the asymptotes of the
graphs, so for large enough t the derivatives always approach ±1.
In the bottom figure t± denote the times for which the derivative
blows up; note they lie within the green dashed lines. Lastly, for
the top figure it is obvious that always dz

dt < 1 whilst for the
bottom figure

∣∣dz
dt

∣∣ is largest (within the relevant region) at t =

±
√
a
µ .
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Figure 13: This is the Penrose diagram for the black hole spacetime in the
exterior coordinates, (251). The curved lines denote lines of con-
stant z. The vertical lineω+ = ω− corresponds with x+ = x− and
hence z = 0. The diagonal lines denote the horizons ω± = ±

√
a
µ .

These correspond with z =∞ or ρ =
√
µ
a in the coordinates (257).

φ2 = 1+
a

x+ − x−
+
µ (x+ − x−)

3
+ . . . . (253)

This shows us that the dilaton still has the conformal Lifshitz bound-
ary conditions in the exterior region.

To draw the diagram we consider lines of constant z. Using (250)
we find:

2 z =

√
a

µ

(
arctanh

(√
µ

a
ω+

)
− arctanh

(√
µ

a
ω−

))
. (254)

Using this we can draw the Penrose diagram of the spacetime, see
Fig 13.

Let us now make another transformation (following [8]) by:

ρ =

√
µ

a
coth

(√
µ

a
(x+ − x−)

)
. (255)

Now we rewrite x± = t± z and use:

dρ2 =
4µ2

a2 sinh4
(√

µ
a 2 z

) . (256)

To finally obtain the following expression for the metric and dila-
ton:

ds2 = −
(
ρ2 −

µ

a

)
dt̃2 +

dρ2

ρ2 − µ
a

(257)

φ2 = 1+ aρ , (258)
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where t̃ = 2t. This metric is the Schwarzschild metric for the space-
time except that in our case there is no singularity in the metric itself
(it arises in the dilaton behaviour).

We can now find the horizons of the spacetime by using that gtt =

0 at the horizon. This yields ρ2 = µ
a such that ρ =

√
µ
a since ρ > 0

(due to z > 0). Plugging this into the solution (258) shows that it takes
the constant value on the horizon:

φ2 = 1+ a

√
µ

a
. (259)

In principle we have now obtained the Penrose diagram for the
spacetime. However, we know that there is a singularity associated to
the black hole solution and wish to find it in the spacetime diagram.
Hence we will extend the ω± coordinates using:

φ2 = 1+
a− µω+ω−

ω+ −ω−
. (260)

So we have then an analogue of Poincare coordinates, but now
for ω±. We can now completely repeat the previous subsection (Sec-
tion 6.6.1) by replacing all the x± by ω±. The singularity arising in
the above φ2 solutions satisfies:

ω+ω− =
1

µ
(ω+ −ω−) +

a

µ
. (261)

By introducing a rotation of the coordinate axes ωz ≡ 1
2(ω

+ −ω−)

and ωt ≡ 1
2(ω

+ +ω−) one may also repeat the arguments involv-
ing z and t. In particular we find the event horizons related to the
singularity:

ω+ =

√
a

µ
Future Horizon , (262)

ω− = −

√
a

µ
Past Horizon , (263)

which coincide with the horizons we found above in (257), justify-
ing naming them horizons in the first place. Similarly we can investi-
gate the evolution of the singularity:

µ <
1

a
Time-like ,

µ =
1

a
Null-like ,

µ >
1

a
Space-like ,
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Figure 14: This is the black hole spacetime, consisting of (251) and the ex-
tended (260). We take µ < 1

a such that the singularity is timelike.
The orange shaded part denotes the ’Poincare’ patch of the ex-
tended coordinates. The green shaded area is the exterior region
of the black hole (Fig 13). In this region we still have the confor-
mal Lifshitz boundary conditions and no singularity (wiggly line)
appears. Lastly, the blue dashed line denotes the future horizon
ω+ =

√
a
µ .

and for all the cases (trivially for the Null-like case) the behaviour
always approaches ω2z = ω2t for large enough ωz (or equivalently
ωt).

In Fig 14 we sketch the spacetime with the blackhole for the case
µ < 1

a . This means the evolution of the singularity will be time-like
and approach ω2t = ω2z asymptotically. Graphically the difference
between the time- and spacelike cases will be a concave line versus a
convex one. Note that if we want a really ’correct’ Penrose diagram
we would have to compactify these new extend coordinates again (e.g.
ω̃ = tanh(ω)).

6.6.3 Backreaction

Lastly let us discuss the backreaction. We can see from (242) the time
at which the singularity reaches the boundary:

t = ±
√
a

µ
. (264)

From this it is immediately obvious that we want a > 0 to get a
t ∈ R. But in fact we need a > 0 since in that case the exterior region
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(see also Fig 14) with −
√
a
µ < t <

√
a
µ will have no singularity. In

this region we have the conformal Lifshitz spacetime and observers
can ’live’ without problems.

If we, however, had picked a = 0 we would have the pure AdS2
case and we see that no part of the boundary survives as the singu-
larity immediately reaches it. This yields the fact that AdS2 does not
admit any finite energy solutions [8,42] in contrast to the dynamical
dilaton gravity.

6.7 most general black hole solutions

6.7.1 Singularity

In this section we investigate the most general solution, (233). Let us
follow the same approach as we have taken so far, by first considering:

φ2 = 1+
a+ b(x+ + x−) − dx+ x−

x+ − x−
, (265)

where as before a,d > 0, but now the b 6= 0 term is also taken into
account. To find the singularity behaviour we set φ2 = 0 to get:

x+ x− = a
d + b

d(x
+ − x−) + 1

d(x
+ − x−) , (266)

t2 − 2b
d t = z

2 + 2
d z+

a
d , (267)

where in the second line we rewrote it by x± = t± z. We see that for
large enough z (or t) the behaviour approaches the null lines t2 = z2,
which was also the case for the SL(2, R) transformed solutions. When
we solve the equation for z we obtain:

z(t) = −
1

d
+

√
1

d2
−
a

d
+ t2 −

2 b

d
t . (268)

We can then again use that z > 0 to obtain the times at which the
singularity appears on the boundary:

t±z=0 =
b

d
±
√
b2

d2
+
a

d
. (269)

Recall that for the SL(2, R) transformed solutions these would be
±
√
a
d (where d is then of course different). We can indeed check that

the above reduces to this when b → 0, which is effectively what the
SL(2, R) transformation does.
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To figure out if the singularity behaves time, null or spacelike we
compute again the derivative of z (compare with (246)):

dz

dt
(t) =

t− b
d√

t2 + 1
d2

− a
d − 2b

d t
. (270)

At the points on the boundary we find:

dz

dt
(t±z=0) = ±

√
b2 + ad . (271)

It is interesting to note that b2 + ad is actually the SL(2, R) invari-
ant noted at the end of Section 6.3.2.

We see that we have the three cases where b2+ad is either smaller
than, equal or bigger than one. When equal to one, it will always
evolve null-like. For the other two cases we have behaviour analogous
to what is shown in Fig 12. The figures will be shifted from the origin
by b

d and the points ±
√
a/µ will become the t±z=0 from (269). The

top figure will correspond to the case b2 + ad < 1 and b2 + ad > 1
corresponds to the bottom figure.

6.7.2 Penrose Diagram

In this section we follow the procedure from Section 6.6.2 to obtain
a Penrose diagram for the spacetime. To do so, we refer to (233) and
use as before:

ω± =

√
a

d
tanh

(√
d

a
x±

)
, (272)

which yields for the metric the same expression as before:

e2ω =
4µ

a sinh2
(√

µ
a
(x+ − x−)

) . (273)

Such that the discussion regarding the horizons remains unchanged,
and they are still found at ω± = ±

√
a
d . The solution for φ2, however,

changes:

φ2 = 1+
√
ad coth

(√
d

a

(
x+ − x−

))
+ b

sinh
(√

d
a(x

+ + x−)

)
sinh

(√
d
a(x

+ − x−)

) .(274)
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As before, one may check that when b → 0 it reproduces the pre-
vious solution ((251)). This yields however a major qualitative dif-
ference: the dilaton is not static and goes to zero in this coordinate
system. Both of these did not occur before. To find singularities we
solve φ2 = 0 for z:

z±(t) =

√
a

4d
log


−b sinh

(
2
√
d
a t

)
±

√
1− ad+ b2 sinh2

(
2
√
d
a t

)
1+
√
ad

 .(275)

Recall that we have z > 0, we show first that the solution with the
minus sign (z−) above will never satisfy this. Let us define first some
notation:

x(t) = sinh

(
2

√
d

a
t

)
, (276)

I±(t) = −bx(t)±
√
1− ad+ b2x2(t) . (277)

Then we can derive the following four demands:

ad > 1 ,

b2x2(t) > −(1− ad) ,

bx(t) < 0 , (278)

bx(t) +
√
1− ad+ b2x2(t) + (1+

√
ad) 6 0 .

The first three arise from requiring positivity of I−(t) and the last
one arises from demanding that the argument of the log in (275) is
> 1. From these demands one can derive that:

−bx(t) <
√
1− ad+ b2x2(t) + (1+

√
ad) 6 −bx(t) , (279)

which is obviously a contradiction, meaning there is no solution for
z−(t) > 0 in (275). So let us now consider z+(t) for which we obtain
the following demands (we assume as always ad > 0):

bx(t) < 0 , (280)

bx(t) 6
√
1− ad+ b2x2(t) − (1+

√
ad) ,

arising from similar reasons as above. But now, in fact, they are
satisfiable. To see this let us take this second demand and square the
right hand side:



6.7 most general black hole solutions 81

2
(
1+
√
ad
)(
1−

√
1− ad+ b2x2(t)

)
+ b2 x2(t) , (281)

from which we obtain then b2x2(t) > ad. Using that |bx(t)| =

−bx(t) we can solve this for t to obtain equality at:

tz=0 = −
1

2

√
a

d
arcsinh

(√
ad

b

)
. (282)

So then we find that φ2 = 0 has solutions with z > 0 as follows:

z > 0 if

t 6 tz=0 b > 0

t > tz=0 b < 0
. (283)

We can translate this back into the ω± coordinates to obtain:

ω+(tz=0) = ω
−(tz=0) =

√
a

d
tanh

(
−
1

2
arcsinh

(√
ad

b

))
, (284)

which corresponds to the (one) point on the boundary ω+ = ω−

where the singularity appears.

Lastly let us discuss the asymptotic behaviour of the singularity. To
do this we consider the expression for z+(t) in (275) for very large t.
We expand the sinh terms and use bx(t) < 0 to obtain:

z+(t)
t�1≈

−t b > 0

t b < 0
, (285)

which in terms of the ω± coordinates corresponds to ω± = 0 re-
spectively.

6.7.3 Extending Coordinates

To obtain a figure of the entire spacetime we will again extend the
ω± coordinates by considering:

φ2 = 1+
a+ b(ω+ +ω−) − dω+ω−

ω+ −ω−
. (286)

We can then reproduce (as before) the first section Section 6.7.1 to
find the singularity and its behaviour. By defining 2ωt/z = ω+±ω−

the singularity appears at:
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ωz = −
1

d
+

√
1

d2
−
a

d
+ω2t −

2 b

d
ωt , (287)

which as usual approaches the null line ω2z = ω2t for large enough
values ofωz/t. To find where the singularities appear at the boundary
we have the equivalent of (269):

ω±tz=0 =
b

d
±
√
b2

d2
+
a

d
. (288)

Now one may compare the seemingly unrelated (284) with these
solutions and actually find:

√
a

d
tanh

(
−
1

2
arcsinh

(√
ad

b

))
=

ω−
tz=0

b > 0

ω+
tz=0

b < 0
. (289)

Such that the coordinates (as they should) give consistent results.
To summarize, we have found that the singularity in this case exists
outside of the horizons yielding a naked singularity in the exterior
region. In Fig 15 we sketch this spacetime for the case b2 + ad < 1

and b > 0.

6.8 solutions with matter

We now consider adding matter to the model. As can be seen in (162)
we consider the case where T+− = T−+ = 0, which is true when a
conformal field theory describes the matter action. For a considera-
tion of the conformal anomaly see [8,25]. The equations of motion for
φ2 become (those for e2ω remain unchanged):

2 ∂+∂−φ
2 − e2ω

(
1−φ2

)
= 0 , (290)

−e2ω ∂−
(
e−2ω ∂−φ

2
)
= 8 πG T−− , (291)

−e2ω ∂+
(
e−2ω ∂+φ

2
)
= 8 πG T++ . (292)

The equations can be explicitly integrated to give the following
expression [8,25]:

φ2(x+, x−) = 1+
a

x+ − x−
(
1+ b(x+ + x−) + c x+ x−− (293)

8 πG

a

(
I+(x

+, x−) + I−(x+, x−)
))

,

where a,b, c are constants and I± are as follows:



6.8 solutions with matter 83

Figure 15: Here we show the spacetime (quite similar to Fig 14) of the most
general φ2 solution, see (233). In particular we have b2 + ad < 1
such that the singularities evolve timelike and b > 0 which ’shifts’
the singularities upward. For b < 0 they would be shifted in the
other direction. As can be seen, the singularity can exist outside
of the event horizons meaning we have a naked singularity in this
solution.

I+(x
+, x−) =

∫∞
x+ ds (s− x

+) (s− x−) T++(s) , (294)

I−(x
+, x−) =

∫x−
−∞ ds (s− x+) (s− x−) T−−(s) . (295)

At this point one may wonder if we, as before, can replace the
x± by monotonic functions ω±(x±). As it turns out this can indeed
explicitly solve (290). However when we place this generalization in
the constraint equations:

−e2ω ∂±
(
e−2ω ∂±φ

2(ω+(x+),ω−(x−)
)
= (296)

= 8 πGT±±
(
ω±(x±)

) (
∂±ω

±(x±)
)2 ,

from which we require ∂±ω±(x±) = 1, hence they are not in gen-
eral solutions.

6.8.1 Matter Pulse

In order to illustrate the above solutions we throw a matter pulse in
the geometry [8]. This is achieved by (for example) picking T++ = 0

and
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T−− = E δ(x−) . (297)

If we plug this into the solution (293) we find for φ2 (see also
Fig 16).

φ2 = 1+
e

x+ − x−

(
1+ f (x+ + x−) + g x+ x− −

8 πGE

e
x+ x−

)
,(298)

where e, f and g are constants. Before the matter pulse is thrown
into the spacetime, however, there also exists a certain dilaton profile.
We assume that there is no black hole before the matter pulse and
hence use the solution found in the previous sections (Section 6.5):

φ2|E=0 = 1+
a

x+ − x−
. (299)

Note that the E = 0 follows from the fact that for no matter pulse
the above φ2 should be the solution in the spacetime. Comparing this
with the solution (298) yields then e = a and f = g = 0:

φ2 = 1+
a+ 8πGEx+ x−

x+ − x−
. (300)

This shows us that the parameter −µ in front of the x+x− term is
always related to the mass of the black hole and hence µ > 0. We will
also show this later in calculation of the ADM mass.

6.9 boundary stress-tensor

Now that we have explored solutions for the model we wish to in-
vestigate the boundary dynamics. In particular we may compute the
boundary stress tensor of the dual CFT [25]. The standard holographic
prescription tells us to vary the bulk action with respect to the bound-
ary metric (see [52]):

〈
Ttt
〉
= −

2√
−γ̂

δSbulk
δγ̂tt

= lim
ε→0

−2 ε√
−γ(ε)

δSbulk(ε)

δγtt(ε)
, (301)

where the boundary metric γ̂ is obtained by removing the prefactor
in the ’original’ boundary metric (the tt component of g):

γ̂tt = lim
ε→0

ε2 γtt(ε) . (302)

Note that we only have this tt component since the boundary is
one dimensional. Hence there is also no momentum and we find that
in fact that
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Figure 16: Here we show the spacetime due to an infalling matter pulse,
(300). We only show the spacetime for t > 0, the wiggly line
is once again the singularity in the black hole. Possible (naked)
singularities due to the dilaton profile before the matter pulse are
not drawn. The line with the arrow is the matter pulse travelling
on x− = 0. The dashed blue line is again the event horizon. The
orange shaded area is the Poincare patch and the green area the
exterior of the black hole.

Ttt = H . (303)

Let us now compute the stress energy tensor using the ’standard’
arguments (for more details see [8]). Our total renormalized action
SR will consist out of the normal action for the AP model and the
counterterm action canceling the divergences:

SR =
1

16 πG

(∫
d2x
√
−g
(
φ2R−U0(φ)

)
+ 2

∫
dt
√
−γφ2 K

)
+ Sct ,(304)

where Sct denotes the counterterm action, sometimes we refer to
the first two terms as SG. To find this explicitly we consider the above
action at the boundary. Hence we can use the solution for the ’exte-
rior’ of the black hole, see (251). Using the results from Section 6.1.4
and the fact that in this solution both φ2 and e2ω only depend on z
the action can be written as:

S =

∫
dzdt

[
1

8πG

(
∂zφ

2 ∂zω+ (φ2 − 1)e2ω
)]

+ Sct . (305)

We now expand the solutions (251) around the boundary z = 0 to
obtain the asymptotic behaviour:



86 ads2 and the almheiri-polchinski model

e2ω ≈ − 4µ3a + 1
z2

+ 16µ2 z2

15a2
+O(z3) ,

φ2 ≈ 1+ a
2z +

2µz
3 +O(z3) , (306)

ω ≈ − log z− 2µz2

3a +O(z3) ,

where we included the expansion of omega for convenience. Using
these we find:

1

8πG

(
∂zφ

2 ∂zω
)
≈ a

16πGz3
+O(z) , (307)

1

8πG

(
(φ2 − 1)e2ω

)
≈ a

16πGz3
+O(z) . (308)

Hence the divergent part of the action above is found as (we take
ε→ 0 as a regulator):

∫
dt

a

16πGε2
. (309)

Hence we can take for the counterterm action:

Sct =

∫
dt
√
−γ

(
1

8 πG

(
1−φ2

))
, (310)

which is easily checked to cancel the divergence using the results
above and that

√
γ ≈ 1

ε + O(ε) near the boundary. For the terms
in the AP action SG (everything except Sct) the varying process is
accomplished using the Hamilton Jacobi formalism to get [8]:

−2ε√
−γ(ε)

δSG
δγtt(ε)

=
2ε√
−γ

e2ω

16 πG
∂zφ

2 =
ε eω

8 πG
∂zφ

2 . (311)

For the counterterm action we get:

δSct = −
1

2

∫
dt

1√
−γ

(
1

8 πG

(
1−φ2

))
δγ . (312)

Noting that γ = 1
γtt

it follows that:

δSct

δγtt
=

1

2
√
−γ

1

(γtt)2

[
1

8 πG

(
1−φ2

)]
=
e3ω

2

[
1

8 πG

(
1−φ2

)]
,(313)

such that we obtain:

−2 ε√
−γ(ε)

δSct

γtt(ε)
= −ε

e2ω

8 πG

(
1−φ2

)
. (314)
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Then we use (301) to find the final expression for the stress energy
tensor:

〈
Ttt
〉
=

ε

8πG

(
eω∂zφ

2 − e2ω
(
1−φ2

))
. (315)

When we fill in the asymptotic expressions from (306) we find:

〈
Ttt
〉
=

ε

8πG

(
µ

ε
−
5µ2 ε

3a
+O(ε2)

)
=

µ

8πG
. (316)

6.9.1 Schwarzian

As mentioned in the part on SYK, the Schwarzian can be found in the
boundary stress tensor of the AP model. However to see it arise there
is one subtlety, the so called dynamical boundary time. Though we
will not go into detail on this, it is worthwhile to see the Schwarzian
emerge in this model.

In [8] it is argued that the time coordinate at the AdS2 boundary be-
comes a dynamical variable when considering the model as a dual to
a scalar field theory. Since we are interested in considering this model
as a holographic dual we should use this notion. Following [25] we
denote it by τ(t), where τ denotes the Poincare time coordinate. The
coordinate t then describes the time evolution on the boundary of
AdS2 given by x+ = x− ≡ t.

The choice of coordinates means we investigate the boundary dy-
namics as some deformation relative to the vacuum solution ((230)
with µ = 0) [25]:

ds2 = −
4

(x+ − x−)2
dx+ dx− , φ2 = 1+

a

x+ − x−
. (317)

Now we can define a ’new’ (perturbed) boundary by consider-
ing functions ω±(x±) of the original (above) coordinates. The pre-
cise form of these functions is irrelevant for the derivation of the
Schwarzian. For an explicit example with scalar field holography, see
[8]. The dynamical boundary time is defined as:

ω+(t) = ω−(t) ≡ τ(t) . (318)

One should think of τ(t) as the relation between the time t that
a boundary observer experiences (at a large but fixed dilaton value)
with the ordinary Poincare time coordinate. In order to study the
dynamics of the boundary time, the usual procedure is to introduce
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an infinitesimal regulator ε such that the boundary is then located at
x+ = t+ ε and x− = t− ε. So, the vacuum solution for φ2 of above
has the asymptotic value φ2 = a

2ε at the boundary. Now, using the
above definition (318) we find:

1

2

(
ω+(t+ ε) +ω−(t− ε)

)
= τ(t) . (319)

By equating the vacuum solution φ2 = a
2ε with the (still dynamical)

φ2 arising when plugging in this dynamical boundary time, one may
derive an equation of motion for τ(t) [8,25]. This is, however, not
relevant for our current purposes and noting that x+ − x− = 2 z we
introduce a z(t) as follows (see also [25]):

1

2

(
ω+(t+ ε) −ω−(t− ε)

)
= εz(t) , (320)

where the factor ε on the right hand side originates from the in-
finitesimal replacement of the boundary. The term ε z(t) denotes the
distance between the dynamical boundary and the original. They are
related by [25]:

z(t) =
dτ(t)

dt
. (321)

This is all we need, now we once again consider the expression for
the energy momentum tensor (315). Similar to before we expand e2ω

and φ2 (the vacuum solution with µ = 0) near the boundary, however
we now use that z = τ ′. Including all the relevant orders one finds
[25]:

e2ω =
1

ε2
+
2

3
{τ, t}+O(ε2) , (322)

φ2 =
a

2ε
+ 1−

1

3
{τ, t}ε+O(ε2) ;

where, as usual, the brackets denote the Schwarzian derivative. We
can plug these into (315) to get:

〈
Ttt
〉
= −

a

16πG
{τ, t} . (323)

Which indeed is the Schwarzian as claimed, showing another fea-
ture reminiscent of the SYK model.
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6.10 black hole thermodynamics

Now that we have obtained the stress energy tensor, (316), we can
discuss the thermodynamics of the black hole solution. Using (303)
we note that:

〈
Ttt
〉
= E . (324)

Confirming that the ADM mass of black hole solutions is given by
8 πGµ, as stated at the end of Section 6.3.2. Before we can continue
with examining the entropy we need to calculate the temperature of
the black hole. Note that for calculating the temperature we do not
need the energy momentum tensor yet.

6.10.1 Temperature

The starting point of the calculation is the Schwarzschild metric in
which the horizons are apparent ((257)). Following the standard pro-
cedure we then introduce the imaginary time τ = i t:

ds2 = 4
(
ρ2 −

µ

a

)
dτ2 +

dρ2

ρ2 − µ
a

. (325)

Then we assume we are close to the horizons ρ ≈ µ
a such that we

can expand:

gtt(ρ) ≈ g ′tt (
µ
a)
(
ρ− µ

a

)
, (326)

gρρ(ρ) ≈ g ′ρρ(µa)
(
ρ− µ

a

)
, (327)

which yields for the above metric, using gtt = 4
(
ρ2 − µ

a

)
and

gρρ = ρ2 − µ
a :

ds2 = g ′tt

(µ
a

) (
ρ−

√
µ

a

)
dτ2 +

dρ2

g ′ρρ(µa)
(
ρ− µ

a

) . (328)

We then introduce a new coordinate as:

R =

2

√
ρ−

√
µ
a√

g ′ρρ(µa)
, (329)

from which we obtain then:

ds2 =
1

4
R2 g ′tt

(µ
a

)
g ′ρρ

(µ
a

)
dτ2 + dR2 . (330)
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Now we note that the metric seems to become singular at R = 0

which corresponds with the event horizon of the black hole. Since
this is no special point (a coordinate singularity) we must demand
that the metric is smooth at this point. This is achieved by interpret-
ing (R, τ) as polar coordinates such that τ plays the role of an angular
variable.

This means that the imaginary time coordinate is now periodic:

τ ~ τ+
4π√

g ′tt
(
µ
a

)
g ′ρρ(µa)

. (331)

The temperature is then found by inverting this periodicity and
plugging in the explicit gtt and gρρ:

T =
1

π

√
µ

a
. (332)

6.10.2 Entropy

Now that we have obtained the temperature we can use the first law
dS = dE

T and use (316):

S =
aπ

4G
T +C , (333)

where C is an integration constant. One may compare this with the
Bekenstein Hawking entropy [8], recalling that the area of S0 is one
and 1

Geff
= φ2

G :

Sbh =
φ2

4G

∣∣∣∣
z→∞ . (334)

Now we use that φ2 takes a constant value on the horizon, see
(259):

Sbh =
aπ

4G
T +

1

4G
, (335)

indicating that they agree when we pick C = 1
4G . Lastly, as men-

tioned in [25], one may write the entropy once again in terms of E to
get (we pick C = 0 here):

S = 2π

√
a

8πG
E , (336)



6.10 black hole thermodynamics 91

which is remnant of the Cardy formula for a 2D CFT on a circle
with length L:

Scardy = 2π

√
c

6
LE , (337)

where now c denotes the central charge of the CFT. We see that the
two results agree when we take:

a

8πG
=
c

6
L , (338)

which would seem to indicate that a is perhaps some IR cut-off for
the bulk [25].





7
O T H E R M O D E L S A N D C O N C L U S I O N S

7.1 supersymmetry and explicit construction of the bulk

Now that we have extensively studied the AP model let us discuss
some other models. First off let us discuss the supersymmetric exten-
sion of the AP model. The action then has the usual two spacetime
coordinates denoted by x but also two anticommuting coordinates θ
and becomes [53,54]:

S = −
1

16 πG

[
i

∫
M

d2xd2θEΦ(R+− − 2) + 2

∫
∂M

dtdθΦK

]
. (339)

Here M denotes the supermanifold (with boundary) and ∂M its
boundary. E is the superdeterminant of the vielbein in the superspace.
R+− is a superfield containing the usual curvature in the θθ̄ term
when expanded. The Φ is the dilaton superfield and the last term in
the action denotes the supersymmetric version of the Gibbons Hawk-
ing York term.
In [54] this boundary term is used to derive the Super-Schwarzian
action by explicitly calculating the extrinsic curvature. This shows
the analogy with the supersymmetric version of SYK as discussed in
Chapter 4.

Another very interesting approach to find the bulk theory is dis-
cussed in [13] by Gross and Rosenhaus. We already mentioned this
in Section 2.3.6. Their approach uses the 1/N finiteness of SYK to ex-
plicitly construct the bulk action. To start we recall the fermion OPE
and the associated O(N) invariant operators in it ((44) and (50)):

1

N

∑
i

χi(τ1)χi(τ2) =
1√
N

∑
n

cn
sgn(τ12)
|τ12|2∆−hn

On

(
τ1 + τ2
2

)
,

On(τ) =
1√
N

N∑
i=1

2n+1∑
k=0

dnk ∂
k
τ χi ∂

2n+1−k
τ χi .

We can then use the standard AdS/CFT dictionary [9], that maps
such O(N) invariant operators to massive scalar fields φn in the bulk.
This yields the action:

∫
d2x
√
g
∑
n

(
1

2
(∂φn)

2 +
1

2
m2nφ

2
n +

1√
N
λnmkφnφmφk

)
. (340)
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The mass is then related to the conformal dimension of the oper-
ator (see (54) and above) by [9,13] m2n = hn(hn − 1). The cubic cou-
pling is in fact the main result of [13]. It is computed how exactly this
coupling is related to the six point function in SYK which they also
compute. Their method can in principle be repeated for computing
also any higher order interactions (depending on the value of q).
It is hoped that finding the first few terms in the bulk Lagrangian will
yield an understanding of the organizing principle. To understand
this consider for example a Lagrangian for string theory containing
an infinite number of fields, one for each mode of the string. Knowing
that the amplitudes come from strings, the worldsheet is the organiz-
ing principle [13].

7.2 conclusions and discussion

In this thesis we have reviewed the SYK model (and generalizations)
and its related bulk models. The main ’hallmark’ features of SYK, the
emergent conformal symmetry and the solvability at strong coupling,
allowed one to calculate nearly anything in the model. It is these same
properties that leads to a hope of better understanding the AdS/CFT
conjecture in the first place.

We have in particular investigated the details of the ensemble and
found that the entire diagrammatic structure of SYK can be repro-
duced by a large class of ensembles (Chapter 3). We also expanded
the on the O(N) symmetry and the lack of a current for it. In the in-
vestigation of the bulk, the AP model, we generalized the black hole
solutions as obtained in [8].

SYK and its holographic dual remains a very active area of research.
We have omitted many subjects, for example an approach to a 2d qft
analog of SYK [22]. Also for the bulk there exist more models, such as
a three dimensional view (AdS2× S1/Z2) of the duality [55] in which
the dilaton profile is seen as the third direction.

There remain many open questions regarding the SYK model and
its dual. The natural question is of course the nature of the exact dual
of SYK. Let us pose however some more detailed and straightforward
questions. Firstly, the interpretation of the dilatonic black hole solu-
tions in SYK should be explored. In particular the solutions we found
in Section 6.7 may also carry an interesting interpretation.
Also regarding the bulk model, another problems is to integrate the
above discussed construction of the bulk [13] into the AP model. One
would have to take into account possible interactions between the
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dilaton field and the scalars.

Lastly, for the SYK model itself it would be interesting to see if we
can reproduce the effective action and the Schwarzian of SYK in the
tensor models. Due to the lack of the disorder average, these tensor
models are perhaps more suited for an exact bulk dual.





Part III

A P P E N D I X





A
A P P E N D I X I

a.1 a different method to obtaining the syk schwarzian

This method explains the main idea of the computation as done in
[11], in contrast to the method in Section 2.6.4
To set the stage, start by considering a small reparametrization taking
τ 7→ τ+ ε(τ). We consider the action as:

S

N
=
J2(q− 1)

4
(g|K̃−1 − 1|g) . (341)

Afterwards we add in the explicit corrections on the kernel and the
eigenfunctions. These are explicitly computed in chapter 3 of [11].

This yields in frequency space an action proportional to n2(n2 −
1) (n is the analogue of k in the Fourier transform). After Fourier
transforming this one obtains [11]:

S

N
=
αs

2 J

∫β
0

dτ

(
(ε ′′(τ))2 −

(
2π

β

)2
(ε ′(τ))2

)
, (342)

where J2 = J2 q
2q−1

and αs is a constant, but it does depend on the
value of q [11]. Note this is the same action as we obtained in our
procedure when considering small reparametrizations. The constant
αs is numerically calculated and discussed in [11]. In particular, for
large q it reduces to 1

4q2
as also mentioned before.

The found action (342) thus turns the Goldstone modes into pseudo
Goldstone modes by incorporating the explicit breaking of the sym-
metry.

Although this is a first step we wish to generalize to finite transfor-
mations τ 7→ f(τ). Let us consider the zero temperature case in which
the domain for both τ and f is R. We can now Taylor expand f(τ)

around any point, we pick the origin, and rewrite:

f(τ) = f(0) + f ′(0)

(
τ+

1

2

f ′′(0)

f ′(0)
τ2 + . . .

)
. (343)

When we consider τ� 1, it can be considered a small reparametriza-
tion and we can compare it to the previous case. In particular let us
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compare the term in brackets to τ 7→ τ + ε(τ). Expanding ε up to
second (around the origin) yields

τ+ ε(0) + ε ′(0) +
1

2
ε ′′(0) ,

which, when compared to the terms within the bracket, yields us
ε = ε ′ = 0 and ε ′′ = f ′′

f ′ . We left out the point around which we
expand since it was arbitrary to begin with.
The total transformation due to f(τ) thus consists out of the above
choices for ε followed by a scaling f ′ and a translation f. Since these
last two correspond to transformations due to SL(2, R) we can ignore
them (Gc is invariant). The generalization from the small reparametriza-
tion case thus becomes:

ε ′′ 7→ f ′′

f ′
. (344)

Plugging this into (342) and partially integrating yields us (up to a
total derivative term) [11]:

S

N
= −

αs

J

∫
dτ {f, τ} , (345)

where we introduced {f, τ} ≡ f ′′′

f ′ −
3
2

(
f ′′

f ′

)2
as a shorthand notation

for the Schwarzian derivative. This is thus the action that describes
the pseudo Nambu-Goldstone modes.

There is a couple of things to note. Firstly, when we pick f(τ) =
aτ+b
cτ+d (so a global SL(2, R) transformation) we see that the action
yields zero. This is exactly what we expect since for these transforma-
tions we know that Gc is invariant.
There is now, however, also the transformation f(τ) = af+b

cf+d . Un-
der this (yet another SL(2) transformation) the Schwarzian derivative,
and thus action, remains invariant. This symmetry must of course be
there, since the theory (in particular Gc) remains invariant under this.
By a similar procedure as done in Section 2.6.4 we can obtain the in-
finitesimal action above by considering small reparametrizations on
the circle.
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