
Utrecht University

Debye Institute for Nanomaterials Science

Quantum Nanophotonics Group

Simulations of femtosecond laser
excitation in bulk silica

Author:
Charly Beulenkamp BSc

Supervisors:
Dr. J. Hernández-Rueda

Dr. D. van Oosten

July 5, 2017





Abstract

A model to simulate the interaction between ultrashort light pulses and bulk fused
silica is presented. Starting from Maxwell’s equations, an equation for computing light
propagation is derived using the slowly varying envelope approximation. Two third
order nonlinear effects, the Kerr effect and Raman scattering, are taken into account.
The model also takes into account the generation of an electron plasma by strong field
ionization and impact ionization. To describe this process Rethfeld’s multiple rate
equation is used. The transmission profiles predicted by the simulations are compared
with experimental transmission images of electron plasma in silica.
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Introduction

1 Introduction

Since the invention of the laser in the sixties their usefulness in science, industry and
health have stimulated research into their properties. Developments in laser technology
have increased control over wavelength, pulse energy, pulse shape and more. In particular
the development of mode-locking and chirped pulse amplification techniques have given
access to femtosecond laser pulses with pulse energies far above 1 mJ and pulse durations
below 10 fs.

A technologically relevant and interesting application of such ultrashort laser pulses is the
micromachining of dielectric materials [15] [7]. This involves focusing the pulse in the bulk
of the dielectric. In the focus, electrons are excited to the conduction band by the strong
electric field via strong field ionization (i.e. multiphoton and tunneling ionization). These
electrons are then heated by single photon absorption and excite even more electrons via
scattering. The density and temperature distributions of the electron plasma determine
the modification of the material. To use femtosecond laser pulses as a tool it is therefore
important to understand and be able to predict how the plasma forms.

So far, our group has used the finite-difference time-domain method (FDTD) for simulations
of ablation of the surfaces of silica [4] and silicon-on-insulator [22]. The disadvantage of this
method is that it requires high resolution, enough to resolve the wavelength of the light.
This becomes particularly troublesome when one wants to take into account the heating
of the plasma, which requires a matrix differential equation (known as the multiple rate
equation (MRE)) to be solved for every point. There is a widely used model [16] [6] [5] for
the propagation of femtosecond laser pulses which makes use of the slowly varying envelope
approximation to reduce the problem to that of solving the non-linear Schrödinger equation.
The slowly varying nature of the envelope means that a much lower resolution can be used.
This report presents such a model supplemented with the aforementioned MRE model for
plasma heating and methods to enhance numerical efficiency.

First an equation will be derived which allows the computation of the evolution of the
electric field in absence of nonlinear effects. Nonlinear polarization effects will be added
to it, and a model will be presented for the generation and evolution of the plasma and
its effect on the propagation of the electric field. Some numerical methods will then be
presented which are used to implement the model into code. Transient transmission images
obtained using a pump-probe arrangement [20] are then compared with the transmission
predicted by simulations.
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2 Theory

2.1 The Schrödinger Equation for the envelope

2.1.1 Maxwell’s Equations

The natural starting point for describing the propagation of electromagnetic fields is
Maxwell’s equations

∇ ·E =
1

ε0
(ρ−∇ ·P), (2.1)

∇ ·B = 0,

∇×E = −∂B

∂t
,

∇×B = µ0(J +
∂

∂t
(ε0E + P) +∇×M).

Combining the third and fourth equations gives us

∇× (∇×E) = −∇2E +∇(∇ ·E) = −µ0
∂J

∂t
− 1

c2

∂2

∂t2
E− µ0

(
∂2P

∂t2
+
∂

∂t
∇×M

)
. (2.2)

We will start by studying unexcited fused silica, so ρ = 0. The magnetization M can be
neglected because the magnetic susceptibility at optical frequencies is generally extremely
small. Longitudinal waves will be neglected by setting ∇·E. This yields the wave equation

∇2E− 1

c2

∂2

∂t2
E = µ0

(
∂J

∂t
+
∂2P

∂t2

)
, (2.3)

where c = (µ0ε0)−1/2 is the speed of light in vacuum.

2.1.2 The Linear Part

First consider the wave equation with only the first order susceptibility

P(1)(x, t) = ε0

∫ t

−∞
χ(1)(x, t− t′)E(x, t′)dt′, (2.4)

resulting in the wave equation

∇2E− 1

c2

∂2

∂t2

(
E +

∫ t

−∞
χ(1)(x, t− t′)E(r, t′)dt′

)
= 0. (2.5)

In the frequency domain (Ẽ = Ẽ(x, ω)) this simplifies to

∇2Ẽ +
ω2

c2

(
1 + χ(1)(ω)

)
Ẽ = ∇2Ẽ +

ω2n2(ω)

c2
Ẽ = 0, (2.6)

where refractive index n(ω) can be computed using the Sellmeier equation [11]. So now we
have

[∇2 + k(ω)2]Ẽ = 0, (2.7)

where k(ω) = n(ω)ω
c . For the purposes of computation it is more convenient to have an

equation which contains only first order derivatives to some variable. To find such an
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equation we can decompose the electric field of a light pulse moving in the z-direction into
a carrier wave and an envelope A,

E(x, t) =
1

2

[
A(x, t)ei(k0z−ω0t) + c.c.

]
, (2.8)

where we choose ω0 to be the frequency around which Ẽ(x, ω) has a peak and k0 = k(ω0).
In the frequency domain we thus have

Ẽ(x, ω) =
1

2

[
Ã(x, ω − ω0)eik0z + ¯̃A(x, ω + ω0)e−ik0z

]
= 0. (2.9)

We can now rewrite the wave equation into a useful equation for the envelope by making
the slowly varying envelope approximation. If we assume that A varies slowly in time with
respect to the carrier wave, it will be peaked around zero in the frequency domain. So for
ω ≈ ω0 we have

Ẽ(x, ω) ≈ 1

2
Ã(x, ω − ω0)eik0z, (2.10)

which allows us to separate the wave equation into the positive and negative frequency
parts. We then get

[∇2 + k(ω)2]Ẽ =
1

2
[∇2
⊥Ã +

∂2Ã

∂z2
+ 2ik0

∂Ã

∂z
+ (k2(ω)− k2

0)Ã]eik0z = 0, (2.11)

where Ã = Ã(x, ω − ω0) If we assume that the envelope is also slowly varying in the z
direction, we can neglect the second derivative to z and shift the frequencies to get

1

2
[∇2
⊥ + 2ik0

∂

∂z
+ k2(ω0 + ω)− k2

0]Ã(x, ω) = 0. (2.12)

As we are only interested in some timeframe centered around the arrival of the pulse, it is
convenient to switch to temporal co-moving coordinates τ = t− z

vg
and η = z, where vg is

the group velocity, i.e. the speed at which the envelope travels when only the first order
susceptibility is taken into account. Under this coordinate transformation, the derivatives
transform as

Time domain Frequency domain (2.13)

∂

∂t
=
∂τ

∂t

∂

∂τ
+
∂η

∂t

∂

∂η
=

∂

∂τ
−→ − iωt = −iωτ

∂

∂z
=
∂τ

∂z

∂

∂τ
+
∂η

∂z

∂

∂η
= − 1

vg

∂

∂τ
+

∂

∂η
−→ ∂

∂z
=
iωτ
vg

∂

∂τ
+

∂

∂η
.

The envelope equation then becomes (now using ω = ωτ )

1

2
[∇2
⊥ + 2ik0

∂

∂η
− 2k0ω

vg
+ k2(ω0 + ω)− k2

0)]Ã = 0. (2.14)

As Ã is sharply peaked around ω = 0 we can further approximate

k2
0 − k2(ω + ω0) =(k0 + k(ω + ω0))(k0 − k(ω + ω0)) ≈ 2k0(k0 − k(ω + ω0))

≈− 2k0

(
ω

vg
+
βω2

2

)
,

where β is the group velocity dispersion. Finally, we can cast the envelope equation in the
form of the Schrödinger equation

i
∂Ã

∂η
=

[
−
∇2
⊥

2k0
+
β(−iω)2

2

]
Ã. (2.15)
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In the time domain this becomes

i
∂A

∂η
=

[
−
∇2
⊥

2k0
+
β

2

∂2

∂τ2

]
A. (2.16)

Note that we only moved some terms in the wave equations to the right-hand side and
divided the whole by k0, so contributions from currents and polarization on the right-hand
side of the wave equation (2.3) can be added by extracting from them the terms of the
form FAei(k0z−ω0t) and then adding F

k0
A to the right-hand side of the envelope equation.

We can estimate the significance of the GVD by considering the equation ∂2A
∂τ2
− 2i

β
∂A
∂η = 0

with an initial A which is Gaussian in time with A(τ) ∝ exp(−τ2/t2p). The solution is a
Gaussian beam with Rayleigh length ηR = t2p/2β. For a femtosecond pulse with tp = 100 fs

traveling through silica with β = 36 fs2/mm [12], one thus finds that temporal broadening
occurs on the scale of ηR = 13.9 cm. The simulations described in this text consider only
the area where plasma forms, which is shorter than 1 mm, so the GVD can be neglected.

2.2 Nonlinear Polarization

There are two significant nonlinear polarization effects, both of them third order as inver-
sion symmetry of fused silica rules out second order nonlinear polarization. The first is the
Kerr effect, which is instantaneous

P
(3)
Kerr(x, t) = ε0χ

(3)
Kerr|E|

2E. (2.17)

The second is a delayed effect known as Raman scattering, which is due to molecular
vibrations induced by light. It can be modelled as [5]

P
(3)
Raman(x, t) = ε0QR(x, t)E(x, t), (2.18)

where QR is the solution to the damped harmonic oscillator problem corresponding to the
molecular vibrations

∂2QR
∂t2

+ 2Γ
∂QR
∂t

+ (ω2
R + Γ2)QR =

ωR
Ω0

µ2

~2
|E|2, (2.19)

with ω−1
R = 12 fs and Γ−1 = 50 fs [23]. One can show that the Green’s function for this

problem is

G(t, t′) = Θ(t− t′)e
−Γ(t−t′)

ωR
sin(ωR(t− t′)), (2.20)

where Θ is the Heaviside step function. The solution is thus

QR(t) =
ωR
Ω0

µ2

~2

∫ ∞
−∞

dt′G(t, t′)|E(t′)|2 (2.21)

=
µ2

~2Ω0

∫ t

−∞
dt′e−Γ(t−t′) sin(ωR(t− t′))|E(t′)|2

=
µ2

~2Ω0

∫ ∞
0

dt′e−Γt′ sin(ωRt
′)|E(t− t′)|2

=
µ2

~2Ω0

ωR
ω2
R + Γ2

∫ ∞
0

dt′R(t′)|E(t− t′)|2,

where R(t) =
ω2
R+Γ2

ωR
e−Γt′ sin(ωRt

′), which satisfies
∫∞

0 dtR(t) = 1. This choice ensures

that the order of magnitude of the convolution of R and |E|2 is the same as that of |E|2.
This notation allows one to more easily relate the Kerr effect and Raman scattering.
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2.2.1 Effect on the electric field

The total third order nonlinear polarization is thus

P(3)(t) = ε0

[
χ

(3)
Kerr|E(t)|2 +

µ2

~2Ω0

ωR
ω2
R + Γ2

∫ ∞
0

dt′R(t′)|E(t− t′)|2
]
E(t). (2.22)

To find the effect on the electric field we need to extract the part centered at frequency
+ω0 and take two time derivatives (third harmonic generation will be neglected because of
the lack of phase matching). We start by considering

|E|2E =

=
1

8

[
A2e−2iω0 + 2|A|2 + Ā

2
e2iω0t

]
×
[
A(t)e−iω0t + Āeiω0t

]
=

1

8

[
2A2Āe−iω0t + 2|A|2Ae−iω0t + ...

]
=

3

8

[
|A|2Ae−iω0t + ...

]
, (2.23)

and thus

µ0

k0

∂2

∂t2

(
ε0χ

(3)
Kerr|E|

2E

)
=

= − 3ω2
0

8k0c2
χ

(3)
Kerr

[
|A|2Ae−iω0t + ...

]
. (2.24)

In absence of Raman scattering we have χ
(3)
Kerr =

4n2n2
0ε0c

3 , where n2 is the nonlinear re-
fractive index defined as n = n0 + n2I. This nonlinear refractive index is measured
using the z-scan technique [6]. For these measurements the envelope of the probing
light is approximately constant on the timescale of Raman scattering. This means that∫∞

0 dt′R(t′)|E(t− t′)|2 ≈ |E(t′)|2 and so the Raman scattering term takes the form of the
Kerr effect term and contributes directly to the nonlinear refractive index. This contribu-
tion can be characterized by fR = 0.18, the fraction of the nonlinear refractive index which
is due to Raman scattering. Using this fact and the expression in 2.24, we can write the
effect of nonlinear polarization on the envelope as

i

(
∂A

∂η

)
Nonlin

=
µ0

k0

∂2P(3),+ω0

∂t2
(2.25)

= −k0n2
ε0c

2

[
(1− fR)|A|2 + fR

∫ ∞
0

dt′R(t′)|A(t− t′)|2
]
A,

where n2 = 3.54× 10−20m2/W 2 [16].
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2.3 The Electron Plasma

2.3.1 Strong-Field Ionization

The fused silica used in ablation experiments has a band gap of ∆ = 9 eV, while a photon
with a vacuum wavelength of 800 nm has an energy of only ~ω0 = 1.56 eV. The light can
thus only excite electrons to the conduction band via multi-photon absorption and electron
tunneling in the strong field limit. Keldysh [10] derived an expression for the transition
rate between the conduction and valence band which is given by

WSFI =
2ω0

9π

(
µω0

~√γ1

)3/2

Q(γ, x)× exp

(
− πbx+ 1cK(γ1)− E(γ1)

E(γ2)

)
, (2.26)

where γ = ω0
√
µ∆

e|E| , x = 2
π

∆
~ω
E(γ2)√
γ1

, γ1 = γ2/(1 + γ2), γ2 = 1/(1 + γ2), µ is the reduced mass

of the electron and the hole, the functions K and E are complete elliptic integrals of the
first and second kind, and

Q(γ, x) =

√
π

2K(γ2)
×
∞∑
n=0

exp

(
− nπK(γ1)− E(γ1)

E(γ2)

)
Φ

(
π2(bx+ 1c)− x+ n

2K(γ2)E(γ2)

)
. (2.27)

Due to the absorption of light the amplitude of the envelope decreases. The energy density
averaged over one period is E = n2ε0

2 |A|
2. The decrease in energy density due to strong

field ionization over a time ∆τ is ∆E = −∆̃WSFI∆τ , where ∆̃ = (∆ + Up) is the effective

ionization potential consisting of the bandgap ∆ and the ponderomotive energy Up = e2|A|2
4ω2

0

that the ionized electron will have in the electric field. The new amplitude is thus

|A′| =

√
|A|2 − 2∆τ

WSFI∆̃

n2ε0
= |A|

√
1− 2∆τ

WSFI∆̃

n2ε0|A|2
. (2.28)

2.3.2 Plasma evolution: the multiple rate equation

Electrons that have been excited to the conduction band can absorb photons from the
laser field, increasing their kinetic energy. When their energy is high enough, they can
ionize a valence band electron by means if a collision. This process is known as impact
ionization. The newly ionized electrons will also be heated and can in turn produce more
ionized electrons through impact ionization. The resultant rapid growth of the plasma is
therefore known as avalanche ionization. A full treatment of the collisional integrals was
done by Kaiser et al [9]. Because it is computationally cumbersome even when considering
a single point with constant electric strength, Rethfeld [13] proposed a simplified model
known as the multiple rate equation which reproduces the important physical results. This
model will be used here to compute the generation of the electron plasma.

The local electron density ρ is divided into bins ρi according to their energy above the band
gap in units of the photon energy, i.e. ρi is the local density of electrons with energy i~ω0.
Strong field ionization adds electrons to the bottom of the conduction band ρ0. Single
photon absorption transfers electrons to higher bins at a rate W1p. Electrons can ionize
valence band electrons at a rate α when their energy exceeds the critical energy Eimp =
(1 + µ

mv
)(∆ + Up). The factor (∆ + Up) is the effective ionization potential consisting of

the bandgap and the ponderomotive energy Up = e2|A|2
4muω2

0
that the freely moving conduction

band electrons have in the laser field. Here µ is the reduced mass of the conduction band
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electrons and the valence band holes, which have effective masses mc and mv respectively.
The factor of (1 + µ

mv
) is due to momentum conservation. The relevant parameters here

are the strong field ionization rate WSFI and the single photon absorption rate W1p. The
impact ionization rate is set at α = 6.0 × 1015s−1, since its precise value does not matter
as long as α�W1p [13]. The full set of equations is thus

ρ̇0 = −W1pρ0 +WSFI + 2α
k∑
i=j

ρi , (2.29)

ρ̇1 = −W1pρ1 +W1pρ0 ,

...

ρ̇j = −(W1p + α)ρj +W1pρj−1 ,

...

ρ̇k = −αρk +W1pρk−1 ,

where j = dEimp/(~ω0)e. The single photon absorption will be taken to be independent
of the electron energy, and derived in the next section by considering the total photon
absorption due to the plasma. Photons are absorbed when electrons collide with the lattice
or other electrons, thus we will need to know the rate at which these collisions happen.
Although the system is not in equilibrium, a temperature can be assigned to the gas based
on the average energy per electron [3]

3

2
kBT =

∑k
j=0 j~ω0ρj∑k

j=0 ρj
. (2.30)

By modeling the electron plasma as a classical gas one can derive an electron-electron
scattering rate

Γe-e =
4πε0
e2

√
6

mc
(kBT )3/2. (2.31)

Combining the electron-electron and electron-lattice scattering rates gives to total inverse
scattering time

τ−1
c = Γe-lat + Γe-e, (2.32)

where we take the electron-lattice scattering rate Γe-lat = 2.0 × 1015 [19] to be energy
independent.

2.3.3 Plasma current and heating

The interaction between excited electrons and light can be modeled by treating the electrons
as a gas of classical charged particles, an approach known as the Drude model. The resulting
currents tend to defocus the indicent light pulse.

Consider a particle with charge q and mass m in an oscillating electromagnetic field which
collides with other particles after an average time of τc. Assuming the velocity of the
particle is small with respect to the group velocity of the light pulse we can write

m
dv

dt
= qE−m v

τc
, (2.33)

which can be written in the frequency domain as

m(
1

τc
− iω)v(ω) = qE(ω). (2.34)

7
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The general solution is

v(t) = v0e
−t/τc +

q

m

∫
dω

τc
1− iωτc

E(ω)e−iωt, (2.35)

where v0 is an arbitrary constant. The second term thus gives the average particle velocity.
Individual particles will have some additional nonvanishing randomly distributed thermal
velocity, which gives rise to diffusion. The diffusion can be neglected, since it takes place
on larger timescales than the plasma generation. In principle both electrons and holes
will contribute to the current. However, the effective mass of the valence band holes
(mv ≈ 7.5me) is much larger than that of the conduction band electrons (mc ≈ 0.3me) [2].
The contribution of the holes can therefore be neglected. The current can then be written
as

J = −eρv =
ρe2

m

∫
dω

τc
1− iωτc

E(ω)e−iωt, (2.36)

where ρ is the density of electrons in the conduction band. If we denote by a + superscript
the positive frequency part we can write

i

(
∂A

∂η

)
Plasma

=
µ0

k0

∂J+

∂τ
=
µ0e

k0

(
∂ρ

∂τ
v+
c + ρ

∂v+
c

∂τ

)
≈ µ0eρ

k0

∂v+
c

∂τ
, (2.37)

where we also make the reasonable assumption that the carrier density varies slowly with
respect to the carrier wave frequency. We can express the change in velocity in terms of
the envelope as

∂vc
∂t

=
e

mc

∫
dω
−iωτc

1− iωτc
Ẽ(ω)e−iωt (2.38)

=
e

2mc

∫
dω
−iωτc

1− iωτc
[Ã(ω − ω0)eik0t + ˜̄A(ω + ω0)e−ik0t]e−iωt

=
e

2mc
ei(k0z−ω0t)

∫
dω
−i(ω + ω0)τc

1− i(ω + ω0)τc
Ã(ω)e−iωt

+
e

2mc
e−i(k0z−ω0t)

∫
dω
−i(ω − ω0)τc

1− i(ω − ω0)τc
˜̄A(ω)e−iωt.

The same assumption for the envelope allows us to make the approximation

−i(ω + ω0)τc
1− i(ω + ω0)τc

Ã(ω) ≈ −iω0τc
1− iω0τc

Ã(ω), (2.39)

since A(ω) is peaked around zero with a width smaller than ω0. This amounts to taking
only the carrier wave oscillations into account for the current. We can then go back into
the time domain to get∫

dω
−i(ω + ω0)τc

1− i(ω + ω0)τc
Ã(ω)e−iωt ≈ −iω0τc

1− iω0τc
A(t). (2.40)

Our final result is

i

(
∂A

∂η

)
Plasma

=− µ0e
2ρ

2mck0

iω0τc
1− iω0τc

A (2.41)

=− iσρ

2
(1 + iω0τc)A,

where σ = e2µ0
k0mc

ω0τc
1+ω2

0τ
2
c

is known as the Drude conductivity. This expression also allows us

to estimate the single photon absorption rate. The local photon density is u =
n2
0ε0

2~ω0
|A|2.

The change along the η direction due to the plasma is

∂u

∂η
=
n2

0ε0
2~ω0

(
∂Ā

∂η
A + Ā

∂A

∂η

)
= − n

2
0ε0

2~ω0
σρ|A|2 = −σρu. (2.42)
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By multiplying with the phase velocity of light c/n0 we can get the rate at which photons
are absorbed

∂u

∂t
= −σρcu

n0
. (2.43)

This has to be divided by the total plasma density to get the rate at which a single electron
absorbs a single photon. The final expression for the single photon absorption is then

W1p = σ
cu

n0
=
cn0ε0σ

2~ω0
|A|2. (2.44)

2.3.4 Refractive index

The change in refractive index due to the plasma defocusing can be found by going back
to the wave equation

∇2Ẽ +
ω2

c2

(
1 + χ(1)(ω)

)
Ẽ = −iωµ0J̃. (2.45)

If we take ω ≈ ω0 and approximate J̃(ω0) ≈ e2

m
τc

1−iω0τc
ρ̃(0)Ẽ(ω0) we can write it in the form

∇2Ẽ +
ω2

0

c2

(
1 + χ(1)(ω0)− ρe2

mε0

τc
ω2

0τc + iω0

)
Ẽ = 0 (2.46)

and we can see that the complex index of refraction at frequency ω0 is

ñ = n+ iκ =

√
n2

0 −
ρe2

mε0

τc
ω2

0τc + iω0
=

√
n2

0 −
ω2
p

ω2
0

ω0τc
ω0τc + i

, (2.47)

where ωp =
√

ρe2

mε0
is the plasma frequency. In our case ω0τc = 1.78, so when ωp > ω0

the refractive index will have a significant imaginary part. Note that we thus take the
Drude model into account as a frequency independent change to the refractive index. This
approach is known to be numerically unstable when applied in finite difference time domain
simulations. Out approach is not susceptible to this instability.

9



Numerical Methods

3 Numerical Methods

3.1 Electric field evolution

The equation we need to solve is of the Schrödinger form,

i
∂A

∂t
= Ĥ(t)A, (3.1)

where the value of A is known for some time t0. The formal solution [14] to this is given
by

A(t) = lim
N→∞

exp

(
− iĤ(t0 + (N − 1)∆t)∆t

)
· · · exp

(
− iĤ(t0)∆t

)
A(t0) (3.2)

=T
{

exp

(
− i
∫ t

t0

dτĤ(τ)

)}
A(t0)

where T denotes the time ordering operator and ∆t = (t − t0)/N . Now suppose that we
take t to be close to t0, then we can expand as follows

T
{

exp

(
− i
∫ t

t0

dτĤ(τ)

)}
= T

{
exp

(
− i
∫ t

t0

dτĤ(t0) +
∂Ĥ
∂t

(t0)τ + · · ·
)}

= exp

(
− iĤ(t0)(t− t0)− i(t− t0)2

2

∂Ĥ
∂t

(t0) +O((t− t0)3)

)
= exp

(
− iĤ(0)(t− t0)

)
(1 +O((t− t0)2)),

so by taking small time steps δt we can approximate the time evolution up to linear order
in δt,

A(t0 + δt) ≈ exp

(
− iĤ(t0)δt

)
A(t). (3.3)

Computing the exponential of an operator is generally very difficult. Suppose we can write
the operator Ĥ(t0) = Ĥ1 + Ĥ2, where Ĥ1 and Ĥ2 can be easily exponentiated:. Inserting
this into the Baker–Campbell–Haussdorf formula yields

exp

(
− iĤ1δt

)
exp

(
− iĤ2δt

)
= exp

(
− iĤ(0)δt+

δt2

2
[Ĥ1, Ĥ2] +O(δt3)

)
. (3.4)

Thus, splitting Ĥ(t0) into easily exponentiable parts and taking small timesteps greatly
speeds up computation at the price of a small error. An accuracy parameter δ will be used
to determine how small the timesteps should be. In applying this to our simulations, we
will split our operator into the following parts

HDiffraction(x, τ, η) = −
∇2
⊥

2k0
, (3.5)

HNonlinear(x, τ, η) = −k0n2
ε0c

2

[
(1− fR)|A|2 + fR

∫ ∞
0

dt′R(t′)|A(t− t′)|2
]
, (3.6)

HDrude(x, τ, η) = − iσρ(x, τ, η)

2
(1 + iω0τc). (3.7)

The last two of these are diagonal and thus easily exponentiable. For these two, the
condition of ”small timesteps” will be that the relative phase difference between two points
is smaller than δ. The next section details a method to compute the exponential of the
first operator.
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3.1.1 Finite difference operator splitting

The exponential of a differential operator can be approximated by matrix splitting. This
has been applied to the problem of femtosecond laser pulses in 3D [21]. The following is a
formulation of the method for a general second order operator, which can then be applied
to our problem.

Consider a general differential operator Q̂ of an order no higher than two, acting on a
function A(x),

Q̂(x)A(x) =

[
f0(x) + f1(x)

∂

∂x
+ f2(x)

∂2

∂x2

]
A(x). (3.8)

When doing computations this has to be converted to a discrete form. We can represent
the interval by N gridpoints distributed evenly with a spacing ∆x, such that xk = k∆x,
with k = 0, 1, ..., N − 1. All functions are assumed to vanish outside of the interval. The
operator Q̂ can then be approximated using finite differences as follows

(Q̂A)k =f0(k∆x)Ak + f1(k∆x)
Ak+1 −Ak−1

2∆x
+ f2(k∆x)

Ak+1 − 2Ak +Ak−1

(∆x)2
(3.9)

=Ak+1

[
f1(k∆x)

2∆x
+
f2(k∆x)

(∆x)2

]
+Ak

[
f0(k∆x)− 2f2(k∆x)

(∆x)2

]
+Ak−1

[
− f1(k∆x)

2∆x
+
f2(k∆x)

(∆x)2

]
=ckAk+1 + bkAk + akAk−1,

where derivatives are approximated by difference quotients. We can thus write Q̂ as a
matrix acting on A written as a vector. We find

Q =



b0 c0 0 0 0 0 . . . 0
a1 b1 c1 0 0 0 . . . 0
0 a2 b2 c2 0 0 . . . 0
0 0 a3 b3 c3 0 . . . 0
0 0 0 a4 b4 c4 . . . 0
0 0 0 0 a5 b5 . . . 0
...

...
...

...
...

...
. . .

...
0 0 0 0 0 0 . . . bN−1


, A =



A0

A1

A2

A3

A4

A5
...

AN−1


(3.10)

Now suppose we want to solve the following problem

i
∂A

∂t
= QA. (3.11)

The formal solution is
A(t) = e−iQtA(0), (3.12)

so we need to find some way to compute the exponential for Q. We can split Q into two
easily diagonalizable parts,

Qeven =



b0/2 c0 0 0 0 0 . . . 0
a1 b1/2 0 0 0 0 . . . 0
0 0 b2/2 c2 0 0 . . . 0
0 0 a3 b3/2 0 0 . . . 0
0 0 0 0 b4/2 c4 . . . 0
0 0 0 0 a5 b5/2 . . . 0
...

...
...

...
...

...
. . .

...
0 0 0 0 0 0 . . . bN−1/2


(3.13)
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Qodd =



b0/2 0 0 0 0 0 . . . 0
0 b1/2 c1 0 0 0 . . . 0
0 a2 b2/2 0 0 0 . . . 0
0 0 0 b3/2 c3 0 . . . 0
0 0 0 a4 b4/2 0 . . . 0
0 0 0 0 0 b5/2 . . . 0
...

...
...

...
...

...
. . .

...
0 0 0 0 0 0 . . . bN−1/2


(3.14)

From the Baker–Campbell–Haussdorf formula it follows that(
e−iQevent/Ne−iQoddt/N

)N
= e−i(Qeven+Qodd)t− t2

2N
[(Qeven,Qodd]+O(N−2), (3.15)

so we can approximate the solution to eq. 3.11 by splitting the operators and taking small
time steps, alternating between Qeven and Qodd. All that is left is to exponentiate the
quasi-diagonal matrices Qeven and Qodd. To do this it suffices to exponentiate a general
2× 2 matrix,

M =

(
bk/2 ck
ak+1 bk+1/2

)
(3.16)

which gives

e−itM = e−iqt

(
cos(st) + i rs sin(st) i r

2−s2
ak+1s

sin(st)

−iak+1

s sin(st) cos(st)− i rs sin(st)

)
(3.17)

where q = (bk+1 + bk)/4, r = (bk+1 − bk)/4 and s =
√
r2 + ckak+1. For this operator the

conditions on time steps are q∆t < δ and s∆t < δ.

3.1.2 Cylindrical Symmetry

In the case of cylindrical symmetry we can reduce the problem to 2+1 dimensions. We
assume that the field is radially polarized, A(r, θ, z, t) = A(r, z, t)er. We have ∆⊥ =
∂2

∂r2
+ 1

r
∂
∂r . In the notation of the previous section we thus have that f0(r) = 0, f1(r) = 1

r
and f2(r) = 1. We have to be careful with the divergence in f1. Instead of the usual
cylindrical coordinate chart with r ∈ [0,∞] and φ ∈ [0, 2π] one can take r ∈ [−∞,∞]
and φ ∈ [0, π] and impose that all functions are symmetric in r = 0. This gives A−1 = A1,
and thus the first derivative vanishes at the origin. Note that this also gives an additional
coupling between A0 and A1, which can be absorbed into the even part.

3.1.3 Perfectly matched layer

The light scatters off the plasma to larger angles than those present in the incident beam.
The implementation of diffraction implies that the electric field is set to zero outside the
simulation space. The edges will thus act as as a perfect conductor, leading to unphysical
reflections. Because the outgoing light is no longer relevant for the creation of plasma,
it is desirable to eliminate the reflections by using an absorbing layer at the edge of the
simulation space. This absorbing layer can be implemented by analytic continuation of the
spatial coordinate at the edges of the domain, leading to exponential decay of propagating
waves. This method is known as a perfectly matched layer (PML) [17]. To see how this

12
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can be implemented in cylindrical coordinates one starts in 2D cartesian coordinates and
transforms the derivatives as follows

∂

∂x
→ 1

S(r)

∂

∂x
, (3.18)

∂

∂y
→ 1

S(r)

∂

∂y
,

where S(r) = 1 + iσ(r). Then the Laplacian transforms as

∂2

∂x2
+

∂2

∂y2
= ∇2

⊥ →
1

S2(r)
∇2
⊥ −

∂S

∂r

1

S3(r)

(
∂r

∂x

∂

∂x
+
∂r

∂y

∂

∂y

)
(3.19)

=
1

S2(r)
∇2
⊥ −

∂S

∂r

1

S3(r)

∂

∂r

=
1

S2(r)

[
∂2

∂r2
+

(
1

r
− ∂S

∂r

1

S(r)

)
∂

∂r

]
.

A common choice for σ, which will be used in these simulations, is:

σ(r) =


0 if r ≤ rPML

σmax

(
r−rPML
∆PML

)2

if r > rPML

such that the PML is in the region [rPML, rmax] with width ∆PML = rmax − rPML.

3.2 Physical parameters

Parameter Symbol Value Comment/reference

Silica band gap ∆ 9 eV [8]
Electron-lattice collision rate Γe-lat 2.0× 1015 s−1 [19]
Carrier recombination time τr 150 fs [1]
Conduction band effective mass mc 0.3me [2]
Valence band mass mv 7.5me [2]
Impact ionization coefficient α 6.0× 1015 s−1 Chosen such that α > W1p [13]
Nonlinear refractive index n2 3.54× 10−20m2/W 2 [16]
Fraction of Raman contribution fR 0.18 [6]

Raman oscillation time ω−1
R 12 fs [23]

Raman damping time ΓR 50 fs [23]

3.3 Input field

The incoming pulse is taken to be Gaussian in time and space.

A(r, τ, η = 0) = A0 exp

(
− r2

w2
i

− 2 log(2)
t2

t2FWHM

− ik0r
2

2R

)
, (3.20)

where wi is the initial beam waist, tFWHM is the FWHM time of the laser pulse and
R = d + z2

R/d is the curvature, with d the distance to the focus and zR = k0w
2
0/2 the

Rayleigh length for a beam waist w0. Note that in experiments pulses are used that
are Gaussian in air, not silica, so after the air to silica interface the pulse will no longer
follow the path of a Gaussian beam. The distortions that result are known as spherical
abberations. These are currently not taken into account in the simulations. The possible
effects that spherical abberations might have will be discussed.
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4 Results

To estimate the accuracy of the model we compare simulation results with transmission
images of pump-probe experiments performed in UC Davis [20]. These experiments were
carried out by sending a Gaussian pulse at a wavelength of 800 nm through a microscope
objective with NA = 0.25 placed after a slit with a width of 250 µm. The writing depth
was 500 µm. The pulses had a duration (FWHM) of 200 fs. To image the plasma a 400
nm probe pulse was sent through the sample from the side at different time delays. The
width in the direction perpendicular to the slit was estimated to be 2 µm.

10 ps 

10 ps 10 ps 

10 ps 

Horizontal slit (0˚) 

Rotated slit (45˚) 

Vertical slit (90˚) 

10 µm 

a) b) 

Figure 4.1: Transmission images for different orientations of the slit.

The transmission images for energies 2, 4 and 6 µJ and time delay 500 fs will be com-
pared with simulations. Simulations were run at the three pulse energies with a duration
of tFWHM = 200 fs. The accuracy parameter was set to δ = 0.05. To compare the
results to the experiments, we take the plasma to have the final distribution from the
simulations in the plane perpendicular to the probe pulse, and to be a uniform slab with
a width of 2µm along the axis of the probe pulse. The transmission is then given by
T (r, z, t) = exp(−4πκ(r, z, t)W/λ0), where W = 2µm is the width of the plasma slab, κ is
the imaginary part of the refractive index for the probe light with a vacuum wavelength
of λ0 = 400 nm. For these images the electron-electron scattering contribution to the
scattering rate is neglected. In this comparison diffraction effects are neglected, which is a
good approximation since the real and imaginary modifications to the dielectric function
are of the same size. This means that for plasma frequencies below the laser frequency
little scattering occurs. The transmission images have the same scale as the simulation
images. In all images the propagation direction of the pump pulse is from right to left.
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Figure 4.2: 2 µJ

Figure 4.3: 4 µJ

Figure 4.4: 6 µJ

The simulation profiles all have the same basic feather-like shape. The front of the pulse
generates a small amount of electrons through SFI but not enough to scatter the light. The
propagation of this part of the pulse is therefore unaffected by the plasma, and consequently
only weakly dependent on the pulse energy. Increasing the power increases the distance
from the focus at which plasma formation starts. The simulations consistently predict a
larger plasma cloud than found experimentally. However, because the transmission profile
is very sensitive to our assumptions about the thickness of the cloud along the probe axis
it is difficult to draw conclusions from this. Another difference is the formation of a long
tail at higher powers in experiments.
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5 Conclusion & Discussion

In summary, a model was developed to simulate the interaction between femtosecond laser
pulses and bulk silica. Starting from Maxwell’s equations, the propagation of the electric
field was computed by using the slowly varying envelope approximation in the co-moving
frame to rewrite the wave equation into the Schroödinger equation. This equation was then
supplemented with the Kerr effect and Raman scattering. Operator splitting methods were
used to compute the evolution of the field. The electron plasma was described as a classical
gas categorized into discrete energy levels. The Drude model was used to describe the
interaction between the plasma and the electric field, taking into account the effect of the
energy distribution of the electron gas on the scattering rate. The generation of plasma
was computed using Keldysh’s expression for the strong field ionization rate (SFI) and
Rethfeld’s multiple rate equation (MRE) for impact ionization. The simulations showed
the interaction between Gaussian laser pulses and fused silica at different pulse energies.

The simulations presented assume that the pulse is Gaussian inside fused silica. In the
experiment, spherical abberations due to the air-silica interface lead to a non-Gaussian
pulse. Sun et al [18] found that such spherical abberation were responsible for the formation
of long plasma channels. Spherical abberations stretch the focal volume and widen the
beam waist, leading to a longer and thinner plasma. This may explain the differences
between our simulation results and experimental observations. More detailed comparison
between simulation and experiment thus requires that spherical aberration be taken into
account. This can be done by simulating the propagation of a Gaussian pulse starting at
the air to glass interface, and dynamically scaling the radial size of the simulation space
to maximize resolution. The implementation of this dynamical scaling is explained in
Appendix A. Further optimization (e.g. parallelization) might make it possible to adapt
the code for (3+1)D simulations. Most of the computation time is spent on the MRE, so
simulating the transmission of the probe pulse in (3+1)D could be done within reasonable
times even without optimization.

The MRE assumes that the electrons can only occupy states which have an energy that
is an integer multiple of the photon energy. The weakness of this assumption can be seen
when the field-dependent critical energy starts dropping after the peak of the pulse has
passed. When the critical energy passes the position of an energy bin, the electrons in
that bin suddenly all ionize by scattering. This leads to a spike in impact ionization.
In reality, electron-electron and electron-phonon scattering will smooth out the electron
energy spectrum. A possible solution to this computational artifact would be to assume
that electrons in energy bin j are uniformly distributed in the interval [j~ω0, (j+1)~ω0) and
adjusting the impact ionization rate accordingly. For example, suppose that the critical
ionization energy is at Eimp(j + ε)~ω0, where 0 ≤ ε ≤ 1. Then the rate equation for the
level j will be ρ̇j = −(W1p + (1− ε)α)ρj +W1pρj−1.

The transmission profiles compared to experiment considered only the final distribution.
In experiment, one can look at different time delays to examine how the plasma grows in
time. To compare these to simulations one must consider the finite duration of the probe
pulse, since different parts of the pulse will probe different plasma distributions. This could
be done by a temporal convolution between the (normalized) intensity distribution and the
transmission.
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Appendix A Dynamical radial scaling

To account for spherical abberations, the simulation should start at the air to silica inter-
face. The beam be much wider at the interface than at the focus, where plasma generation
takes place. To make sure that computation time and resolution are not wasted we can
rescale the radial coordinate dynamically

r̃ =
r

w(η)
, η̃ = η. (A.1)

The derivatives then transform as

∂

∂r
=
∂r̃

∂r

∂

∂r̃
+
∂η̃

∂r

∂

∂η̃
=

1

w(η̃)

∂

∂r̃
(A.2)

∂

∂η
=
∂r̃

∂η

∂

∂r̃
+
∂η̃

∂η

∂

∂η̃
= − r

w2(η)

∂w

∂η

∂

∂r̃
+

∂

∂η̃
= − r̃

w(η)

∂w

∂η

∂

∂r̃
+

∂

∂η̃
. (A.3)

So as one would expect from a coordinate transformation we get a fictitious force term,
which is added to the right-hand side of the envelope equation as

i

(
∂A

∂η̃

)
ff

=
ir̃

w(η)

∂w

∂η

∂A

∂r̃
, (A.4)

and the laplacian changes slightly

∇2
⊥ =

∂

∂r2
+

1

r

∂

∂r
=

1

w2(η̃)

[
∂

∂r̃2
+

1

r̃

∂

∂r̃

]
. (A.5)

Putting them together we get

i

(
∂A

∂η̃

)
Diff+ff

=
1

w2(η̃)

[(
ir̃w(η)

∂w

∂η
− 1

2k0r̃

)
∂

∂r̃
− 1

2k0

∂2

∂r̃2

]
A. (A.6)

A convenient choice for w(η) is the beam width of a Gaussian beam, w(η) = w0

√
1 + η2

z2R
,

where w0 is the beam waist and zR is the Rayleigh length.
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