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#### Abstract

The Quality Arc Orienteering Problem (Quality-AOP) is to find a path in a directed graph subject to a travel cost budget and in which the quality of the path is optimized. Due to our restrictive problem definition and the use of a strong quality measure in the objective function, artifacts such as subtours and detours do not occur in Quality-AOP where they did occur in the Arc Orienteering Problem. The budget interval allows us to find higher quality routes close to the desired costs. We give a polynomial time heuristic for this problem, which is NP-hard. Our algorithm is based on a Greedy Randomized Adaptive Search Procedure. Our experiments show the reduction of artifacts and also improvements on the route's quality up to $10 \%$.
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## 1 Introduction

Finding a scenic route (i.e. an attractive route for a traveler) can not be done easily using the traditional route planning techniques such as Dijkstra's [12, because they will only search for the least cost path between two locations. Costs can be defined as the amount of travel time or travel distance for example, which should be minimal in a route from source to destination. In the case of scenic route planning we would like to allow detours to increase the scenicness of the route but still we want to reach a destination in reasonable time. Therefore we have to deal with two conflicting criteria, maximize scenicness while minimizing costs, and therefore there is no straightforward solution to this problem. In the first place because the amount of detour that would be allowed depends on the user's preference and furthermore because the number of possible detours that exist in a road network is large which makes it hard to find the best route that matches the user's preference.

More generally we have to deal with a multi-objective optimization problem where at least two conflicting objectives should be optimized. In reality there are even more objectives because the scenicness criterion consists of many sub criteria that individually add scenic value to a route, such as road quality, view from the road, points of interest, ease of driving, etc. Also the costs can be broken down into multiple objectives such as minimizing travel distance, travel time, fuel consumption, etc. Although there are many models for multiobjective optimisation, the disadvantage is that they generate many solutions in the Pareto Front 21], i.e. solutions that are incomparable in terms of their optimisation goals, but they do not take into account domain specific knowledge such as the user's preference.

In scenic route planning, we can use domain specific knowledge, because in most cases the user knows how much time or distance he wants to travel. Therefore we can model this as a new problem, namely finding scenic routes within a limited cost budget. Such budget can be the amount of travel time or travel distance the route may cost. This problem is known as the Orienteering Problem (OP) [17] where a route between source and destination should be found within a limited cost budget while the scenic score collected from crossroads should be maximized. A variant to this problem is the Arc Orienteering Problem (AOP) [33] where scenic scores are attached to road segments instead of road crossings, such that we are optimizing the traveling experience on the road rather than visiting attractive locations and therefore it models the problem of scenic routing better.

We can improve upon the AOP even more, because maximizing the scenicness will not guarantee the best route in the sense of the amount of collected scenic score in proportion to the travel costs. We argue that we need a new quality measure to measure the average scenic score along the route as a whole. This requires a modification to the AOP and a new algorithm to solve it. We will present a mathematical solution (in the form of an integer program) as well as an algorithm (using a greedy randomized metaheuristic) to find a route in reasonable time. We set up an experiment using this algorithm to find routes on a real road network. The data originates from OpenStreetMap [30. We compare the results between the usage of the new quality measure and the measure specified by the AOP.

In extension, our algorithm will work with different cost measures, such as travel distance or travel time. Also it can handle different quality measures, which make it suitable to solve the AOP as well as our new problem definition using the average score as quality measure. Furthermore the quality measures can not only measure scenicness of roads but also scenicness based on properties of the route as a whole, which makes it more general than most of the related work in this research area. It can plan routes from $A$ to $B$, including a tour from $A$ to $A$. We also add constraints to avoid traveling roads twice and avoid traveling
the same road in opposite direction. These extensions make that the problem definition has to be changed.

## 2 Related work

There are several variations on the scenic routing problem, each with its own definition. There exist modified versions of the Traveling Salesman Problem (TSP) that work with profits [14], where an objective function will maximize the profit while the restriction on visiting all vertices is dropped. For example:

- The Profitable Tour Problem (PTP) [11] is to find a tour with the least costs by decreasing the costs with the collected score from vertices.
- In the Profitable Arc Tour Problem (PATP) [13] scores are attached to arcs.
- In the Tour Orienteering Problem (TOP) [25] scores collected from vertices will be maximized and the cost of the route is limited by an upper bound.
- In the Prize-collecting TSP (PCTSP) [7] a lower bound restriction on the collected score is added.
- In the Prize-collecting Rural Postman Problem (PRPP) 43 scores are attached to arcs instead of vertices.

These TSP variants have in common that the route returns to the starting location. The Orienteering Problem (OP) [36] and Selective Travelling Salesman Problem (STSP) [20] are variants that do not require to return to the starting location. Archetti and Speranza [5] give an overview of arc routing problems with profits. One of them is the Arc Orienteering Problem (AOP) [33] where the scores from arcs should be maximized along the route. The following literature is based upon the AOP.

- The Most Scenic Path Problem (MSPP) [23] introduces speedup methods to solve the AOP quickly on real-scale road networks.
- The Cycle Trip Planning Problem (CTPP) 37] specifies a lower and upper bound on travel costs and allow multiple starting locations to choose from.
- The Outdoor Activity Tour Suggestion Problem (OATSP) [24] introduces the notion of average scores for arcs, but include non-average scores of vertices as well, and furthermore it will only work with the cost measure based on travel distance.

In our thesis we mainly focus on extending the AOP, and give an algorithm to solve it. Souffriau et al. [33] have given an algorithm to solve the AOP based on Greedy Randomized Adaptive Search Procedure (GRASP) [15], while Lu and Shahabi [23] and Verbeeck et al. [37] use Iterated Local Search (ILS) [22] because it has faster iterations compared to GRASP.

Mercier et al. [26] give an overview of research about determining the scenicness of an arc. This includes research to use geo-tagged photos, GPS tracks, and visibility of scenery to determine attractiveness of a road segment. Several studies on this subject are done by Alivand and Hochmair 1], Alivand et al. [2], Aultman-Hall et al. [6, Golledge 18], Hochmair [19], Navratil [28], Niaraki and Kim [29], Salomon and Mokhtarian [32, Zheng et al. 38] and Qin et al. 31.

## 3 Preliminaries

Notation We will represent the road network as a directed graph $G=(V, E)$ with $V$ the set of $n$ vertices (nodes) and $E$ the set of $m$ arcs (edges) connecting pairs of vertices. Road segments will be represented by arcs and road intersections will be represented by vertices. An arc $e \in E$ can be represented as a pair of vertices $(u, v) \in V \times V$ which denotes a directed connection from vertex $u$ to vertex $v$. If there is also a connection from $v$ to $u$ than we call that the twin arc $\bar{e}$ of $e$. A path $P$ is a sequence of $\operatorname{arcs}\left\langle e_{1}, e_{2}, \ldots, e_{k}\right\rangle$ of length $k$ with the restriction that these arcs form a contiguous chain of connected vertices, i.e. $\left(v_{i}, v_{i+1}\right)=e_{i} \in P$ for $i=1,2, \ldots, k$, and each arc may occur only once in the sequence. To represent a path $P$ from a source vertex $s$ to a destination vertex $d$ that includes certain arcs, we use the notation $P\left(s \rightsquigarrow e_{1} \rightsquigarrow e_{2} \cdots e_{k} \rightsquigarrow d\right)$ in which arrows always represent a least cost path between the two noted entities.

Problem description We want to find a scenic route between two locations on a real road network, but more precisely we want to find the most scenic route. Due to the fact that such route could be short or even can have infinite length, we need to add additional constraints to manage these artifacts, e.g. such constraint can be the amount of time or distance the user wants to travel, or a constraint to avoid traveling arcs twice. See Definitions 3.1, 3.2 and 3.3 for the definitions of route, scenic route, and most scenic route.

Definition 3.1 (Route). A path in a graph between two vertices.

Definition 3.2 (Scenic Route). A route with a quality measure to determine the scenicness (attractiveness) of the route based on the route's properties, and whose quality value is comparable with others.

Definition 3.3 (Most Scenic Route). A scenic route that satisfies a specified set of constraints and whose quality value is the highest among all possible routes in the graph that satisfy the constraints.

### 3.1 Arc Orienteering Problem (AOP)

The Arc Orienteering Problem (AOP) 33] as defined in Lu and Shahabi 23] is a formulation that conforms with our definition of finding the most scenic route. The AOP is to find a route that has the most scenic score collected along the route and also satisfies the constraint that the amount of travel costs stay below an upper limit. The starting and ending locations may or may not be the same.

Let $G=(V, E)$ be a graph where each arc $e \in E$ is associated with a cost e.cost (e.g. travel distance) and a score e.score (e.g. the attractiveness value for the view from the road that can be earned when traveling the arc). Furthermore the travel costs should be a positive real value (e.cost $>0$ ) and e.score gets assigned a non-negative real value (e.score $\geq 0$ ). In
this graph we can find a path $P$ that is a sequence of $\operatorname{arcs}\left\langle e_{1}, e_{2}, \ldots, e_{k}\right\rangle$ between a source vertex $s$ and destination vertex $d$, in which each arc may occur only once. The sum of scores of individual arcs in $P$ determine the score of the path $P$, i.e. P.score $=\sum_{e \in P}$ e.score. The costs of $P$ is the sum of the costs of the individual arcs, i.e. P.cost $=\sum_{e \in P} e . c o s t$. Further there is a restriction on the upperbound of costs a path may have, which is limited by the cost budget $B$.

The formal definition of the Arc Orienteering Problem is given in Definition 3.4.

Definition 3.4 (AOP). Given a graph $G=(V, E)$ and a source vertex $s$ and a destination vertex d, further given a total travel cost budget B, the Arc Orienteering Problem (AOP) is finding a path $P=\left\langle e_{1}, e_{2}, \ldots, e_{k}\right\rangle$ from s to $d$ such that the total travel cost is no more than the cost budget $B$ and the total collected score is maximized, i.e.

Maximize:

$$
\begin{equation*}
\sum_{e \in P} \text { e.score } \tag{1}
\end{equation*}
$$

Subject to:

$$
\begin{equation*}
\sum_{e \in P} e . \cos t \leq B \tag{2}
\end{equation*}
$$

### 3.2 Examples of the AOP

In Figure 1 an example is given of a directed graph $G=(V, E)$ with 12 vertices and 24 arcs. Arcs can only be traveled in one direction. Each arc has cost 1, and a scenic score that is indicated by a boxed number on the arc, or will be 0 if no box is present.


Figure 1: The shortest path $\left\langle e_{1}, e_{2}, e_{3}\right\rangle$ between $s$ and $d$ has score 6 and cost 3 .

Shortest path The shortest path in Figure 1 between vertices $s$ and $d$ is path $P=$ $\left\langle e_{1}, e_{2}, e_{3}\right\rangle$, indicated by thicker stroked arcs. The arcs of $P$ are labeled in order, e.g. in this
case $e_{1}, e_{2}$, and $e_{3}$. The score of the path is the sum of the scores of $e_{1}, e_{2}$, and $e_{3}$, which equals 6 because the path contains two arcs with score 3 . The cost of $P$ is 3 because the path contains 3 arcs, each costs 1 to traverse.

Most scenic route If we compute a path based on the AOP, we could possibly find a path with higher scenic score depending on the travel budget $B$. If the travel costs become limited by a budget $B=5$ we find a path as in Figure 2. The most scenic path $P=\left\langle e_{1}, e_{2}, e_{3}, e_{4}, e_{5}\right\rangle$ has three scenic arcs summing up to a scenic score of $3+3+2=8$ (which is more than the shortest path) and has a total costs of 5.


Figure 2: Path $P=\left\langle e_{1}, e_{2}, e_{3}, e_{4}, e_{5}\right\rangle$ is the most scenic path between $s$ and $d$ limited by cost budget $B=5$ and has score $3+3+2=8$ and cost 5 .

## 4 Problem description

This thesis builds upon the Arc Orienteering Problem (AOP) 33] because it closely matches our Definition 3.3 of the most scenic route, given in Section 3. Because we think the AOP can be further improved, we will give a new definition in Section 4.1 that replaces the quality measure in the AOP by a new quality measure that takes into account the average score. Furthermore we add additional constraints to obtain routes that better match the expectation of a user in terms of scenicness.

Then in Section 4.2 we will give a more general definition of the problem that will not only take into account scenicness of arcs but also can determine scenicness based on other route properties, including scenic score attached to vertices, and even properties that should be measured globally like the shape of the route to avoid travelling in a small area too much.

We have chosen to present both definitions in this thesis, because we think they both introduce new important concepts. The first one closely relates to existing research and can be easily represented in mathematical formulation, while the second definition is more general and adds more aspects of the real problem to find routes that match travelers' wishes, but at the same time it is harder to build an efficient algorithm for it. Therefore both are interesting in their way, although the first definition is a specific instance of the second definition.

### 4.1 Quality Arc Orienteering Problem (Quality-AOP)

As stated by Souffriau et al. [33, recreational cyclists aim at riding a certain number of kilometres (specified by the budget $B$ ), but they do not mind riding a bit more if this improves the quality of the route. Therefore a budget $B$ is too restrictive because it sets a hard upper limit on the travel costs that may be used and prevent from finding high quality routes just above the budget. Therefore Souffriau et al. 33] always enlarge $B$ by a small amount such as 1 km . Clearly, this is not a real solution because, in the first place there is still a hard upper limit (which is only shifted a bit), but more importantly it now always tries to find routes of length $B+1 \mathrm{~km}$, even if the collected score barely increases, and therefore sometimes unnecessarily leads to routes with more travel time than requested.

In the AOP we can not find high quality routes above a budget, but also the quality of the route below the budget is not considered correctly, namely it will always tries to collect as much score as possible even if it generates a detour to collect them all, which could lessen the average quality of the route. Therefore we argue that we should not sum scenic scores but we need to look at the average scenic score along the route, which is the amount of collected score divided by the total travel costs. So if we have a path $P$, we will not try to maximize P.score, but instead maximize P.score/P.cost.




Figure 3: In the AOP (left) a route with highest score is found within a given budget. In the Quality-AOP we look at routes with the highest quality (score/costs) within a given budget interval specified by by $B_{\min }$ and $B_{\max }$ (right).

If we look at Figure 3 we can see that more score can be collected if the travel budget increases. For a fixed budget in the AOP we find a route that collects as much score as possible within the given budget (left graph). Let $f$ be the function that represents the course of the collected score and let $\hat{f}$ be the normalized variant. We could clearly identify the local optima of $\hat{f}$ (middle graph) in which the quality is the highest (i.e. which amount of collected score relative to the amount of travel costs is high). These local optima are exactly at the positions in which the derivative of $\hat{f}$ changes from greater than 1 to less than 1, i.e. at the positions in which $\hat{f}^{\prime}(x)=1 \wedge \hat{f}^{\prime \prime}(x)<0$. We argue that one of these routes are preferred over the route found for the AOP. To find one of these routes we must redefine the notion of budget. To find the third route, we must enlarge the budget, but within a range that is acceptable for the traveller. In the same way the traveller would travel at least a certain amount of time, and therefore a minimum budget is required as well (right graph)
to exclude the short travels of high quality. Our reformulation of the AOP let us find a high quality route within a travel costs interval for which the score in proportion to the travel costs is the highest.

Definition 4.1 (Quality-AOP). Given a directed graph $G=(V, E)$ and a source vertex $s$ and a destination vertex $d$, further given a total travel cost budget $B_{\text {max }}$ and minimum budget $B_{\text {min }}$, the Quality- $\boldsymbol{A} \boldsymbol{O P}$ is finding a path $P=\left\langle e_{1}, e_{2}, \ldots, e_{k}\right\rangle$ from s to $d$, in which an arc is not traversed multiple times, nor traverses an arc another time in opposite direction $(\forall e \in P: \exists \bar{e}: \bar{e} \notin P)$, and such that the total travel cost of $P$ is at least $B_{\min }$ but not more than the cost budget $B_{\max }$, and the average collected score is maximized, i.e.

## Maximize:

$$
\begin{equation*}
\frac{\sum_{e \in P} e . s c o r e}{\sum_{e \in P} e . \operatorname{cost}} \tag{1}
\end{equation*}
$$

Subject to:

$$
\begin{equation*}
B_{\min } \leq \sum_{e \in P} e . \cos t \leq B_{\max } \tag{2}
\end{equation*}
$$

To avoid subtours we do not allow traversing arcs multiple times. We also do not want to traverse roads another time in opposite direction. Therefore we also added an additional restriction in the Quality-AOP to avoid traversing a twin arc. This is something that is not part of the AOP (Definition 3.4, because in the work of Souffriau et al. 33, where the AOP has been introduced it is only stated that arcs may be visited at most once. In directed graphs roads with two sided access can be represented as two directed arcs pointing in opposite direction, we call them a twin. We have explicitly specified that a restriction on traversing arcs also implies the same restriction on their twin arcs.

### 4.1.1 Examples of the Quality-AOP

To point out what is wrong with the AOP and how the Quality-AOP improves upon this, consider the example given in Figure 4. In the AOP it will try to collect the highest score as possible. If budget $B=9$ it can generate a path that collects all scores. This path $P$ has score $3+3+1+2=9$ and cost 9 . Compared to the path we found in Figure 2 with scenic score 8 , this path only adds 1 to the total score, while the costs increase from 5 to 9 . We could say that $P$ contains a detour in order to collect all scores, but therefore also include many more arcs that do not improve the path. If we express the quality of the path by the average score collected along the path, then we get the score in proportion to the costs, which is $\frac{\text { score }}{\text { cost }}=\frac{9}{9}=1$ while the score of the path from Figure 2 is $\frac{8}{5}=1.6$. We could argue that it is not worthwhile to include arc $e_{3}$ in order to collect the extra scenic score and we should look at quality of the route as a whole rather than summing up to a maximal score. Therefore we should add arcs to the path only if it improves the quality.


Figure 4: The AOP could easily generate a detour. For budget $B=9$ it will find a path $P\left(s \rightsquigarrow e_{3} \rightsquigarrow e_{8} \rightsquigarrow d\right)$ between $s$ and $d$ collecting all scores. The path $P$ has score $3+3+1+2=9$ and cost 9 , and contains many arcs without score. The quality can be defined as $\frac{9}{9}=1$

Minimum budget Together with the new quality measure we need a minimum budget. Consider the example given in Figure 5 . If we again try to find the most scenic route with a cost budget $B=9$ it will find the path $P=\left\langle e_{1}, e_{2}, e_{3}\right\rangle$ with quality $\frac{6}{3}=2$ (two times better than the AOP). So in this case the shortest path is the most scenic. Although, thinking of travelers who aim to travel at least a certain amount of time, this new path is probably not desirable. Therefore we need a constraint on the minimum amount of costs as well, so that all routes whose travel costs are within the budget are desirable. Now we should only find the route with the highest quality. Suppose $B_{\min }=4$ and $B_{\max }=9$, it will find the path as presented in Figure 6 and has quality $\frac{8}{5}=1.6$ which is the best route that can be found and accepted by the budget restriction.


Figure 5: For the Quality-AOP we find a path $P$ limited by only an upper bound cost limit $B=9$ that has score 6 , cost 3 , and quality $\frac{6}{3}=2$.


Figure 6: For the Quality-AOP we find a path $P$ limited by $B_{\min }=4$ and $B_{\max }=9$ with score $3+3+2=8$, cost 5 , and quality $\frac{8}{5}=1.6$.

Restricted traversing To avoid subtours it is not allowed to traverse arcs multiple times. We also do not want to traverse roads another time from opposite direction. Therefore we added an additional restriction in Definition 4.1, so that the path from Figure 7 is not valid in the Quality-AOP.


Figure 7: The u-turn between $e_{3}$ and $e_{4}$ is not allowed because an edge (that contains of two directed arcs) may not be visited multiple times. So this path is not valid in the Quality-AOP.

### 4.1.2 Complexity classification

In computing science the Arc Orienteering Problem (AOP) 33 is one of the harder problems to solve, due to the many possible routes to consider. First, Golden et al. [17] have proven that a simplification of the Orienteering Problem (OP) 36] can be used to construct an instance that expresses the Generalized Traveling Salesman Problem (GTSP) [35]. Because GTSP is classified NP-hard, OP is NP-hard as well. Then Gavalas et al. [16] have proven the AOP to be NP-hard by transforming OP to an instance of the AOP. Now we will prove that our definition of the Quality-AOP is NP-hard as well.

Theorem 1. The Quality-AOP is NP-hard.
Proof. Given an arbitrary instance of the partition problem, consisting of a multiset $\mathcal{S}$ with $n$ positive integers, and given an instance of the Quality-AOP ( $G=$ $\left.(V, E), s, d, B_{\min }, B_{\max }\right)$ containing a directed graph $G$ with $n+1$ vertices $V, 2 n$ arcs $E$, a source vertex $s \in V$ and a destination vertex $d \in V$, and two positive integers for a bounded budget $\left[B_{\min }, B_{\max }\right.$ ], and in which graph's arcs and vertices form a double linked sequence such that $\left(\forall i \in 1,2, . ., n: e_{i} \in E\right.$ connects $v_{i} \in V$ with $v_{i+1} \in V$ and has score $\sigma_{e_{i}}=0$ and $\left.\operatorname{cost} c_{e_{i}}=0\right)$ and $\left(\forall i \in 1,2, . ., n: e_{n+i} \in E\right.$ connects $v_{i} \in V$ with $v_{i+1} \in V$ and has score $\sigma_{e_{i}}=\mathcal{S}_{i}$ and cost $c_{e_{i}}=\mathcal{S}_{i}$ ), and in which $s=v_{1}$ and $d=v_{n+1}$, and $B_{\text {min }}=B_{\max }=\frac{\sum \mathcal{S} \mathcal{S}}{2}$, then for a path $P$ of a solution to the Quality-AOP the following two sets $\mathcal{S}_{a}=\left\{\sigma_{e} \mid e \in P\right\}$ and $\mathcal{S}_{b}=\left\{\sigma_{e} \mid e \in E \backslash P\right\}$ are the subsets of partition in which $\sum \mathcal{S}_{a}=\sum \mathcal{S}_{b}$. This has proven that the partition problem, which is NP-complete, can be reduced to Quality-AOP and therefore Quality-AOP is NP-hard.


### 4.1.3 Example showing that Quality-AOP $\neq$ AOP

One could think that our definition of the Quality-AOP would be the same as the AOP if negative scores are used for non-attractive arcs, because then it would not generate a detour that passes through non-attractive arcs in order to collect a small amount of score. Still, the following could be happen, see Observation 1 .

Observation 1. The AOP that will also allow negative scores on arcs does not always give the same results as the Quality-AOP.

Consider the following graph with either a positive or negative score assigned to an arc. Each arc costs 1 to traverse. A path between $s$ and $d$ that traverses arcs $\langle a, b, c\rangle$, has cost 3 and score 4. In the AOP with a budget of 5 it finds a path $\langle a, u, v, w, c\rangle$ with cost 5 and score 5 . The quality of that path (score divided by costs) is $\frac{5}{5}$, which is worse than the quality of the initial path which was $\frac{4}{3}$. Despite of the presence of negative scores in the detour $\langle a, u, v, w, c\rangle$, in the AOP still a path can be found with a small profit of 1 that increases the total score but lowers the quality.


Analogous to Observation 1 we could see that local improvements do not imply the improvement of the route as a whole, see Observation 2. This means that we must be careful when solving the Quality-AOP so that we not search for local improvements.

Observation 2. An quality improvement of a local part of a path does not imply the improvement of the quality of the path as a whole.

Consider the following graph with scores assigned to arcs. Each arc costs 1 to traverse. A path between $s$ and $d$ that traverses arcs $\langle a, b, c\rangle$, has cost 3 and score 4 . The part of the path that consists of arc $b$ can be replaced by a segment $\langle u, v, w\rangle$. The quality of that new part (score divided by costs) is $\frac{1}{3}$, which is an improvement above the previous part $\frac{0}{1}$. Still, the path $\langle a, u, v, w, c\rangle$ as whole has quality $\frac{5}{5}$ which is not better than the
initial path $\langle a, b, c\rangle$ with quality $\frac{4}{3}$.


### 4.2 Quality Orienteering Problem (QOP)

Our Quality-AOP definition already allows us to compute interesting scenic routes, but requires the scenic scores to be attached to arcs. Although, there exist properties that contribute to the scenicness of a route but whose scenicness does not depend on individual arcs. Some of these need to be measured globally. We generalise the problem definition by using a global score function instead of summing scores of arcs. This function will return, in the context of the graph, a score for a path that is given as input to this function.

Definition 4.2 (QOP). Given a directed graph $G=(V, E)$ and a source vertex $s$ and a destination vertex $d$, further given a total travel cost budget $B_{\text {max }}$ and a minimum budget $B_{\text {min }}$, and given a f-algebra $F_{\text {score }}^{G}$ for score in the context of $G$, the catamorphism $f_{\text {score }}^{G}: P \mapsto \mathbb{R}_{\geq 0}$ maps a path $P$ to a score, and the quality orienteering problem ( $\mathbf{Q O P}$ ) is finding a path $P=\left\langle e_{1}, e_{2}, \ldots, e_{k}\right\rangle$ from $s$ to $d$, in which an arc is not traversed multiple times, nor traverses an arc another time in opposite direction ( $\forall e \in P: \exists \bar{e}: \bar{e} \notin P)$, and such that the total travel cost is at least $B_{\text {min }}$ but not more than the cost budget $B_{\max }$, and the average collected score is maximized, i.e.

Maximize:

$$
\begin{equation*}
\frac{f_{\text {score } e}^{G}(P)}{\sum_{e \in P} e \cdot \operatorname{cost}} \tag{1}
\end{equation*}
$$

Subject to:

$$
\begin{equation*}
B_{\min } \leq \sum_{e \in P} e . \cos t \leq B_{\max } \tag{2}
\end{equation*}
$$

Provided:

$$
\begin{equation*}
f_{\text {score }}^{G}: P \mapsto \mathbb{R}_{\geq 0} \tag{3}
\end{equation*}
$$

### 4.2.1 Examples of the QOP

The Quality Orienteering Problem (QOP) allows us to determine the quality of a route in many different ways. Now for example we can attach scenic scores to vertices too. Also
we can measure the density of a route to avoid parts being close together, which can be desirable to prevent traveling back and forth on parallel roads that both are scenic. Another measurement can be counting the number of left and right turns or the distribution of turns along the route. This information can not been attached statically to arcs or vertices because it depends on the actual choice of orienteering. It is probably more interesting to sum the degrees of change in direction. Based on the user's preference, the QOP could find a route containing less or more degrees of turn. An example of such score function is:

$$
\begin{aligned}
f_{\text {score }}^{G}(P)= & \sum_{i=1}^{|P|-1} \theta\left(e_{i}, e_{i+1}\right) \quad \text { with } e \in P \\
\text { where } \theta\left(e_{1}, e_{2}\right)= & \text { let } \hat{v}_{1}=\frac{e_{1}}{\left|e_{1}\right|}, \hat{v}_{2}=\frac{e_{2}}{\left|e_{2}\right|} \\
& \text { in } \cos ^{-1}\left(\hat{v}_{1} \bullet \hat{v}_{2}\right)
\end{aligned}
$$

which sums the degree of change in direction between successive arcs by calculating the angle based on the dot product between the unit vectors of these arcs. The more change in direction, the higher the score of the route.

## 5 Solving the Quality-AOP

Due to the difficulty of the problem it can be time-consuming to find the optimal answer. Therefore in practice heuristic approaches are preferred to find a solution in reasonable time that is close to optimal.

In Section 5.1 we will first give an exact solution and in Section 5.2 we will discuss heuristics that can be used to quickly find solutions to the Quality-AOP that are close to optimal. In Section 6 we actually give an algorithm that uses heuristics to find solutions to the Quality-AOP.

### 5.1 Mathematical formulation

The AOP can be formulated as a 0-1 integer linear program, which is done by Souffriau et al. 33. They defined a more restrictive integer program compared to Definition 3.4 . because they do not allow vertices to be visited multiple times. We give a mathematical formulation for the Quality-AOP in the form of a mixed-integer linear fractional program in Definition 5.1, based on Vansteenwegen et al. 36, Souffriau et al. 33, and Verbeeck et al. [37.

Definition 5.1 (Quality-AOP Integer Program). Let $G=(V, E)$ be a directed graph. Each arc has as cost $c_{e}$, a score $\sigma_{e}$, and a twin arc $\bar{e}$ directing in opposite direction. $\delta^{-}(S)$ represents the set of outgoing arcs from vertices in $S$ to vertices outside $S$, i.e. $\left\{\left(v_{1}, v_{2}\right) \in E \mid v_{1} \in S, v_{2} \in V \backslash S\right\}$, and $\delta^{+}(S)$ represents the set of incoming arcs from vertices outside $S$ to a vertex inside $S$, i.e. $\left\{\left(v_{1}, v_{2}\right) \in E \mid v_{1} \in V \backslash S, v_{2} \in S\right\}$, and let $\delta^{-}(v)$ and $\delta^{+}(v)$ be a short notation for $\delta^{-}(\{v\})$ and $\delta^{+}(\{v\})$ respectively that wraps $v$ into a singleton set. The start vertex $s$ and destination vertex $d$ should be included in the solution. Further the travel cost is bounded by a minimum and maximum cost
budget, denoted as $B_{\text {min }}$ and $B_{\text {max }}$.
The five decision variables are $x_{e}$ (which is 1 if the arc $e$ is part of the solution and 0 otherwise), $z_{v}$ (the number of times vertex $v$ is visited), $s_{v}$ (which is 1 if the path starts at vertex $v$ and 0 otherwise), $d_{v}$ (which is 1 if vertex $v$ is the destination and 0 otherwise), and $\lambda_{v}$ (is 1 if $v$ is both the start and destination vertex, otherwise 0 ). Then:

Maximize:

$$
\begin{equation*}
\frac{\sum_{e \in E} \sigma_{e} x_{e}}{\sum_{e \in E} c_{e} x_{e}} \tag{1}
\end{equation*}
$$

Subject to:

$$
\begin{array}{rlrl}
B_{\min } \leq \sum_{e \in E} c_{e} x_{e} & \leq B_{\max } & & \\
\sum_{e \in \delta^{-}(s)} x_{e} & \geq 1 & & \\
\sum_{e \in \delta^{+}(d)} x_{e} & \geq 1 & & \\
s_{v}-d_{v}+\sum_{e \in \delta^{+}(v)} x_{e}-\sum_{e \in \delta^{-}(v)} x_{e} & =0 & & \forall v \in V \\
\left(1-\lambda_{v}\right) s_{v}+\sum_{e \in \delta^{+}(v)} x_{e} & =z_{v} & & \forall v \in V \\
\sum_{e \in \delta^{-}(S)} x_{e} & \geq \frac{\sum_{v \in S} z_{v}}{\sum_{v \in S}\left|\delta^{-}(v)\right|} & & \forall S \subseteq V \backslash\{s\} \\
x_{e}+x_{\bar{e}} & \leq 1 \\
s_{v} d_{v} & =\lambda_{v} & & \forall e \in E: \exists \bar{e} \in E \\
x_{e}, s_{v}, d_{v}, \lambda_{v} & \in\{0,1\} & \forall v \in V \tag{10}
\end{array}
$$

The objective function (1) will maximize the quality of the route, i.e. the route's average score based on the total amount of collected scores in proportion to the travel cost. The constraint (22) bounds the travel costs to the specified budget interval $\left[B_{\min }, B_{\max }\right]$. In (3) and (4) is stated that the source and destination vertex should be part of the solution. The constraint (5) let be the number of incoming arcs equal to the number of outgoing arcs of a vertex, taking into account that the start and end vertices may or may not be the same. Constraint (6) sets the number of times a vertex is visited. Constraint (7) by Dantzig et al. [10] ensures subtour elimination which is preferable over Miller et al. 27] because we can not order vertices due to the multiple visits relaxation, stated by Verbeeck et al. 37. In constraint (8) we ensure that the same arc can not be traveled another time in opposite direction. In (9) the $\lambda_{v}$ variable is set and in 10 we bound integers to be $0-1$.

The presented mixed-integer linear fractional program can be rewritten to a mixedinteger linear program using the Charnes-Cooper transformation specified in Charnes and Cooper 8]. This transformation gets rid of the ratios in the objective function and constraints. This can be done only under the restriction that the denominator is strictly positive, which is the case in the objective function because we define the costs of an arc to be strictly
positive (see Definition 4.1). Also in the denominator of constraint (7) there will be always at least one incoming arc. So the Charnes-Cooper transformation can be applied to get a valid integer linear program for this problem.

### 5.2 Metaheuristics

Beside the mathematical specification that solves the theoretical version of the problem, in practice heuristic approaches are required to compute solutions fast. There is a wide range of metaheuristics available (see Figure 8 ) to find solutions that are close to optimal. Each metaheuristic has its own characteristics and one will fit certain kind of problems better than others.


Figure 8: Overview of metaheuristics
By Johann "nojhan" Dréo, Caner Candan, via Wikimedia Common 1

Multiple objectives Although we have to deal with multiple objectives, and in the research area of multi-objective optimization evolutionary algorithms are used often, we have already explained that we can reduce the essence of the problem to two objectives. The two objectives travel cost and route quality based on the collected score is what we want to minimize and maximize respectively. Furthermore we also mentioned that the travel costs have additional constraints to stay within a specified budget, therefore evolutionary algorithms are not necessarily the first choice to use for this problem.

[^0]ILS and GRASP Methods that are used in literature to find solutions to the Arc Orienteering Problem [33] are Greedy Randomized Adaptive Search Procedure (GRASP) [33] and Iterated Local Search (ILS) [23. Souffriau et al. [33] has introduced the AOP together with an algorithm that uses GRASP. Later Lu and Shahabi [23] introduced an algorithm that quickly finds solutions to the AOP that are close to optimal even on a large scale road network, and their algorithm is based on the ILS framework. The choice to use ILS is motivated by the fact that ILS has a faster iteration cycle and therefore performs more iterations within the restricted time limit. Furthermore Verbeeck et al. 37] motivated the choice for ILS as follows: "The choice for this framework was motivated by the fact that generally very complex problems require simple solution frameworks and ILS has proven to be successful for other variants of the node orienteering problem but was not used on the arc-variant yet".

Motivation to use GRASP We shall use an expensive bidirectional search 12 to avoid traversing arcs twice. To compensate the expensive call we want to utilize the knowledge from the search to make a greedy choice, but also we have to prevent getting stuck in a local optimum and therefore we use a semi-greedy heuristic 34 to make a random greedy choice among a set of high quality routes which are available after performing the bidirectional search, and make as much progress as possible. This is the reason why we use GRASP. If we would use ILS, then more iterations are required to escape from local optima and more expensive bidirectional searches should be performed. Furthermore not all local search methods could be applied, because quality should be measured globally (see Observation 22, so it must take into account the route as a whole.

## 6 An algorithm for the Quality-AOP

We will present a new algorithm in Section 6.1 called SCENICRoute that can solve both the Arc Orienteering Problem (AOP) 33] as well as our reformulated Quality Arc Orienteering Problem (Quality-AOP) which we have introduced in Section 4.1. Which of the two problems the algorithm will solve (the AOP or the Quality-AOP) depend on the algorithm type argument $\mathcal{Q}$ that is given to the input of the algorithm, which can be either SUM or AVG. The quality measure of the AOP will be used if $\mathcal{Q}=\mathrm{SUM}$ and the quality measure of the Quality-AOP will be used if $\mathcal{Q}=$ AVG. To determine the quality of the route we will sum the scores of individual arcs in the path (i.e. $\sum_{e \in P}$ e.score) if $\mathcal{Q}=\mathrm{SUM}$, and we look at the average score along the path (i.e. $\frac{\sum_{e \in P} \text { e.score }}{\sum_{e \in P} \text { e.cost }}$ ) if $\mathcal{Q}=$ AVG. The reason to present a single algorithm that can solve both problems is that we can easily point out steps in the algorithm that depend on the quality measure, while the other steps are the same for both problem definitions. Using the same algorithm for both lets us fairly compare the two problems in our experiment (Section 7). Besides the new quality measure the algorithm should be designed to handle additional constraints such as avoiding to traverse arcs twice or traverse an arc another time in opposite direction. Furthermore the starting and ending vertices may or may not be the same vertex. Design choices are explained in more detail in Section 6.3.

The algorithm scenicRoute is loosely based on the algorithm presented by Lu and Shahabi [23]. Instead of making it fully based on the Iterated Local Search (ILS) framework as in Lu and Shahabi [23], we will also involve the Greedy Randomized Adaptive Search Procedure (GRASP) that is presented in an earlier paper by Souffriau et al. [33] to make
semi greedy choices among a set of candidate routes to make as much progress as possible in a single iteration. Where Lu and Shahabi 23] only take into account a cost measure based on travel distance because their speed up methods use Euclidean distance heuristics, our goal is to make cost measures interchangeable and do not let it depend on the algorithm. For example we can easily swap travel distance for travel time.

An example of runing the algorithm is given in Section 6.2.

### 6.1 The algorithm

First, we show a textual and visual outline of the algorithm sCEnicRoute. Then the pseudocode of the algorithm is shown in Algorithm 6.1. The algorithm makes use of two subprocedures generatePath and shortestPaths, whose pseudocode is given in Algorithm 6.2 and 6.3. With the code, a detailed description is given line by line. In Section 6.2 an example is given of running the algorithm.

Outline The outline of scenicRoute along with a visualisation in Figure 9.

1. Calculate an initial path $P$ between source $s$ and destination $d$ that stays within cost budget $B$.
2. Randomly partition the path into three path segments $s_{1}, s_{2}, s_{3}$ and remove the arcs $s_{2}$ from $P$.
3. Calculate a new path (GENERATEPATH) between the end of $s_{1}$ and the beginning of $s_{3}$ that should replace the path $s_{2}$ in $P$. It uses bidirectional search (ShortestPaths) to find shortest paths between $s_{1}$ and $s_{3}$ that travels through an arc from the candidate arc set (CAS). The CAS is determined by budget $B$.
4. We greedily select an arc $e$ from CAS whose path is in the bidirectional search and has a quality that is at least the average quality of all paths found.
5. To improve the amount of progress made in a single iteration, one level of recursion is performed. Call Generatepath to find a path that replaces the first part ( $s_{1}$ to $e)$ and another call to replace the second part ( $e$ to $s_{2}$ ) in which steps 3 and 4 are repeated.
6. After replacing $s_{2}$ with the new path from steps $3-5$, a new path $P$ is obtained. Then repeat from perturbation (step 2) until it exceeds the maximum number of iterations. Then return $P$.
$\mathbb{1}$ initial path

$\mathrm{P}\left(\mathrm{s} \rightarrow \mathrm{e}_{1} \rightarrow \mathrm{e}_{2} \rightarrow \ldots \mathrm{e}_{\mathrm{i}} \ldots \rightarrow \mathrm{e}_{\mathrm{k}} \rightarrow \mathrm{d}\right)$


5 recursion


2 perturbation

$\left(\mathrm{s}_{1}, \mathrm{~s}_{2}, \mathrm{~s}_{3}\right) \leftarrow$ perturbate P

(6) improved path

repeat from $\mathbb{Z}$

Figure 9: Outline of how algorithm ScenicRoute solves the Quality-AOP.

Below the algorithm SCENICROUTE is given followed by a step by step explanation.

```
Algorithm 6.1 ScenicRoute
Input: graph \(G=(V, E)\), source vertex \(s\), destination vertex \(d\), minimum budget
    \(B_{\text {min }}\), maximum budget \(B_{\max }\), limited number of iterations \(I\), quality measure \(\mathcal{Q} \in\)
    \{SUM, AVG\}.
Output: Non-empty sequence of \(\operatorname{arcs}\left\langle e_{1}, e_{2}, . ., e_{k}\right\rangle\) if a path exists.
    function SCenicRoute \(\left(G, s, d, B_{\text {min }}, B_{\text {max }}, I, \mathcal{Q}\right)\)
        if \(P \leftarrow\) GeneratePath \(\left(G, s, d, B_{\text {max }}\right)\) then
            for \(i \in 1,2, . ., I\) do
                \(k \leftarrow|P|\)
                    \(r_{1} \leftarrow\) random number from \([1, k]\)
                    \(r_{2} \leftarrow\) random number from \([1, k]\)
                    \(i \leftarrow \operatorname{MiN}\left(r_{1}, r_{2}\right)\)
                    \(j \leftarrow \operatorname{MAX}\left(r_{1}, r_{2}\right)\)
                    \(\left(s_{1}, s_{2}, s_{3}\right) \leftarrow \operatorname{split} P\) at vertex \(v_{i} \in P\) and vertex \(v_{j+1} \in P\)
                    \(B_{\text {rest }} \leftarrow B_{\text {max }}-s_{1} \cdot \operatorname{cost}-s_{3} \cdot \cos t\)
                    \(G^{\prime} \leftarrow G \backslash\left(\bigcup\left\{s_{1}, \bar{s}_{1}, s_{3}, \bar{s}_{3}\right\}\right)\)
                    if \(s_{2}^{\prime} \leftarrow \operatorname{GENERATEPAth}\left(G^{\prime}, v_{i}, v_{j+1}, B_{r e s t}, \mathcal{Q}\right)\) for \(v \in P\) then
                    \(P^{\prime} \leftarrow s_{1}+s_{2}^{\prime}+s_{3}\)
                    accept \(\leftarrow \begin{cases}P^{\prime} . \text { score }>P . \text { score } & \text { if } \mathcal{Q}=\mathrm{SUM} \vee P . \text {.cost }<B_{\text {min }} \\ \frac{P^{\prime} \text {.score }}{P^{\prime} . \text { cost }}>\frac{P \text { P.score }}{P . c o s t} & \text { if } \mathcal{Q}=\mathrm{AVG} \wedge P^{\prime} . \text { cost } \geq B_{\text {min }} \\ \perp & \text { otherwise }\end{cases}\)
                if accept then
                        \(P \leftarrow P^{\prime}\)
                end if
                    end if
                end for
        end if
        return \(P\)
    end function
```

(line 2) First we do a call to the subprocedure GENERATEPATH to calculate an initial path $P$ between source vertex $s$ and destination vertex $d$, which can have any costs between $0<P$.cost $\leq B_{\max }$ based on the greedy choice. If not such path exists we directly return without an answer to the problem.
(line 3) Then a loop is started, whose body will be executed $I$ times: the maximum number of iteration provided to the input of the algorithm.
(line 4) Determine the length of $P$ and call it $k$, which is the number of arcs in the path.
(line 5-6) Generate two random numbers $r_{1}$ and $r_{2}$ in the interval [1, $\left.k\right]$ (including 1 and $k$ ) which corresponds with an arc from $P$, namely $e_{r_{1}} \in P$ and $e_{r_{2}} \in P$. They will be used later on to split the path at a vertex location between 1 and $k+1$.
(line 7. 8) Because further on we want to split the path at two locations in order to extract a path segment $s_{2}$, we order $r_{1}$ and $r_{2}$ and calling them $i$ and $j$ such that $i \leq j$. Now the first split on the cutting location $i$ comes before the second cutting location that depends on $j$. The reason to explicitly order the random numbers is to ensure that $s_{2}$ will contain at least one arc. Furthermore, arcs in the middle of the path are more likely the be chosen to be extracted, which is preferable because the search space is larger there.
(line 9) Now we have determined two numbers $i$ and $j$ to indicate at which arc to split, namely at arc $e_{i} \in P$ and $e_{j} \in P$. For $i$ we split at the beginning of arc $e_{i}$ (vertex $v_{i} \in P$ ) and for $j$ we split at the end of arc $e_{j}$ (which is vertex $v_{j+1} \in P$ ). After splitting $P$ at these two locations we obtain three path segments $s_{1}, s_{2}, s_{3}$. In the case $i=j$, we split at the beginning and end of the same arc $e_{i}$, resulting in the extracting of the path segment $s_{2}$ that only contains a single arc. In the case $i=0$ the segment $s_{1}$ contains no arcs, like as $s_{3}$ will not containing any arcs if $j=k$.
(line 10) We calculate the remaining budget that may be used to find a path that connects $s_{1}$ and $s_{3}$. The budget is based on the maximum budget minus the costs of the paths $s_{1}$ and $s_{3}$ because they are part of the solution already at this moment.
(line 11) Omit arcs and twin arcs from the graph before passing it on to GENERATEPATH, to ensure the arcs that are part of the solution will not be used in further searches.
(line 12) Find a path that connects $s_{1}$ and $s_{3}$. The cost of this path together with the cost of $s_{1}$ and the cost of $s_{3}$ may not exceed $B_{\text {max }}$. If not such path is found we can not improve $P$ and therefore directly continue with another iteration.
(line 13) Connect path segments $s_{1}$ and $s_{3}$ together by putting the new path $s_{2}^{\prime}$ in between, which gives us a new path $P^{\prime}$ containing the arcs in sequence (i.e. $P^{\prime}=\bigcup\left\{s_{1}, s_{2}^{\prime}, s_{3}\right\}$ ).
(line 14) We determine if the new path $P^{\prime}$ is better than $P$ and would be accepted as replacement for $P$. In the case the quality measure $\mathcal{Q}=S U M$, the scores of the arcs in $P^{\prime}$ are summed and must improve upon the score of $P$. For the quality measure $\mathcal{Q}=A V G$, we use the same method as $S U M$ as long the minimum budget is not reached yet. Once above the minimum budget we ensure it may not drop to below this minimum again. In $A V G$ we only accept the new path $P^{\prime}$ if its average score improves upon $P$.
(line 15 16) If the quality of the new path $P^{\prime}$ is higher than the quality of the previous path $P$ and we accept the replacement, replace the path $P$ by $P^{\prime}$ and move on to the next iteration. If no improvement is found we will also move on to the next iteration with the same $P$ as at the beginning of the current iteration, but because new random values will be chosen it will possibly find improvement next.

Below the algorithm GENERATEPATH is given followed by a step by step explanation.

```
Algorithm 6.2 GeneratePath
Input: graph \(G=(V, E)\), source vertex \(s\), destination vertex \(d\), cost budget \(B\), flag \(R \in\)
    \(\{\top, \perp\}\) indicating (true or false) whether or not to recurse (default set to \(\top\) ).
Output: Non-empty sequence of \(\operatorname{arcs}\left\langle e_{1}, e_{2}, . ., e_{k}\right\rangle\) if a path exists.
    function \(\operatorname{GEneratePath}(G, s, d, B, R)\)
        \(P \leftarrow \varnothing\)
        \(\mathbb{S} \leftarrow \operatorname{ShortestPaths}(G, s, d, B)\)
        \(C A S \leftarrow\{(e, P) \mid \forall e \in E, \exists P(s \rightsquigarrow e \rightsquigarrow d) \in \mathbb{S}, P\). cost \(\leq B\}\)
        if \(C A S \neq \emptyset\) then
            avg \(\leftarrow \operatorname{AVERAGE}(\{P . q u a l i t y \mid(e, P) \in C A S\})\) where P.quality \(=\frac{P . s c o r e}{P . c o s t}\)
            \(C A S \leftarrow\{(e, P) \mid(e, P) \in C A S, P . q u a l i t y \geq a v g\}\) where P.quality \(=\frac{P . s c o r e}{P . c o s t}\)
            \((e, P) \leftarrow\) randomly choose an element from \(C A S\)
            \(i \leftarrow\) the position of arc \(e\) in \(P\)
            \(\left(s_{1}, s_{2}, s_{3}\right) \leftarrow \operatorname{split} P\) at \(v_{i} \in P\) and \(v_{i+1} \in P\).
            if \(R\) then
                    \(b_{1} \leftarrow(B-e . \cos t) \cdot \frac{s_{1} \cdot \cos t}{P . \cos t-e . \cos t}\)
                    \(G_{1}^{\prime} \leftarrow G \backslash\left(\bigcup\left\{s_{2}, \bar{s}_{2}, s_{3}, \bar{s}_{3}\right\}\right)\)
                    if \(s_{1}^{\prime} \leftarrow \operatorname{GENERATEPATH}\left(G_{1}^{\prime}, s, v_{i}, b_{1}, \perp\right)\) then
                    \(s_{1} \leftarrow s_{1}^{\prime}\)
                    end if
                    \(b_{3} \leftarrow(B-e . \cos t) \cdot \frac{s_{3} \cdot \cos t}{P . \cos t-e \cdot \cos t}\)
                    \(G_{3}^{\prime} \leftarrow G \backslash\left(\bigcup\left\{s_{1}, \bar{s}_{1}, s_{2}, \bar{s}_{2}\right\}\right)\)
                    if \(s_{3}^{\prime} \leftarrow \operatorname{GENERATEPATH}\left(G_{3}^{\prime}, v_{i+1}, d, b_{3}, \perp\right)\) then
                        \(s_{3} \leftarrow s_{3}^{\prime}\)
                    end if
            end if
            \(P \leftarrow s_{1}+s_{2}+s_{3}\)
        end if
        return \(P\)
    end function
```

(line 3) For the current graph $G=(V, E)$ and cost budget $B$ we make a call to SHORTESTPATHS which will return a set of paths $\mathbb{S}$ containing the shortest paths from source vertex $s$ to destination vertex $d$ that traverses through specific arcs $e_{i}$ that are connecting the forward search from $s$ to the backward search from $d$. It is ensured that these paths contain arcs at most once, i.e. for a path $p\left(s \xrightarrow{s_{1}} e_{i} \xrightarrow{s_{3}} d\right)$ in $\mathbb{S}$ is ensured $s_{1} \cap s_{3}=\emptyset$.
(line 4) We will use $\mathbb{S}$ to query all paths from $s$ to $d$ that go through some arc $e$ from $E$ and do not have arcs twice in the path, if such path exists. Only paths that are within cost budget $B$ would be considered as a candidate path. This gives the candidate arc set $C A S$ that besides arcs also contains a reference to the path containing the arc.
(line 5) Only if $C A S$ is non-empty, there is a path from $s$ to $d$.
(line 6) For all candidate paths in $C A S$ we determine the quality and then determine the average quality of all paths in this set.
(line 7) We will now reduce the candidate arc set $C A S$ by filtering the arcs with high quality. Arcs that have a higher quality than the average quality avg are considered as high quality arcs. This will help us making a greedy choice. To use the terminology of the Greedy Randomined Adaptive Search Procedure (GRASP), this set is considered to be the restricted candidate list (RCL) 15.
(line 8) The greedy choice is made by randomly selecting an arc from the restricted candidate list.
(line 9.10) Now an arc $e$ has been chosen as part of a shortest path $P\left(s \xrightarrow[\sim]{s_{1}} e \xrightarrow{s_{3}} d\right.$ ), we can start preparing a recursion step to replace the shortest path to $\operatorname{arc} e\left(\right.$ segment $\left.s_{1}\right)$ and the shortest path from $e$ (segment $s_{3}$ ) with a greedy path. Call GEneratePath to generate a path from source $s$ to the beginning of $e$, and call it another time to generate a path from the end of $e$ to our destination $d$. This means that we are replacing $s_{1}$ and $s_{3}$ in $P$ by a greedy chosen path. To make this possible we will split $P$ at the beginning and end of edge $e$ to retrieve three path segments $s_{1}, s_{2}, s_{3}$.
(line 11) Only if the recursion flag $R$ is true ( $T$ ) we actually go into recursion. If it is false $(\perp)$ the path $P$ will be returned directly, which has already a higher quality than the average quality of the paths initially in $C A S$.
(line 12 and 17) For the recursive call to GENERATEPATH we must determine how much cost budget is remaining and how much we give to both recursive calls. The remaining budget consists of the initial budget $B$ minus the budget of the arc $e$, because that arc is already part of the solution path $P$. We split the remaining budget based on the proportion of the costs between the currently found paths $s_{1}$ and $s_{3}$, thus if for example $s_{1}$ has twice the costs of $s_{3}$ it will also get twice as much of the remaining budget.
(line 13 and 18 ) Omit arcs and twin arcs from the graph before passing it on to GENERATEPATH, to ensure the arcs that are part of the solution will not be used in further searches.
(line 14 and 19) In the recursive call to GENERATEPATH we could find a path $s_{1}^{\prime}$ (respectively $s_{3}^{\prime}$ ) that is of an equal or higher quality than the current path segments $s_{1}$ (respectively $\left.s_{3}\right)$.
(line 15 and 20) If in the recursive call such path is found, we will replace $s_{1}$ (respectively $s_{3}$ ) by the new path $s_{1}^{\prime}$ (respectively $s_{3}^{\prime}$ ), otherwise we ignore the result of the recursive call.
(line 23) We connect the three path segments together (i.e. $\bigcup\left\{s_{1}, s_{2}, s_{3}\right\}$ ) to obtain a (new) path $P$.

Below the algorithm SHORTESTPATHS is given followed by a step by step explanation.

```
Algorithm 6.3 ShortestPaths
Input: graph \(G=(V, E)\), source vertex \(s\), destination vertex \(d\), cost budget \(B\).
Output: a possibly empty set \(\mathbb{S}\) of paths \(\left\{P \mid \forall e \in E, \exists P\left(s \xrightarrow{s_{1}} e \xrightarrow{s_{3}} d\right), s_{1} \cap s_{3}=\emptyset\right\}\).
    function \(\operatorname{ShortestPaths}(G, s, d, B)\)
        \(\vec{G} \leftarrow G^{\prime}(\emptyset, E) \quad \triangleright\) forward graph
        \(\overleftarrow{G} \leftarrow G^{\prime}(\emptyset, E)^{T} \quad \triangleright\) backward graph
        Let \(s\) be part of \(\vec{G}\) with s.cost \(\leftarrow 0\) and \(s . \pi \leftarrow \varnothing\)
        Let \(d\) be part of \(\overleftarrow{G}\) with d.cost \(\leftarrow 0\) and \(d . \pi \leftarrow \varnothing\)
        \(Q \leftarrow\) PriorityQueue(sorted: \(\lambda u v \mapsto u . \operatorname{cost}<v . c o s t)\)
        Enqueue \((Q, s)\), Enqueue \((Q, d)\)
        while \(u \leftarrow \operatorname{DEQUEUE}(Q)\) do if \(u . \operatorname{cost}<\frac{1}{2} B\) then \(\quad \triangleright\) bidirectional Dijkstra
            \(\left(G_{\bullet}, G_{\circ}\right) \leftarrow \begin{cases}(\vec{G}, \overleftarrow{G}) & \text { if } u \in \vec{G} \\ (\overleftarrow{G}, \vec{G}) & \text { otherwise }\end{cases}\)
            for all \((u, v) \leftarrow e \in\left\{(u, v) \mid(u, v) \in \delta^{-}(u), v \notin G_{\circ}\right\}\) do \(\triangleright\) inspect outgoing arcs
                if \(v \notin G \bullet \vee u\). cost \(+e\). cost \(<v\).cost then
                    \(v . \cos t \leftarrow u . \cos t+e . \cos t\)
                        \(v . \pi \leftarrow e\)
                Let \(v\) be part of \(G\) •
                ENQUEUE \((Q, v)\)
                end if
            end for
        end while
        \(\mathbb{S} \leftarrow \emptyset \quad \triangleright\) build result set
        for all \((u, v) \leftarrow e \in\{(u, v) \mid(u, v) \in E, u \in \vec{G} \wedge v \in \overleftarrow{G}\}\) do
            \(s_{1} \leftarrow\) reconstruct path by following the chain from \(u . \pi\) to \(s\)
            \(s_{3} \leftarrow\) reconstruct path (in reverse) by following the chain from \(v . \pi\) to \(d\)
            \(\mathbb{S} \leftarrow \mathbb{S} \cup\left\{P\left(s \xrightarrow{s_{1}} e \xrightarrow[\sim]{s_{3}} d\right)\right\}\)
        end for
        return \(\mathbb{S}\)
    end function
```

(line 2) Creates $\vec{G}$ that will be used in the forward Dijkstra search, which is just a copy of the graph $G$. This data structure maintains the least cost path (from $s$ ) to every vertex, only if such path is found by the algorithm. If a shorter path to a vertex will be found, the vertex will be updated with the details of the new least cost path. Initially all vertices get the value undefined $(\varnothing)$. Each vertex would be updated only by either $\vec{G}$ or $\overleftarrow{G}$, depending on which one $(\vec{G}$ or $\overleftarrow{G})$ find the vertex first.
(line 3 ) Creates $\overleftarrow{G}$ with the same purpose as $\vec{G}$ (line 2) but with the difference that this data structure maintains the least cost paths to every vertex from destination vertex $d$. In this data structure all arcs are reversed so that it finds paths in a backward order.
(line $4 \cdot 5$ ) Initially assign the costs 0 to the start and end vertex to indicate that these vertices are discovered. Their least cost paths from $s$ (respectively $d$ ) will be 0 . For every vertex $v$ we will refer to its previous vertex $v . \pi$ in the least cost path to $v$ so that we can reconstruct the path later. Because $s$ and $d$ are the first vertices in the least cost paths from $s$ (respectively $d$ ), they have no $v . \pi$.
(line 6.7) A priority queue $Q$ will maintain the discovered vertices for both $\vec{G}$ and $\overleftarrow{G}$. They are ordered by the least costs, the same as what is done in Dijkstra. Initially fill the queue with $s$ and $d$.
(line (8) Gets the least cost vertex $u$ from $Q$. Because $Q$ maintains vertices from both $\vec{G}$ and $\bar{G}$, the forward and backward searches go at once. Therefore if we exceeds half the budget $B / 2$ from a search in one direction it could never find a path between $s$ and $d$ within $B$, so we can skip that iteration.
(line 9 ) The body of the while loop depends on the search direction of the element $u$ from $Q$. We refer to that direction by $G_{\bullet}$ and the opposite search direction is referred by $G_{\circ}$.
(line 10) Look at the adjacent arcs from vertex $u$, only the outgoing $\operatorname{arcs} \delta^{-}(u)$ are taken into account. Only proceed processing that arc if the vertex $v$ at the end of the arc is not already found by the opposite search $G_{\circ}$.
(line 11) If vertex $v$ at the end of the adjacent arc is newly discovered or this path to $v$ has lower cost than a previously found path to $v$ in $G_{\bullet}$, we need to update the least cost path.
(line 12 14) Updates the least cost path to vertex $v$.
(line 15) Add $v$ to the queue such that the adjacent arcs from $v$ can be discovered in one of the following iterations.
(line 19) Initiate an empty set of solution paths.
(line 20) Take into account the intersection set of $\vec{G}$ and $\overleftarrow{G}$ that is determined by the arcs that are connecting a path from the forward search $\vec{G}$ to a path from the backward search $\overleftarrow{G}$.
(line 21.23) Reconstruct the path between $s$ and $d$ and add this path to the set of solutions.

### 6.2 Example

We give an example of running the algorithm that will find an optimal path for a call to SCENICROUTE with parameters $B_{\text {min }}=5, B_{\max }=15, I=1, \mathcal{Q}=A V G$. The result can be viewed in the last figure of the current section (Figure 17 ).

The algorithm needs four steps to converge. We will discuss every step in more detail, but first we give a short summary. The first two steps are the initial steps. Step 1 calls generatePath and step 2 calls generatePath recursively on the front and tail of the result. Then the loop of SCEnicRoute is entered that starts with removing a part of the path at random. Step 3 and step 4 try to find a new path that replaces the removed segment, again by calling and recursively calling GENERATEPATH. At the end of iteration 1 an optimal path is found. Every call to GENERATEPATH starts with performing a call to Shortestpaths to initiate a bidirectional search between source and destination that returns a set of paths $\mathbb{S}$ between source and destination that traverse an arc from the intersection $\vec{G} \cap \overleftarrow{G}$. To make a clear distinction between the bidirectional searches and the construction of paths, we have put the bidirectional searches in a light gray box in the example below.
step 1: initial path Initially generate a path between $s$ and $d$ by starting a forward search $\vec{G}$ from $s$ and a backward search $\overleftarrow{G}$ from $d$ (see Figure 10). The arcs in which both searches met each other are forming a path from $s$ to $d$. In this example (Figure 11) we see the randomly chosen $\operatorname{arc}(u, v)$ which gives us the path $P\left(s \rightsquigarrow e_{4} \rightsquigarrow d\right)$ with score $2+4=6$, costs 5 , and quality $\frac{6}{5}$.


Figure 10: Searches $\vec{G}$ and $\overleftarrow{G}$ from $s$ and $d$ find two paths connecting $\vec{G}$ and $\overleftarrow{G}$ through intersection arcs (dashed).


Figure 11: Initial path $P\left(s \rightsquigarrow e_{4} \rightsquigarrow d\right)$ based on the chosen arc $e_{4}$ from $\vec{G} \cap \overleftarrow{G}$ which is part of a high quality path in $\mathbb{S}$ with score $2+4=6$, costs 5 , and quality $\frac{6}{5}$.
step 2: initial path (recursion) Recurse on $p_{1}(s \rightsquigarrow u)$ and $p_{2}(v \rightsquigarrow d)$. In Figure 12 we can see that a few arcs and their twins are omitted in the bidirectional search, because these arcs are part of the solution. The budget is split and given to both searches. Each search gets a proportion of the budget that is determined by the cost ratio of $p_{1}$ and $p_{2}$. In Figure 13 we can see that $p_{1}$ is updated with $p_{1}^{\prime}\left(s \rightsquigarrow e_{2} \rightsquigarrow u\right)$ because it improves quality. For $p_{2}$ no improvement is found. The final initial path $P$ has score $3+4=7$, cost 5 , and quality $\frac{7}{5}$.

a: Search between $s$ and $u$ with budget $\frac{3}{4}(B-1) . \vec{G}$ and $\overleftarrow{G}$ proceed until half of the budget $\frac{3}{8}(B-1)=\frac{3}{8}(15-1)=5 \frac{1}{4}$ is used.

Figure 12: Two bidirectional searches. One between $s$ and $u$, the other between $v$ and $d$. Cross signs indicate the omitted arcs. Searches $\vec{G}$ and $\overleftarrow{G}$ can proceed until half of the budget is used.


Figure 13: $p_{1}^{\prime}\left(s \rightsquigarrow e_{2} \rightsquigarrow u\right)$ replaces $p_{1}$, which gives us the path $P\left(s \rightsquigarrow e_{2} \rightsquigarrow e_{4} \rightsquigarrow d\right)$ with score $3+4=7$, cost 5 , and quality $\frac{7}{5}$.
step 3: iteration 1 An iteration starts with perturbation. The path from the previous result is randomly split between arc $e_{2}$ and $e_{3}$ (call it vertex $i$ ) and at vertex $d$ (call it $j+1$, to be conform to the notation used in the algorithm), which removes three arcs wherefore a new path will be found. In Figure 14 a new bidirectional search starts between $i$ and $j+1$. Two arcs are omitted because they are part of the solution. In Figure 15 the chosen arc $(u, v)$ gives us the path $P\left(s \rightsquigarrow e_{2} \rightsquigarrow e_{4} \rightsquigarrow d\right)$ with score $3+4=7$, costs 5 , and quality $\frac{7}{5}$.


Figure 14: bidirectional search between split points $i$ and $j+1$ with budget $B-2$ (excluding 2 arcs from solution).


Figure 15: Path $p\left(i \rightsquigarrow e_{4} \rightsquigarrow j+1\right)$ is based on the chosen arc $e_{4}$ from $\vec{G} \cap \overleftarrow{G}$ that is part of a high quality path in $\mathbb{S}$. Together with the existing solution gives us the path $P\left(s \rightsquigarrow e_{2} \rightsquigarrow e_{4} \rightsquigarrow d\right)$.
step 4: iteration 1 (recursion) Recurse on $p_{1}(i \rightsquigarrow u)$ and $p_{2}(v \rightsquigarrow j+1)$. In Figure 16 both bidirectional searches are performed with limited budget that is proportional to $p_{1}$ and $p_{2}$, and arcs that are already part of the solution are omitted. $p_{1}$ can not find any update, but $p_{2}$ can be updated with $p_{2}^{\prime}\left(v \rightsquigarrow e_{6} \rightsquigarrow j+1\right)$ that improves quality (see Figure 17). The final (and optimal) path $P$ has score $3+4+3=10$, costs 7 , and quality $\frac{10}{7}$.

a: Search between $i$ and $u$ with budget $\frac{1}{2}(B-3)$.

b: Search between $v$ and $j+1$ with budget $\frac{1}{2}(B-3)$.

Figure 16: Two bidirectional searches. One between $i$ and $u$, the other between $v$ and $j+1$.


Figure 17: The final and optimal path $P\left(s \rightsquigarrow e_{2} \rightsquigarrow e_{4} \rightsquigarrow e_{6} \rightsquigarrow d\right)$ with quality $\frac{10}{7}$ that is found by a call to scenicRoute with parameters $B_{\min }=5, B_{\max }=15, I=1, \mathcal{Q}=A V G$. The algorithm performed four steps in total which were part of the initialisation and the first iteration.

### 6.3 Design choices

Minimum budget The minimum budget in the Quality-AOP ensures that we do not find high quality routes that are too short or whose travel time is too low. The algorithm SCENICROUTE with the average score as quality measure (i.e. $A V G \in \mathcal{Q}$ ), would only accept a route $P^{\prime}$ if its quality is better than the current route $P$. A problem arises, because the highest quality route could have travel costs lower than the minimum budget, which is most likely the case as we can see in our experiment (Figure 20). Therefore we modified the algorithm so it forces to update the route until it exceeds the minimum budget, even if the quality becomes lower. After it has exceeded the minimum budget we ensure it stays above this minimum.

Dijkstra's shortest path The reason to use a shortest path as part of the bidirectional search, is because in this way we have control over the amount of detour and the running time of the algorithm. A scenic path should balance scenicness and detour, therefore we use the shortest path to minimize detour, but add a small detour to traverse the greedily chosen high quality arc that improves the scenicness.

No subtours The AOP has the restriction that profit can not be collected twice from the same arc, which avoids subtours but not necessarily excludes all of them. In the QualityAOP we use the stronger restriction that does not allow to traverse arcs twice, because from the traveler's perspective this is not desirable. Furthermore we also forbid to traverse an arc another time in opposite direction.

Our algorithm solves the Quality-AOP using Dijkstra's shortest path. Shortest paths will never contain cycles (see Cormen et al. [9]), but this is no longer garantueed if we connect shortest paths together. To ensure that a connection does not contain arcs multiple times we can think of two methods. The first method checks for duplicates at the moment such path is created from two shortest paths. The second option is to make sure beforehand that these two paths do not share arcs. The first case is rather simple to check, but comes with the expense of recalculation if a path contains duplicates. For the second method we must
change the way how shortest paths are calculated. We choose the second method, where we calculate paths based on a bidirectional Dijkstra that searches from the start and end vertex simultaneously. Because we make sure that these searches do not cover the same vertices, it will also not cover the same arcs. Then we determine arcs that are bridges between the first and second search. Constructing a path between source and destination through such a bridge will never contain arcs and their twins twice in the path.

Thus our bidirectional search will not contain subtours, but if we combine the result of the bidirectional search with our existing solution, it possibly contains arcs multiple times. We decide to remove the arcs and twin arcs from the graph that are part of the solution, and then initiate a bidirectional search on this new graph.

Recursive path generation For each generated path we will go in recursion twice, one time by calling GENERATEPATH on the first half of the path and another recursive call to Generatepath is performed on the second half. There are two reasons to include this recursion step. The first reason is to generate quickly an initial path. Paths generated based on shortest paths would require several iterations to make fully use of the budget. By adding a recursive step the remaining budget will be used directly to extend the path and ensures that we obtain the optimal path more quickly. The second reason is that it could find paths that otherwise would not be found because the recursive call constructs a path of multiple segments that together can improve the quality, see Observation 3

Observation 3. Recursively calling GeneratePath could find higher quality routes between s and d than a single call could find.

Consider the graph $G=(V, E)$ in which each arc $e \in E$ has cost 1. Arcs $(u, v)$ and $(v, w)$ have score 5 and $(s, d)$ has score 2 . There are 5 possible paths between $s$ and $d$ of which only the path $\langle s, u, v, w, d\rangle$ is not part of a shortest path $p_{i}\left(s \rightsquigarrow e_{i} \rightsquigarrow d\right)$ for $i=1,2, \ldots,|E|$. We find the highest quality of $\frac{2}{1}$ for a path $\langle s, d\rangle$, but higher quality could be obtained if we find the path $\langle s, u, v, w, d\rangle$ with quality $\frac{10}{4}$, by either recurse on the second half of path $p_{1}(s \rightsquigarrow(u, v) \rightsquigarrow d)$ or recurse on the first half of path $p_{2}(s \rightsquigarrow(v, w) \rightsquigarrow d)$.


### 6.4 Running time reduction

When doing scenic route planning on a real road network we want to use speed up techniques because there are many roads and many possible routes. In the first place we use a heuristic approach to reduce the number of routes that are taken into account. We also want to reduce the number of roads that we have to consider because when we find a path in a certain area it is not necessary to look at the whole graph that contains many arcs that are too far away to be part of the solution.

Ellipse property (distance) We can use the geometric aspects of a road network to exclude arcs that are out of range. For example, Lu and Shahabi 23] use the ellipse property. Consider an ellipse that includes the source and destination vertices and which size depends on the budget. More precisely, a line from the source vertex to a point on the ellipse and another line from the destination to that point, will have together a distance equal to the travel budget. Therefore, arcs that are intersecting or lie outside the ellipse can never be part of a solution because the ellipse property states that the costs to travel to such an arc and travel from that arc to the destination will exceed the budget. So we have to consider only the arcs within the ellipse specified by the available budget.

Ellipse property (time) Although the ellipse property can be used if spatial information is available and the travel costs are measured in terms of distance, it can not be used for the cost measure travel time. In order to make the speed up technique compatible with other cost measures we must perform a transformation. In the case of travel time budgets we can do a conservative transformation from time to distance on the basis of maximum speed allowed on roads (e.g. $130 \mathrm{~km} / \mathrm{h}$ in The Netherlands). That means that when we have a budget of 60 minutes, the reach will be 130 km maximally. Therefore our ellipse can be set based on 130 km travel distance budget.

The reason to use a conservative transformation and therefore using the maximum speed on the road network is because we do not want to exclude arcs of our solution. In contrast, when we use a non-conservative transformation using average speed (e.g. 60km/h), the speed up will have more effect, excluding more arcs, but then we lose quality. Imagine a area with high quality attractive roads, but in order to get there you must travel 20 minutes over the motorway and another 20 minutes to return and there are 20 minutes left to travel the high quality arcs, there is a high chance the motorway arcs are getting pruned because they intersect the (relative small) ellipse of 60 km , such that we will never reach the high quality area. Therefore we must always be conservative to avoid pruning arcs that give access to other areas.

The downside of this conservative transformation is that we only gain a small or even no speedup at all. In the worst case the calculation takes more time than without the speedup technique.

Bidirectional search We showed that the ellipse property can be used for the distance cost measure or a cost measure that can be transformed to a distance measure. To make it work for other cost measures as well we decided to design the algorithm around bidirectional search. It will search in any direction until the budget is fully used in all directions, and the graph then expresses the reach exactly. This is more expensive to calculate, but with the benefit that it works for all cost measures and for certain cost measures it computes a smaller reach than an ellipse will do. Also we know directly the shortest path to every arc in
reach, while using an ellipse this should be still computed for every arc within reach, which is slow for graphs that are not optimized for this purpose. Furthermore we gain performance profit by making greedy choices, so fewer iterations and fewer bidirectional searches are required. The running time complexity is given in Section 6.5. Together with the benefit that bidirectional search also avoids duplicated arcs in our path, it will be a valid choice.

### 6.5 Running time analysis

We will give a worst-case running time analyses in big- $\mathcal{O}$ notation for the algorithm. Let $n$ the number of vertices $|V|$ and $m$ the number of arcs $|E|$ in the graph $G=(V, E)$.

Worst-case In scenicRoute the main loop is executed $I$ times. All operations in the loop cost at most $\mathcal{O}(m)$ time, except the call to GENERATEPATH, whose function body is recursively defined and contains an expensive call to shortestPaths. The costs of ShortestPaths depends on a bidirectional Dijkstra search.

The bidirectional Dijkstra search contains two monodirectional searches, each one covering half of the graph. The running time of Dijkstra depends on the running time of the priority queue that sorts vertices. Using a self-balancing binary search tree or binary heap as priority queue to extract a minimum cost vertex takes $\mathcal{O}(\lg (n))$ time. Then Dijkstra needs $\mathcal{O}(m \lg (n))$ time. Constructing a path for every arc in the bidirectional search between source and destination can be done at once for all arcs and costs at most $\mathcal{O}(m)$ time. Hence, SHORTESTPATHS runs in the worst-case in $\mathcal{O}(m \lg (n))$ time.

Because the recursion in GENERATEPATH is at most one level deep, it makes at most three calls to ShortestPaths in every iteration of the loop in ScenicRoute. The worst-case running time of the algorithm can therefore be bounded by

$$
\mathcal{O}(I \cdot m \lg (n))
$$

Recursion We decided to perform only one level of recursion in GENERATEPATH, but one can decide to perform multiple levels of recursion. The number of recursion levels determines the balance between greedy choices and randomness. Performing recursion until we reach the base case will utilize the greedy choices maximally, but it comes at the expense of additional running time. The recursion in generatePath follows the divide and conquer structure, whose worst-case running time is specified as

$$
T(m)= \begin{cases}\mathcal{O}(1) & \text { if } m=1 \\ 2 T(m / 2)+\mathcal{O}(m \lg (m)) & \text { if } m>1\end{cases}
$$

for which $\mathcal{O}(m \lg (n)) \subseteq \mathcal{O}(m \lg (m))$ because of $m \geq n+1$ for connected graphs. Using the Master Theorem to solve the recursion, we will find that the second case applies under the condition $\mathcal{O}(m \lg (m))=\mathcal{O}\left(m^{c} \lg ^{k}(m)\right)$ for $c=1, k=1$, for which the running time is specified as $\mathcal{O}\left(m^{c} \lg ^{k+1}(m)\right)=\mathcal{O}\left(m \lg ^{2}(m)\right)$. The result is that the algorithm as a whole takes $\mathcal{O}\left(I \cdot m \lg ^{2}(m)\right)$ time.

Quality measure In the case an advanced quality measure is used as part of the generalized Quality Orienteering Problem, and which takes $\mathcal{O}(Q)$ time to determine the quality of a route, the running time is $\mathcal{O}(I \cdot Q \cdot m \lg (n))$.

## 7 Experiment

We have presented the Quality-AOP in Section 4.1 and have given an algorithm in Section 6 to solve that problem. Now we will establish whether we actually find better routes for the Quality-AOP than for the AOP. In this section we present our experiment that is performed on a real road network. First we will describe the research questions in 7.1, the setup of the experiment in Section 7.2, and then present and discuss the results in Section 7.3

### 7.1 Research questions

We have argued that in our definition of the Quality-AOP we are better able to find routes that match the definition of the most scenic route than we will find for the AOP. It should search for routes of high scenic average score rather than the maximum score available in the road network. We already showed that this is true in theory. The experiment will show that in practice this is the case and how much the impact is on the quality of the route.

Main Question Do we find with the Quality-AOP higher quality routes than we find with the AOP, on a real road network given a desired travel cost budget?

We will answer this question by researching the following topics and questions.

- Optimizing objectives (Section 7.3.1)
- Quality measure (Section 7.3.2)
- What is the difference between measuring the score and the quality?
- What is the influence on the quality of a route if we introduce a minimum cost budget?
- Budget and quality (Section 7.3.3)
- How much quality improvement can we get by using a cost budget interval?
- Can the use of a budget interval, to search also beyond the desired travel costs, lead to higher quality routes?
- Does the size of a budget interval influence the possibility to find high quality routes?
- Does the amount of travel costs influence the possibility to find high quality routes?
- Detours and artifacts (Section 7.3.4)
- Do route properties match our expectation if we use the objective 'speed'?
- Will the Quality-AOP improve speed related properties so that it better matches our expectations and avoids artifacts?
- Route properties and artifacts (Section 7.3.5)
- Do route properties match our expectation if we use the less predictable but more useful objective 'curviness'?
- Will the Quality-AOP improve the curviness related properties so that it better matches our expectations and avoid artifacts?

Note In this thesis we have used two types of quality measures, $S U M$ (the measure of the AOP in which scores are summed) and $A V G$ (the measure of the Quality-AOP, which is the average score relative to the costs). From now on we use the word quality to refer to the quality measure $A V G$ and just use the word score to refer to summed scores.

### 7.2 Setup

First we describe in Section 7.2.1 how we obtained the road network. Then we describe how to measure specific route properties to determine the quality of routes in Section 7.2.2. In Section 7.2 .3 we describe the configuration of our experiment.

### 7.2.1 Road network

We use the data from OpenStreetMap contributors 30 to model a graph that represents a real road network. We create an extract that includes a part of The Netherlands, namely the province Utrecht. The road network of The Netherlands is almost fully covered in OpenStreetMap (OSM) because the Dutch government has integrated their data into that database. OSM does not only contain geographic information about roads, but also data that describes properties of roads such as maximum speed, the number of lanes, type of road, and the accessibility. We will use these properties in our routing algorithm. A full list of road properties is given on the OpenStreetMap wik ${ }^{2}$ Furthermore it contains information about the environment such as land usage, villages and towns, points of interests, etc ${ }^{3}$ which can be used for scenic routing as well.

```
Query 7.1 Overpass query of region Utrecht
    [out:json][timeout:3600][maxsize:1073741824];
    ( area[name="Utrecht"][admin_level=" 4"];
    way(area)["highway" ~" motorway|trunk|primary|secondary|tertiary];
    way(area)["highway" "" motorway_link|trunk_link|primary_link|secondary_link|tertiary_link"];
    >; );
    out body geom qt;
```

Routable graph We use an OSM extract of The Netherlands provided by Geofabrik ${ }^{4}$ who created extracts of many areas from the Full Planet ${ }^{5}$. Using Overpass APl ${ }^{6}$ we are able to query $]^{77}$ the network using the Overpass Query Languag $\varnothing^{8}$. From Query 7.1 we get 12342 roadways (and 49232 nodes) within the area Utrecht (Figure 18). Roadways consist of a sequence of nodes to describe the geometry. We only include roads of type motorway, trunk, primary, secondary, and tertiary. So we exclude residental and service roads. We obtain as well the geometric data and road properties. We will give the output to our preprocessor that will construct a connected and directed graph, by determining the intersection points

[^1]and contracting line segments, so we end up with 19631 arcs, each representing a roadway in one direction between crossings.


Figure 18: The road network of the province Utrecht of The Netherlands.

Properties Each arc $e$ in the graph gets assigned the following properties. A distance $d_{e}$ in kilometers determined by the Euclidean distance between the points that describe the geometry of this arc. A speed $s_{e}$ in kilometers per hour, directly obtained from the maxspeed property from OSM. The time $t_{e}$ in minutes, determined by the properties distance and speed. A waytype $\psi_{e}$, which is either motorway, trunk, primary, secondary, or tertiary. The number of lanes $\eta_{e}$. The curviness $\xi_{e}$ which is the amount of degrees changed in direction while traversing the geometry of the arc. The isDike flag describes whether the road is on a raised bank or not.

### 7.2.2 Measured properties

In our experiment we will use several score measures. So we can optimize different objectives such as speed or angular change for example. The score measure uses the properties of an arc to determine the score. We use the structure of F-algebras to implement the measure in a generic way, so that it can easily fit different data structures that store a path. The algebra describes how the scores get summed while folding the data structure. In our case a path is stored in a list data structure, so we define a catamorphism function that could fold a list (the path) and use the algebra (score measure) to return a result which is in our case a non-negative score.

```
Function 7.1 Catamorphism for traversing elements of a list
    \(\mathcal{C}_{\text {list }}:: \mathcal{A} \tau \mapsto\left([\tau] \mapsto \mathbb{R}_{\geq 0}\right)\)
    \(\mathcal{C}_{\text {list }}\) (nil, merge) \(=\) foldl merge nil
```

We also add a score measure that not only determines the score based on the arc properties but also looks at the route as whole. It wil calculate the number of turns. Therefore it requires a more complex fold function that takes into account consecutive arcs. We created an alternative catamorphism to fold over consecutive arcs.

```
Function 7.2 Catamorphism for traversing pairs of consecutive elements of a list
    \(\mathcal{C}_{\text {list }}^{\prime}:: \mathcal{A}^{\prime} \tau \mapsto\left([\tau] \mapsto \mathbb{R}_{\geq 0}\right)\)
    \(\mathcal{C}_{\text {list }}^{\prime} \mathcal{A}^{\prime}(\mathrm{x}: \mathrm{xs})=\mathcal{C}_{\text {list }} \mathcal{A}^{\prime}(\operatorname{zip}(\mathrm{x}: \mathrm{xs}) \mathrm{xs})\)
```

Now we have a generic fold definition, when it is provided with an algebra $\mathcal{A}_{\boldsymbol{l g e b r a}}$ it produces a score function $\boldsymbol{f}_{\text {score }}$ which can be used to determine the score of a route based on its properties.
$\mathcal{A}_{\text {lgebra }}$

$$
\begin{align*}
\mathcal{A}_{\text {distance }} & =\left(0, \beta+d_{e}\right)  \tag{1}\\
\mathcal{A}_{\text {time }} & =\left(0, \beta+t_{e}\right)  \tag{2}\\
\mathcal{A}_{\text {curviness }} & =\left(0, \beta+\xi_{e}\right)  \tag{3}\\
\mathcal{A}_{\text {speed }} & =\left(0, \beta+s_{e} c_{e}\right)  \tag{4}\\
\mathcal{A}_{\text {lanes }} & =\left(0, \beta+\eta_{e} c_{e}\right)  \tag{5}\\
\mathcal{A}_{\text {dike }} & =\left(0, \beta+y_{e} c_{e}\right) \quad \text { for } y_{e} \begin{cases}1 & \text { if } \text { isDike }(e) \\
0 & \text { if } \neg \text { isDike }(e)\end{cases}  \tag{6}\\
\mathcal{A}_{\text {way }}(\psi) & =\left(0, \beta+y_{e} c_{e}\right) \quad \text { for } y_{e} \begin{cases}1 & \text { if } \psi_{e}=\psi \\
0 & \text { if } \psi_{e} \neq \psi\end{cases}  \tag{7}\\
\mathcal{A}_{\text {vertices }} & =(1, \beta+1)  \tag{8}\\
\mathcal{A}_{\text {turns }}^{\prime} & =\left(0, \beta+y_{e_{1}, e_{2}}\right) \quad \text { for } y_{e_{1}, e_{2}} \begin{cases}1 & \text { if } \cos ^{-1}\left(\hat{e}_{1} \bullet \hat{e}_{2}\right)>1 \\
0 & \text { otherwise }\end{cases} \tag{9}
\end{align*}
$$

## $f_{\text {score }}$

$$
\begin{gather*}
\sum_{e \in P} d_{e} \sum_{e \in P} t_{e} \sum_{e \in P} \xi_{e} \sum_{e \in P} s_{e} c_{e} \sum_{e \in P} \eta_{e} c_{e} \sum_{e \in P} y_{e} c_{e} \sum_{e \in P} y_{e} c_{e} \sum_{e \in P} 1 \sum_{i=0}^{|P|-1} y_{e_{i}, e_{i+1}} \\
\text { (1) }  \tag{1}\\
\text { (2) }
\end{gather*}
$$

In the algebras, the variable $\beta$ is used to describe the score of the partial sum result while folding the data structure. $\mathcal{A}_{\text {distance }}, \mathcal{A}_{\text {time }}$, and $\mathcal{A}_{\text {curviness }}$ sum the distances, times and curviness of arcs in a path in which $d_{e}, t_{e}$, and $\xi_{e}$ stands for the distance (in kilometers), time (in minutes) and angular change (in degrees) of an arc e. $\mathcal{A}_{\text {speed }}$ and $\mathcal{A}_{\text {lanes }}$ sum arcs respectively by the property speed $s_{e}$ and numbers of lanes $\eta_{e}$ after they are multiplied by $c_{e}$ (the time or distance it takes to traverse the arc). In $\mathcal{A}_{\text {dike }}$ we determine if the road is a dike or not, if so we use $c_{e}$ as score. In $\mathcal{A}_{\text {way }}(\psi)$ we attach score to an arc if the arc is of
type specified by $\psi$, where $\psi \in\{$ motorway, trunk, primary, secondary, tertiary $\}$. $\mathcal{A}_{\text {vertices }}$ or $\mathcal{A}_{\text {arcs }}$ just count the number of vertices or arcs encountered while traversing the path. The algebra $\mathcal{A}_{\text {turns }}^{\prime}$ is special, because it is one of the measures that do not fit in the QualityAOP but in the generalized Quality Orienteering Problem (QOP). This measure does not only take into account arc properties but determines the quality based on properties of the route. This one count the number of turns, which depends on the actual choice of routing. A turn is defined as an angle larger than 1 radian between two consecutive arcs.

### 7.2.3 Configuration

To answer all research questions from Section 7.1, we have setup and implemented a set of configurations. In each configuration the algorithm will run several times with certain properties. The result is a set of routes with data about the properties of these routes and data about the process of running the algorithm.

We created a configuration for all 9 properties (algebras $\mathcal{A}$ ) from Section 7.2.2, Each such property is the objective of the configuration and should be optimized in the calls to scenicRoute (Algorithm6.1). The function scenicRoute is called 3 times, each time with a budget corresponding to the desired travel distance of 40 km , with the same source and destination, and with 250 iterations. In the first call we use the quality measure $S U M \in \mathcal{Q}$ and in the following two calls we use the measure $A V G \in \mathcal{Q}$. For the calls with $A V G$ we will allow $20 \%$ deviation from the travel budget. In the first call to $A V G$, this is $20 \%$ below the desired travel distance such that the minimum budget is set to $80 \%$ of the desired travel distance ( 32 km ), while in the second call it searches $10 \%$ below and $10 \%$ above the desired travel distance ( $36-44 \mathrm{~km}$ ), which we call $A V G^{+}$from now on, because it extends the search so that it may exceed the budget. Therefore $A V G^{+}$could find routes that $S U M$ and $A V G$ could not find. We will repeat this 30 times, each repeating call with other source and destination vertices, so we can take an average of the routes. In total $|\mathcal{A} \times \mathcal{Q}| \cdot 30=810$ routes have been calculated. The results are in Table 1 of Section 7.3.3. In Section 7.3.5 we look in more detail into the results of the objectives $\mathcal{A}_{\text {curviness }}$ and $\mathcal{A}_{\text {speed }}$.

We decided to use distance as default cost measure because it is easy to analyse these routes on a map and see the result of the optimized objective. If we would use time as cost measure we can not easily see how fast has been travelled on the different roadways.

We also have additional configurations where we change the cost budgets. We would like to see what happens to routes if more cost budget is available. We combine this with time as cost measure. We have 3 configurations with the time budgets $\mathcal{T}$ of $20 \mathrm{~min}, 50 \mathrm{~min}$, and 80 min . In case of a 80 min budget, the search space of province Utrecht is small in comparison to the budget. Additionally we also created configurations for a varying interval in which $A V G$ and $A V G^{+}$are allowed to deviate from the desired travel costs. The configurations allow deviations $\Omega$ of $1 \%, 5 \%, 10 \%, 15 \%$ and $20 \%$ on a travel distance of again 40 km . In all cases we use the algebra $\mathcal{A}_{\text {curviness }}$ to optimize the scenic property that describes the curviness of the road. In total we have calculated $|(\mathcal{T}+\Omega) \times \mathcal{Q}| \cdot 30=720$ additional routes. The results are in Table 2 and 3 of Section 7.3.3.

In all 1530 cases we register data about the coordinates of the route, the score of all properties (even if a property is not the current objective), the course of the quality, at which iteration it passes the minimum budget, and if the quality has been converged after 250 iterations. Furthermore, in the calls with $S U M \in \mathcal{Q}$, we store the path that is found in the local optimum of quality just below the budget, i.e. the path that is found in the last iteration in which the quality increases. That would be useful to detect detours and
artifacts due to the result of the AOP. The results are in Table 4 of Section 7.3.4.
Besides all configurations we started with getting a picture of the course of the score and quality by calculating routes of increasing budgets from 5 to 45 km . We will show the results in Section 7.3.2.

### 7.3 Results

### 7.3.1 Optimizing objectives

The result of optimizing different objectives is shown in Figure 19. We can clearly see that each objective results in a different kind of route. In Figures 19a, 19b and 19c we see it mainly travels high speed roads to optimize the objectives speed, distance and number of lanes respectively. In Figure 19 e smaller roads are traversed to increase the travel time. In Figure 19 f it optimizes dikes, although it seems that raised roads are also marked as embankment in OpenStreetMap. In Figure 19d the number of arcs in a path is optimized, which results in a route traversing many crossings and making more turns. We also have curviness as useful property for scenic routing, in Figure 19 g , where we can see that many curved road segments are included in the route.

(a) Optimize $\mathcal{A}_{\text {speed }}$ to get the highest average speed.

(b) Optimize $\mathcal{A}_{\text {distance }}$ to travel as much distance as possible given a time budget.

Figure 19: Different algebras used as objective in the optimization.

(c) Optimize $\mathcal{A}_{\text {lanes }}$ to get on average as many lanes as possible.

(e) Optimize $\mathcal{A}_{\text {time }}$ to travel slowly and increase travel time for the given distance budget.

(d) Optimize $\mathcal{A}_{\text {arcs }}$ to increase the number of traversed road segments.

(f) Optimize $\mathcal{A}_{\text {dike }}$ to include road segments that are on an embankment.

Figure 19: Different algebras used as objective in the optimization.

(g) Optimize $\mathcal{A}_{\text {curviness }}$ to include curvy road segments.

Figure 19: Different algebras used as objective in the optimization.

### 7.3.2 Quality measure

First we show how average collected score is related to summing scores. In Figure 20 we show the course of the two measures for different route calculations with different budget. The budget ranges from 5 km to 45 km with a step interval of 1 km . At every step we take the average of 5 routes.

We see that the summing scores result in an increasing line, however its not monotonically increasing as we discussed in Section 4.1, due to the fact that the amount of score that could be collected depends on the choice of starting location, which we change for every route calculation. Also it is not garantueed that the algorithm will always find the optimal solution. Still, globally we see an increasing line which means that routes are able to collect more score if the budget increases. If we look at the average quality we see a fluctuating graph that globally describes an horizontal line.


Figure 20: The course of two measures: summing scores (angular change in degrees) and quality ( $\frac{\mathrm{deg}}{\mathrm{km}}$ ) for different route calculations with different cost budgets (distance in kilometers).

Question 1. What is the difference between measuring the score and the quality?
If we look at our new measure in Figure 20 we can directly see peaks of high quality routes. Peaks that are followed by a serie of lower values are the most interesting, because it indicates that traveling more distance will not improve the route's quality.

At certain points we can see already that the summing score is able to find more score while the route quality does not increase. Consider the points at budget 24 km and 30 km for example. This is already an indication that the Quality-AOP, using the new average quality measure, probably will find higher quality routes.

Question 2. What is the influence on the quality of a route if we introduce a minimum cost budget?

We see high quality routes for low budgets, but because a traveler wants to travel at least an amount of costs we introduced the notion of minimum cost budget. Still it is possible to find high quality routes, because there are many peaks due to the fluctuating behavior of the average quality measure. For example if we only look in the range of 20 km to 30 km , the Quality-AOP gives us the high quality route at 25 km , while the AOP gives us a route at the end of the range at 29 km for which the quality is worse than the route found in the Quality-AOP.

### 7.3.3 Budget and quality

| objective |  | SUM <br> score | $40 \text { km }$ <br> costs | quality | $\begin{aligned} & \text { AVG } \\ & \text { score } \end{aligned}$ | $32-40 \mathrm{~km}$ <br> costs | quality | $\Delta$ | $\begin{aligned} & \text { AVG }^{+} \\ & \text {score } \end{aligned}$ | $36-44 \mathrm{~km}$ <br> costs | quality | $\Delta$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| curviness | (deg) | 6479 | 39.56 | 163.79 | 6585 | 37.05 | 178.65 | 9.1\% | 7371 | 41.38 | 178.91 | 9.2\% |
| dike | (km) | 10 | 38.98 | 0.27 | 10 | 37.81 | 0.27 | 0.0\% | 12 | 41.72 | 0.30 | 11.1\% |
| lanes | (avg) | 101 | 39.29 | 2.58 | 97 | 36.58 | 2.66 | 3.1\% | 110 | 40.18 | 2.73 | 5.8\% |
| arcs | (count) | 356 | 39.66 | 8.98 | 366 | 38.41 | 9.55 | 6.3\% | 395 | 41.15 | 9.62 | 7.1\% |
| speed | (km/h) | 3678 | 39.47 | 93.25 | 3610 | 36.43 | 99.37 | 6.6\% | 4069 | 40.11 | 101.55 | 8.9\% |
| time | (min) | 45 | 39.84 | 1.12 | 43 | 37.16 | 1.17 | 4.5\% | 50 | 42.04 | 1.18 | 5.4\% |
| turns | (count) | 62 | 39.17 | 1.57 | 62 | 36.56 | 1.72 | 9.6\% | 69 | 40.35 | 1.73 | 10.2\% |

Table 1: Comparison of $S U M, A V G$, and $A V G^{+}$on the quality of routes when optimizing different objectives with a desired travel distance of 40 km .

In Table 1 we present the results of comparing the Quality-AOP with the AOP. The $S U M$ measure from AOP is used as reference. The columns $A V G$ and $A V G^{+}$show the improvement of using the average quality measure from the Quality-AOP. We perform the test for different objective functions. Each value for every objective is an average of 30 calculated routes with different starting points. The desired travel distance is 40 km . We decide that it may vary at most $20 \%$. Therefore $S U M$ is just provided with a budget of 40 km . $A V G$ has a minimum budget of 32 km ( $20 \%$ lower than the desired travel distance) and maximum budget of 40 km . In $A V G^{+}$we allow searching $10 \%$ below and $10 \%$ above the budget, so that its interval is $36-44 k \mathrm{~km}$. Notice that $A V G^{+}$is capable to find routes that $S U M$ could never find.

Question 3. How much quality improvement can we get by using a cost budget interval?
In Figure 21 we can see that with $A V G$ routes are found with improved quality relative to $S U M$. The improvement strongly depends on the objective function, but it can improve up to almost $10 \%$ compared to the AOP. The reason less improvement is gained with objectives dike and lanes, has probably to do with the road network that varies in this properties only a little.


Figure 21: Visual comparison of the data from Table 1 with normalized quality.

Question 4. Can the use of a budget interval, to search also beyond the desired travel costs, lead to higher quality routes?

In $A V G^{+}$we search around the desired travel distance and allow $10 \%$ less or $10 \%$ more travel distance. It could find routes that both $S U M$ and $A V G$ could not find, due to their hard cap on their upper limit that equals the desired travel costs. Therefore we see in all cases $A V G^{+}$improves relative to $S U M$. It also improves relative to $A V G$ in all cases while adding only 1 km to the desired travel distance at average to find up to $11.1 \%$ improvement in route quality.

Question 5. Does the size of a budget interval influence the possibility to find high quality routes?

| budget deviation ( $\Omega$ ) | SUM score | 40 km <br> cost | quality | AVG <br> score | $\begin{aligned} & {[40-\Omega} \\ & \text { cost } \end{aligned}$ | 40] km quality | $\Delta$ | $\text { AVG }^{+}$ | $\begin{aligned} & {[40-\Omega} \\ & \text { cost } \end{aligned}$ | quality |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1\% | 6712 | 39.84 | 168.48 | 6491 | 39.85 | 162.91 | -3.3\% | 6319 | 40.06 | 157.75 | -6.4\% |
| 5\% | 6709 | 39.72 | 168.97 | 6545 | 39.44 | 165.98 | -1.8\% | 6319 | 40.06 | 157.75 | -6.6\% |
| 10\% | 6702 | 39.51 | 169.71 | 6693 | 38.44 | 174.33 | 2.7\% | 6925 | 40.43 | 171.25 | 0.9\% |
| 15\% | 6512 | 39.59 | 164.50 | 6578 | 37.65 | 175.20 | 6.5\% | 7279 | 41.05 | 177.80 | 8.1\% |
| 20\% | 6479 | 39.56 | 163.79 | 6585 | 37.05 | 178.65 | 9.1\% | 7371 | 41.38 | 178.91 | 9.2\% |

Table 2: Comparison of $S U M, A V G$, and $A V G^{+}$on the quality of routes when optimizing the objective curviness for different deviations $1 \%-20 \%$ of the desired travel distance of 40 km .

In Table 2 we show the results of changing the size of the budget interval. In the previous example we allowed to deviate from the desired travel costs at most $20 \%$. Here we see what happens for smaller intervals. For small intervals we can see that the Quality-AOP performs worse as a result of our algorithm that only accepts quality improvements if the costs stay above the minimum budget, which is a problem because it can easily get stuck in a local optimum if the budget interval is too small. In addition, if the budget increases the quality becomes higher. The larger the interval of budget, the more chance to find higher quality routes.


Figure 22: Visual comparison of the data from Table 2 .

Question 6. Does the amount of travel costs influence the possibility to find high quality routes?

| budget (B) | SUM <br> score | $B \min$ cost | quality | AVG <br> score | $[B-1 / 5 B,$ <br> cost | B] min quality | $\Delta$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 20 min | 3209 | 19.33 | 166.26 | 3195 | 18.29 | 175.03 | 5.3\% |
| 50 min | 7910 | 49.44 | 159.93 | 7983 | 46.01 | 174.05 | 8.8\% |
| 80 min | 11789 | 79.59 | 148.14 | 12193 | 74.90 | 163.15 | 10.1\% |

Table 3: Comparison of $S U M$ and $A V G$ on the quality of routes when optimizing the objective curviness with different time budgets of 20,50 , and 80 minutes.

In Table 3 we can see how the cost budget influence the quality of routes. First, notice that now time is used instead of distance as cost measure and we try to optimize the curviness of the route. We run the experiment with budget 20,50 and 80 minutes of maximum travel time and a minimum budget at $80 \%$ for $A V G$. We see the quality decreases for an increasing budget. An example of this is given in Figure 24, here highly curved road segments on highway intersections are found within a small travel time budget, but we have to travel more time to reach the next place containing curvy roads. Furthermore the road network of province Utrecht is too small for the budget of 80 minutes if the route mainly consists of motorways. This is not what we expected to happen if curviness is optimized.


Figure 23: Visual comparison of the data from Table 3 .


Figure 24: Example of a highly curved route for a small travel time budget.

Independent of decreasing quality, the Quality-AOP will perform better compared to the AOP if the budget increases. This could be explained by the minimum budget. The minimum budget is set at $80 \%$ of the desired travel time. If the budget increases, the amount of allowed deviation from the desired travel time grows and there are more possibilities to find high quality routes.

### 7.3.4 Detours and artifacts

In Section 4.1.1 we have shown that the AOP would optimize too much. It tries to add score even if it generates a detour, which makes that the quality of the final route is less. We would like to research if this happens in practice. Of course, the goal in the AOP is to maximally utilize the budget so it does not require a minimum budget, but it should not perform the last iterations in which the quality of the route decreases. Therefore we created an variant of $S U M$ which we call $S U M^{\prime}$. It gives us the route with the highest score in which the quality still increases. The results are shown in Table 4.

| objective |  | route | SUM' <br> score | $\pm 40 \mathrm{~km}$ <br> costs | quality | SUM <br> score | $40 \text { km }$ <br> costs | quality | $\Delta$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| curviness | (deg) | 1 | 6348 | 39.76 | 159.64 | 6371 | 39.92 | 159.60 | -0.03\% |
|  |  | 2 | 5934 | 39.01 | 152.14 | 5945 | 39.23 | 151.57 | -0.37\% |
| dike | (km) | 3 | 2 | 38.46 | 0.06 | 2 | 39.33 | 0.05 | -2.31\% |
| lanes | (avg) | 4 | 172 | 38.78 | 4.45 | 172 | 38.79 | 4.45 | -0.03\% |
|  |  | 5 | 127 | 38.07 | 3.33 | 127 | 39.64 | 3.20 | -3.91\% |
|  |  | 6 | 84 | 38.21 | 2.19 | 84 | 38.47 | 2.18 | -0.36\% |
|  |  | 7 | 115 | 38.68 | 2.98 | 116 | 39.16 | 2.96 | -0.58\% |
|  |  | 8 | 74 | 39.68 | 1.86 | 74 | 39.90 | 1.86 | -0.25\% |
|  |  | 9 | 93 | 38.92 | 2.40 | 95 | 39.95 | 2.38 | -0.70\% |
|  |  | 10 | 73 | 39.92 | 1.84 | 73 | 39.98 | 1.84 | -0.07\% |
| arcs | (count) | 11 | 375 | 39.65 | 9.46 | 377 | 39.92 | 9.44 | -0.15\% |
| speed | (km/h) | 12 | 3880 | 39.24 | 98.87 | 3890 | 39.37 | 98.81 | -0.06\% |
|  |  | 13 | 4110 | 38.05 | 107.99 | 4166 | 38.75 | 107.49 | -0.46\% |
|  |  | 14 | 3413 | 39.69 | 85.98 | 3414 | 39.72 | 85.96 | -0.03\% |
|  |  | 15 | 2925 | 39.72 | 73.64 | 2925 | 39.73 | 73.63 | -0.01\% |
|  |  | 16 | 4001 | 36.80 | 108.71 | 4219 | 39.52 | 106.74 | -1.82\% |
|  |  | 17 | 2841 | 39.26 | 72.37 | 2868 | 39.64 | 72.35 | -0.03\% |
| time | (min) | 18 | 44 | 39.88 | 1.09 | 44 | 39.93 | 1.09 | -0.04\% |
| turns | (count) | 19 | 50 | 37.51 | 1.33 | 52 | 39.12 | 1.33 | -0.31\% |
|  |  | 20 | 73 | 36.69 | 1.99 | 77 | 39.36 | 1.96 | -1.69\% |

Table 4: 20 of the 210 routes that show a decrease in quality in $S U M$ as the result of artifacts. $S U M^{\prime}$ avoids this and stops just before the quality drops.

From the total of 210 calculated routes ( 30 for each objective) we find 20 cases of which $S U M^{\prime}$ finds higher quality routes than $S U M$. These are the cases of which the algorithm for $S U M$ has performed one or multiple iterations at last in which the route's quality decreases. It shows that the AOP is not the correct problem description for scenic route planning. Despite the small decrease of quality, it is exactly here where artifacts grow. Consider the calculated routes in Figure 26 where speed is the objective to optimize. For the AOP we find a route that gets off the motorway in order to collect additional score and fully utilize the budget, while in the same figure we see in the Quality-AOP we stay on the motorway because it will not accept the small detour that lowers the quality.


Figure 25: Data from Table 4 shows that too much optimization generates lower quality routes.


Figure 26: The AOP could generate small detours as part of the optimization process, which are considered as artifacts. The objective speed has been optimized here, but the additional score collected from the roundabout does not improve the route's quality, it will only maximally utilize the budget.

### 7.3.5 Route properties and artifacts

We want to verify if the Quality-AOP will really improve the route's quality, by not only looking at the objective function but also at other route properties. We expect to see an improvement of properties that are related to the objective function. Considering these properties we can analyse if the number of artifacts reduces when using the Quality-AOP instead of the AOP.

Question 7. Do route properties match our expectation if we use the objective 'speed'?
We will first show the results of optimizing the objective speed. In most cases this property is irrelevant for scenic routing in the sense it is not wanted by recreational travelers, but this property is useful to easily generate a model of expectation what will happen if we try to optimize this objective. For example we expect the route mainly consist of high speed roads, such as motorway or trunk, therefore the travel time will be short, because we are limited by a distance budget. It contains of long straight roads with many lanes, consisting of only a few arcs, almost no curves, no dikes, and we expect only to make a few turns.

After running the experiment we can compare the property values obtained by $S U M$ for the objective speed, see Table 5 to route properties of other objective optimizations from Table 1 . We find that the properties lanes and dike score above average and curviness, the numbers of arcs, and the number of turns score below average. Thus the property dikes is the only one that does not match our expectation. Furthermore it will indeed use the way types motorway and trunk more than average.

Question 8. Will the Quality-AOP improve speed related properties so that it better matches our expectations and avoids artifacts?

Now we focus on the objective speed. We will look at the speed related properties in Table 5 and Figure 27 to see if they improve as well. We already saw that the AOP almost matches our expectation of improving the properties related to the objective speed. But here we see that $A V G$ and $A V G^{+}$improve all these properties even more. Only the property dikes does not match our expectation, probably due to the definition of dike in OpenStreetMap that not matches our definition of dike (embankment along rivers), which makes the property less reliable for our experiment. Also we can clearly see that $A V G$ and $A V G^{+}$increases the number of high speed roads such as motorways, indicating that artifacts such as shown in Figure 26 are eliminated. It is also interesting to see that the number of turns decreases drastically, which is a valuable improvement.

|  | speed |  | curviness deg/km | $\Delta$ | time min/km | $\Delta$ | lanes avg-\# | $\Delta$ | dike \% | $\Delta$ | $\begin{aligned} & \text { arcs } \\ & \# / \mathbf{k m} \\ & \hline \end{aligned}$ | $\Delta$ | turns <br> \#/km | $\Delta$ | way type |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | motorway \% |  |  |  |  |  |  |  |  |  |  |  | $\begin{aligned} & \text { trunk } \\ & \% \\ & \hline \end{aligned}$ | primary \% | secondary $\%$ | tertiary \% |
| SUM | 93.2 |  |  | 68.7 |  | 0.72 |  | 2.29 |  | 10.2\% |  | 4.3 |  | 0.45 |  | 64.93\% | 2.20\% | 9.31\% | 13.90\% | 9.66\% |
| AVG | 99.4 | 6.7\% | 59.5 | -13.4\% | 0.67 | -6.9\% | 2.46 | 7.4\% | 10.8\% | 5.9\% | 3.8 | -11.6\% | 0.32 | -28.9\% | 73.64\% | 0.47\% | 9.12\% | 10.60\% | 6.16\% |
| AVG+ | 101.5 | 8.9\% | 56.1 | -18.3\% | 0.65 | -9.7\% | 2.56 | 11.8\% | 7.0\% | -31.4\% | 3.5 | -18.6\% | 0.31 | -31.1\% | 77.07\% | 1.51\% | 6.95\% | 10.12\% | 4.34\% |

Table 5: The effect on route properties when $S U M$ optimizes the objective speed, and how $A V G$ and $A V G^{+}$affect the properties relative to $S U M$.


Figure 27: Visualized data from Table 5.

Question 9. Do route properties match our expectation if we use the less predictable but more useful objective 'curviness'?

The same as we did for the objective speed we will do for the objective curviness. We choose this property because in contrast to speed this property plays a role in scenic route planning, for example to find highly curved routes for motorcyclists. On purpose we choose to compare this property with speed because for speed it was easy to predict how properties
behave if we optimize the objective, but for curviness this is much harder. Therefore we are interested if we could gain the same quality improvement for curviness and its related properties as we get for speed.

We expect that curviness is related to smaller roads, where the maximum speed is low, as well as the number of lanes. We also expect that we get more turns, traverse more arcs, and probably travel more on dikes and the type of way will be mainly secondary and tertiary.

The values for $S U M$ in Table 6 show the maximum speed and number of lanes is low, compared to the average of optimizing other objectives from Table 1. The number of turns and the number of arcs are actually above average. Only the property dikes is lower than average. For the type of way we see that secondary and tertiary ways are highly present. So in general the results of the experiment match our expectation.

Question 10. Will the Quality-AOP improve the curviness related properties so that it better matches our expectations and avoid artifacts?

Now we have seen that the experiment matches our expectations, we will check if $A V G$ and $A V G^{+}$optimize these properties which indirectly improves the quality of the route. As we can see in Table 6 and Figure 28, all properties improve as we expected except from the property turns. If we compare these improvements with the improvement we gained when optimizing speed, we see that this improvement is smaller, except for the property dike. Because the improvement is small we can only see a small change in type of ways traveled. So again, the Quality-AOP is able to improve most of the properties.

|  | speed <br> km/h | $\Delta$ | curviness |  | time min/km | $\Delta$ | lanes avg-\# | $\Delta$ | dike <br> \% | $\Delta$ | arcs <br> \#/km | $\Delta$ | turns <br> \#/km | $\Delta$ | way type |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | motorway \% |  |  |  |  |  |  |  |  |  | trunk \% | primary \% | secondary \% | tertiary \% |
| SUM | 62.2 |  | 163.8 |  |  | 1.06 |  | 1.37 |  | 1.4\% |  | 7.8 |  | 1.24 |  | 9.69\% | 2.27\% | 17.79\% | 34.13\% | 36.12\% |
| AVG | 62.0 | -0.3\% | 178.6 | 9.0\% | 1.06 | 0.0\% | 1.32 | -3.6\% | 2.3\% | 64.3\% | 7.6 | -2.6\% | 1.22 | -1.6\% | 8.59\% | 2.19\% | 17.59\% | 35.29\% | 36.33\% |
| AVG ${ }^{+}$ | 61.7 | -0.8\% | 178.9 | 9.2\% | 1.06 | 0.0\% | 1.32 | -3.6\% | 1.5\% | 7.1\% | 7.7 | -1.3\% | 1.28 | 3.2\% | 9.02\% | 0.84\% | 15.78\% | 37.83\% | 36.53\% |

Table 6: The effect on route properties when $S U M$ optimizes the objective curviness, and how $A V G$ and $A V G^{+}$effect the properties relative to $S U M$.


Figure 28: Visualized data from Table 6 .

## 8 Conclusion

The Arc Orienteering Problem (AOP) let us find a scenic route of specific length or travel time in which the scenic score is maximized. We extended the AOP with a few aspects. In the first place we modified the definition to make it suitable for directed graphs. The start and end locations may be the same but they may also be different. Also we explicitly forbid subtours because travellers do not like that. Additionally we forbid to traverse twin arcs, which are the arcs on the path pointing in opposite direction, so we do not travel the same road back and forth. With this definition, it is possible to mark roads as twins even if they are not directly adjacent. We introduced a new quality measure that instead of maximizing the collected score determines the average score, i.e. the amount of score in proportion to the travel costs. The quality measure is fluctuating and therefore we need a minimum budget to exclude high quality routes of too little costs. The new quality measure together with subtour elimination and the introduction of twin arcs gives us a new definition, which we call the Quality-AOP. We also have given a more general definition, the Quality Orienteering Problem (QOP) that determines the score not only based on static information attached to arcs but also takes into account the global properties of a route.

We showed that the use of budget intervals yields higher quality routes with less costs which implies the AOP unnecessarily generates detours. The budget interval could be used as well to search above the desired travel distance or travel time. That causes that routes will be found that the AOP never would find. We can increase the budget in the AOP, but than the desired costs will be exceeded often. Therefore the real problem is better moddelled with Quality-AOP.

We presented an algorithm which solves our definition of the Quality-AOP. The algorithm uses a bidirectional search to ensure the avoidence of multiple occurences of (twin) arcs. It generates a set of high quality routes. To speed up the process the Greedy Randomized Adaptive Search Procedure (GRASP) is used to choose a route and to prevent getting stuck in a local optimum. We showed the algorithm is designed to work with different score and
cost measures, and speed up techniques will work independently of the choice of measure. We implemented it in a generic way to allow a wide range of data structures that are used to store paths.

Our experiment shows that for the Quality-AOP we can find up to $10 \%$ higher quality routes if costs may vary $20 \%$. The actual amount of improvement depends on the objective function which has been optimized. Shifting up the interval budget in a way that we search, $10 \%$ below budget and $10 \%$ above the budget, we find up to $11 \%$ improvement. In our case it only adds one kilometer to the desired travel distance at average. For higher budgets and/or larger budget intervals, we see that we can find better routes in the QualityAOP. Our experiment also shows that the AOP generates detours as a result of too much optimization, just as we have shown theoretically. Although the amount of detour is small, the qualitative analysis shows that exactly this small detour introduces artifacts which a traveler does not want. These artifacts are eliminated when using the Quality-AOP, due to the quality improvement of the objective property as well as the improvement of supported properties related to this objective. This is exactly what we expected.

The elimination of artifacts can be seen in the statistics as well, e.g. if we optimize travel speed, high speed roads are represented to a greater extent in the Quality-AOP compared to the AOP. If we optimize the curviness of the route, which is an interesting property for scenic routing, we also see that the Quality-AOP improves curviness as well as the supported properties. The supported properties are more sensitive to the objective speed than the objective curviness, but in both cases the objective as well as all the supported properties have been improved compared to the AOP.

Further research can be done. For example to find a faster algorithm that works more efficiently on large scale networks, including residental routes, but still avoids subtours and traveling twin arcs. Research on adding a third objective can be done so that routes closer to the traveler's desired travel time are preferred. Also the scenic properties could be expressed as multiple separated objectives. We discovered artifacts by comparing the AOP and the Quality-AOP, one can decide to eliminate these artifacts in an efficient way instead of implementing Quality-AOP.

Concluding, the Quality-AOP fits the scenic routing problem better than the AOP in the sense we can find a route of higher quality and which approximates the desired travel distance or travel time given by an interval.
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