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Abstract

It is known that the two rings Z and Fq[T ] have a lot of similar properties. Here Fq[T ] denotes
the polynomial ring over the finite field Fq of q elements. In 2014 Keating and Rudnick developed
a new technique for calculating the variance of functions in short intervals in Fq[T ]. In this thesis
we study this technique and apply it to the von Mangoldt function Λ, as Keating and Rudnick
did to prove a result analogous to a theorem in Z, due to Goldston and Montgomery. We then
apply this technique to the Euler totient function to arrive at some new results concerning its
variance in short intervals in Fq[T ]. Finally we turn our attention to the Euler totient function
in short intervals in Z. Surprisingly, it turns out that the analogue to the statement in Fq[T ]
does not hold.
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Notation

We start with an overview of the notations used in this thesis.

• For positive functions f, g : R→ R, define:

f(x) = o(g(x)) if limx→∞
f(x)
g(x) = 0;

f(x) = O(g(x)) if ∃C ∈ R≥0, x0 ∈ R such that |f(x)| ≤ Cg(x) for all x ≥ x0;
f(x) = Θ(g(x)) if ∃c, C ∈ R≥0, x0 ∈ R such that cg(x) ≤ |f(x)| ≤ Cg(x) for all x ≥ x0;

f(x) ∼ g(x) if limx→∞
f(x)
g(x) = 1.

• Define the functions π, ψ,M : R→ R by:

π(x) = #{p ≤ x | p prime} =
∑
p≤x

1;

ψ(x) =
∑
pm≤x

log p;

M(x) =
∑
n≤x

µ(n).

• Define the von Mangoldt function Λ : N→ C by:

Λ(n) =

{
log p if n = pm,
0 otherwise.

• Define the Euler totient function ϕ : N→ C by

ϕ(n) = #(Z/nZ)×

• Define the Entier function [.] : R→ Z by

[x] = max{m ∈ Z|m ≤ x}.

• Define the fractional part function {.} : R→ R by

{x} = x− [x].

• For any odd prime q define Fq to be the finite field of q elements. Define Fq[T ] to be the
polynomial ring over this finite field Fq.

• Working in Fq[T ], define the norm function |.| : Fq[T ]→ Z by |f | = qdeg(f).

6
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• Working in Fq[T ], define the following sets of polynomials:

Pn = {f ∈ Fq[T ] : f has degree n};
P≤n = {f ∈ Fq[T ] : f has degree less than or equal to n};
Mn = {f ∈ Fq[T ] : f is monic of degree n}.

• Given a polynomial A ∈ Pn and 0 ≤ h ≤ n, define the interval I(A;h) as

I(A;h) = {f ∈ Fq[T ] : |f −A| ≤ qh} = A+ P≤h.

• Given a function α : Fq[T ]→ C, denote the average of α over monic polynomials of degree
n by

〈α〉n =
1

qn

∑
f∈Mn

α(f).

• Given a function α : Fq[T ] → C, denote the sum of α over a short interval I(A;h), where
A ∈Mn, 0 ≤ h ≤ n− 2, by

Nα(A;h) =
∑

f∈I(A;h)

α(f).

• Given a function α : Fq[T ]→ C, denote the average of Nα(A;h) over all monic polynomials
A of degree n by

〈Nα(•;h)〉n =
1

qn

∑
A∈Mn

Nα(A;h).

• Given a function α : Fq[T ]→ C, denote the variance of Nα(A;h) over all monic polynomials
A of degree n by

VarnNα(•;h) =
1

qn

∑
A∈Mn

|Nα(A;h)− 〈Nα(•;h)〉n|
2
.



Chapter 1

Introduction

1.1 Two important rings

This master thesis takes place in two rings with similar properties. The first is a ring everybody
knows: the ring of integers Z. The second is less known. Let q be an odd prime and denote by
Fq the finite field of q elements. The ring we are interested in is Fq[T ], the polynomial ring with
coefficients in Fq. Both rings are principal ideal domains on which we can define a norm function
and it turns out that they have a lot more interesting properties in common. It is even possible
to define some sort of dictionary between the two rings. This dictionary would then make it
possible to translate theorems and conjectures from one ring to another. There are even cases of
conjectures we do not know how to prove in Z, but where we are able to prove their translation
to Fq[T ]! Such a dictionary might look like this.

Z ↔ Fq[T ]

An integer n ∈ Z of norm ↔ A polynomial f ∈ Fq[T ] of norm

|n| = #(Z/nZ) |f | = #(Fq[T ]/(f)) = qdeg(f)

log |n| ↔ logq |f | = deg(f)

A unit ±1 ∈ Z ↔ A unit c ∈ F×q
A prime p ∈ Z≥0 ↔ An irreducible monic polynomial P ∈ Fq[T ]

Von Mangoldt function over Z Von Mangoldt function over Fq[T ]

Λ(n) =

{
log(p) if n = ±pk

0 otherwise.
↔ Λ(f) =

{
deg(P ) if f = cP k

0 otherwise.

Euler totient function over Z ↔ Euler totient function over Fq[T ]

ϕ(n) = #(Z/nZ)× ϕ(f) = #(Fq[T ]/(f))×

For an example of a translation, you could look at the Prime Number Theorem (PNT for short),
stating that π(x) ∼ x

log x as x → ∞. Here π(x) is given by the number of primes smaller than

or equal to x. The PNT was proven independently by Hadamard [13] and de la Vallée Poussin
[6] in 1896. It is well known that the PNT is equivalent to the statement

∑
n≤x Λ(n) ∼ x, with

Λ the von Mangoldt function, see for example [2]. Equivalently you might expect that in Fq[T ]
you would have that ∑

f monic
deg(f)≤n

Λ(f) ∼ qn.

8
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Note that you only look at the monic polynomials, as you take all polynomials up to a unit. This
is analogous to the statement in Z, where, by taking only the positive numbers, you also take all
numbers up to a unit. It turns out that we even have a stronger theorem in Fq[T ]. Define Mn

to be the set of monic polynomials of degree n, then∑
f∈Mn

Λ(f) = qn.

We will prove this “Prime Polynomial Theorem” in chapter 5.

1.2 Short intervals and the major theorems of this thesis

For X ∈ Z, we can define an interval around X of size H. It does not really matter how you define
this interval. For example you can take the interval [X − H

2 , X + H
2 ], but also just [X,X +H].

More important is the size of the interval H. If H = Θ(Xδ) for some 0 < δ < 1, we speak of
a short interval. The size of the interval tends to infinity as X → ∞, but slower than X. It is
then possible to consider (the sum of) functions in short intervals. Define

Ψ(X;H) =
∑

n∈[X−H2 ,X+H
2 ]

Λ(n).

Not much is known about this function Ψ(X;H). The Riemann Hypothesis implies that
Ψ(X;H) ∼ H as long as δ > 1

2 + o(1). This is due to the fact that

Ψ(X;H) = ψ(X +
H

2
)− ψ(x− H

2
),

where ψ(x) =
∑
n≤x Λ(n) and the fact that Riemann hypothesis implies that ψ(x) = x +

O
(
x

1
2 (lnx)2

)
, as is shown in [5]. The pair correlation conjecture, stated by Montgomery [22] in

1973, says that the corellation between the zeroes of the Riemann zeta function, normalized to

have unit avarage spacing, is given by 1−
(

sin(πu)
πu

)2

− δ(u). Assuming the Riemann Hypothesis

and the pair correlation conjecture, Goldston and Montgomery [12] showed, that for H = Θ(Xδ)
for some 0 < δ < 1, the following expression for the variance of Ψ(X;H) holds:

1

X

∫ X

2

|Ψ(x;H)−H|2 dx ∼ H(logX − logH). (1.1)

In Fq[T ], the Riemann hypothesis is proven. Therefore it might be possible to prove stronger
statements than it is in the ring of integers. This is indeed the case. In this thesis we study a
technique introduced by Keating and Rudnick in [20] to prove some of these statements. Let
A ∈ Pn be a polynomial of degree n. For any 0 ≤ h ≤ n the interval around A is defined as

I(A;h) = {f ∈ Fq[T ] : |f −A| ≤ qh}.

The size of this interval is given by qh+1. Hence for 0 ≤ h ≤ n− 2 we speak of a short interval,
because as q → ∞, |A| = qn and #I(A, h) = qh+1 both tend to infinity, but the latter is again

slower. That is limq→∞
#I(A,h)
|A| = 0. Note that we take the limit q → ∞, while we fix A and

h. As we want the size of the interval to tend to infinity, it would also be possible to let n and
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h tend to infinity, while we keep q fixed. This is another subject entirely, which we will not
consider in this thesis. Now fix 0 ≤ h ≤ n − 2. Denote by Mn the set of monic polynomials of
degree n and for A ∈Mn, define

NΛ(A;h) =
∑

f∈I(A;h)

Λ(f).

Define 〈NΛ(•;h)〉n to be the average of NΛ(A;h) as A runs over Mn for some fixed n. Finally
define the variance of NΛ to be

VarnNΛ(•;h) =
1

qn

∑
A∈Mn

|NΛ(A;h)− 〈NΛ(•;h)〉n|
2
.

Theorem 1.1 (Keating and Rudnick, [20], theorem 2.1). Fix 0 < h < n− 3. As q →∞,

VarnNΛ(•;h) ∼ qh+1(n− h− 2).

Note that this is an exact analogue of relation (1.1). For this proof, Keating and Rudnick
developed a new technique, which they later used in [18] and [19] to calculate the variance of
the Möbius function and the divisor function in short intervals. They were able to transform the
short intervals into short arithmetic progressions. They could now apply Dirichlet characters to
pick out the progression. Taking the limit q →∞ and applying some major work by Katz in [15]
and [16] to transform a sum over characters into a matrix integral, they could finally calculate
the variance. In chapter 6 we will prove theorem 1.1. In chapter 7 we will prove a similar theorem
for the Euler totient function, (see the dictionary in the previous section for the definition of this
function ϕ).

Theorem 1.2 (This thesis, theorem 7.16). Fix 0 < h < n− 3. As q →∞,

VarnNϕ(f)
|f|

(•;h) ∼ q−h−3.

Finally in chapter 8 we study the Euler function in Z. Analogous to theorem 1.2, you might
expect the variance to be inversely proportional to the size of the interval. It turns out this
is not the case. We cannot prove this definitively, but we can show that it follows from some
assumptions.

Theorem 1.3 (This thesis, theorem 8.25). Let H = Θ(Xδ), 0 < δ ≤ 1. Assuming 8.21 and
8.24, we find

1

X

X∑
x=1

( ∑
x<n<x+H

ϕ(n)

n
− H

ζ(2)

)2
 X→∞−−−−−→

1

6ζ(2)
− 1

6ζ(2)2
.

What these assumptions exactly are, we will see in chapter 8.

In the four preceding chapters 2-5 we give background information and an introduction in the
subjects needed for the proofs in chapters 6-8. We specifically look at theorems and notions
needed in the later chapters. We also give references for a more thorough introduction and for
the theorems we cannot prove, due to a lack of space.



Chapter 2

Introduction to analytic number
theory

2.1 Introduction

In this chapter we give a brief introduction to analytic number theory. As with all of the four
introductory chapters of this master thesis, we will only focus on the theorems required for our
research in later chapters. In this chapter the notions we need later on are the definitions and
theorems in section 2.2, together with theorem 2.31. We will also prove some first properties of
the Euler totient function in section 2.6.

For some standard works about analytic number theory, one could look at [1] or [2]. We will
follow the same books for proving the theorems in this chapter.

2.2 Convolution product and Möbius inversion

In this section we give a quick introduction into arithmetic functions.

Definition 2.1. An arithmetic function f is a function f : N→ C.

Definition 2.2. An arithmetic function f is called multiplicative if f(mn) = f(m)f(n) for any
coprime m,n ∈ N.

As for any multiplicative function f we have f(pk11 . . . pknn ) = f(pk11 ) . . . f(pknn ), the following
lemma follows trivially.

Lemma 2.3. Any multiplicative arithmetic function f is uniquely defined by its values f(pk)
for every prime power pk. 2

Definition 2.4. Given two arithmetic functions f, g, define their convolution product f ∗ g :
N→ C by

(f ∗ g)(n) =
∑
a·b=n

f(a)g(b) =
∑
d|n

f(d)g
(n
d

)
.

11



12 CHAPTER 2. INTRODUCTION TO ANALYTIC NUMBER THEORY

Example 2.5. Two examples of arithmetic functions are the functions e, E : N→ C defined by
e(1) = 1, e(n) = 0 for n 6= 1 and E(n) = 1 for all n ∈ N. Now for any arithmetic function f ,
we have that e ∗ f(n) = f(n) and

E ∗ f(n) =
∑
d|n

f(d).

Lemma 2.6. The convolution product makes the set of arithmetic functions f with f(1) 6= 0
into an Abelian group with identity e.

Proof. To prove this, we first show the commutativity and associativity of the convolution prod-
uct. Commutativity is clear, as for any two arithmetic functions f, g we have

(f ∗ g)(n) =
∑
a·b=n

f(a)g(b) =
∑
b·a=n

f(b)g(a) = (g ∗ f)(n).

Associativity is slightly less obvious, but this follows from

((f ∗ g) ∗ h)(n) =
∑
a·b=n

h(b)
∑
x·y=a

f(x)g(y) =
∑

a·b·c=n

f(a)g(b)h(c)

and
(f ∗ (g ∗ h))(n) =

∑
a·b=n

f(a)
∑
x·y=b

g(x)h(y) =
∑

a·b·c=n

f(a)g(b)h(c).

for any arithmetic f, g, h. Now we already noted that we have an identity element e, so we only
need to prove the existence of an inverse f−1 for any arithmetic function f . Fix f with f(1) 6= 0
and suppose that we are given an f∗, such that (f ∗ f∗)(n) = e(n). Then

1 = e(1) =
∑
a·b=1

f(a)f∗(b) = f(1)f∗(1)

and hence f∗(1) = 1
f(1) . We now prove that for any n ≥ 2, f∗(n) is uniquely defined by its values

f∗(m) for all m < n. Suppose we know al these values, then

0 = e(n) =
∑
d|n

f
(n
d

)
f∗(d) = f∗(n)f(1) +

∑
d|n
d<n

f
(n
d

)
f∗(d).

Hence

f∗(n) =
−1

f(1)

∑
d|n
d<n

f
(n
d

)
f∗(d).

It follows that for any f there exists some f−1 s.t. (f ∗ f−1)(n) = e(n) and that this inverse is
unique. This proves the lemma.

Lemma 2.7. The set of multiplicative arithmetic functions is a subgroup of the group described
in the previous lemma.

Proof. Not that if a function is multiplicative, then f(1) = 1, so the set of multiplicative functions
is indeed a subset of the set described in the previous lemma. Clearly the identity function is
multiplicative. We first prove that the convolution product preserves multiplicativity. Let f, g
denote two multiplicative arithmetic functions and let m,n be two coprime integers. Note that
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when a|mn for m,n coprime, then we can write a uniquely as the product a = bc with b|m and
c|n. Furthermore if b|m and c|n, then bc|mn if m,n are coprime. Hence

(f ∗ g)(mn) =
∑
a|mn

f(a)g
(mn
a

)
=
∑
b|m

∑
c|n

f(bc)g
(mn
bc

)
=
∑
b|m

∑
c|n

f(b)f(c)g
(m
b

)
g
(n
c

)

=

∑
b|m

f(b)g
(m
b

)∑
c|n

f(c)g
(n
c

)
= (f ∗ g)(m) · (f ∗ g)(n).

This shows that the convolution product of two multiplicative functions is again multiplicative.
Finally we show that the inverse of a multiplicative function is again multiplicative. Suppose
that it is not. Then there exists a multiplicative function f , s.t. f−1 is not multiplicative. Let
m,n ∈ N be coprime integers such that mn denotes the smallest integer such that f−1(mn) 6=
f−1(m)f−1(n). Note that m,n 6= 1, as multiplicativity implies that f(1) = 1 and hence f−1(1) =
1. Now

0 = (f ∗ f−1)(mn)

=
∑
a|mn

f(a)f−1
(mn
a

)
= f(1)f−1(mn) +

∑
a|mn
a<mn

f(a)f−1
(mn
a

)

= f−1(mn) +
∑

b|m,c|n
bc<mn

f(bc)f−1
(mn
bc

)

= f−1(mn) +
∑

b|m,c|n
bc<mn

f(b)f(c)f−1
(m
b

)
f−1

(n
c

)

= f−1(mn) +

∑
b|m

f(b)f−1
(m
b

)∑
c|n

f(c)f−1
(n
c

)− f(m)f(n)

= f(mn)− f(m)f(n) + (f ∗ f−1)(m) · (f ∗ f−1)(n)

= f(mn)− f(m)f(n).

We have found a contradiction and conclude that f−1 is multiplicative. We conclude that the
lemma holds.

Definition 2.8. Define the Möbius function µ : N→ C by

µ(n) =

{
0 if n is not square free,
(−1)t is n = p1 . . . pt for t distinct primes.

Lemma 2.9. The Möbius function µ is the inverse of the arithmetic function E(n) = 1.
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Proof. If n = 1, then
(E ∗ µ)(1) = µ(1) = 1 = e(1).

Note that µ is multiplicative. It is hence sufficient to show that (E ∗ µ)(pk) = 0 for all primes p
and integers k ≥ 1, as E ∗ µ is multiplicative by lemma 2.7. We see that

(E ∗ µ)(pk) =
∑
d|pk

µ(d) = µ(1) + µ(p) + µ(p2) + · · ·+ µ(pk) = 1− 1 = 0,

applying the definition of µ.

Corollary 2.10 (Möbius inversion). Let g be an arithmetic function and let f : N → C be
defined by f(n) =

∑
d|n g(d). Then g(n) =

∑
d|n µ(d)f

(
n
d

)
.

Proof. As f = E ∗ g, we see that

g = e ∗ g = (µ ∗ E) ∗ g = µ ∗ (E ∗ g) = µ ∗ f.

Example 2.11. Let σ0(n) = #{d ∈ N such that d|n} denote the divisor function of n. Then
σ0(n) =

∑
d|n 1 =

∑
d|nE(d). Applying Möbius inversion, we see that

1 = E(n) =
∑
d|n

µ(d)σ0

(n
d

)
for any n.

Definition 2.12. Given an arithmetic function f , we define its L-series as a formal power series
by

Lf (s) =
∑
n≥1

f(n)n−s.

Lemma 2.13. For any two arithmetic functions f, g, we have that

Lf · Lg = Lf∗g.

Proof. Let f, g be any two arithmetic functions, then

Lf ·Lg =

∑
n≥1

f(n)n−s

∑
m≥1

g(m)m−s

 =
∑
m,n≥1

f(n)g(m)(nm)−s =
∑
n≥1

∑
d|n

f(d)g
(n
d

)
n−s.

By definition, the right hand side equals Lf∗g.

Corollary 2.14. For the Möbius function µ we have that Lµ(s) = 1
ζ(s) .

Proof. Note that by definition

ζ(s) =
∑
n≥1

n−s = LE(s).

Now E ∗ µ = e and Le =
∑
n≥1 e(n)n−s = 1−s = 1. Therefore

1 = Le(s) = LE∗µ(s) = LE(s) · Lµ(s) = ζ(s) · Lµ(s),

from which we conclude that Lµ(s) = 1
ζ(s) .
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2.3 Another Möbius inversion

In this section we will look at another use of Möbius inversion. We are especially interested in
its corollaries 2.16 and 2.17 as we need them later on in the chapter.

Theorem 2.15. Suppose f, g : R≥1 → R are real functions. If

f(x) =
∑
n≤x

g
(x
n

)
, (2.1)

then

g(x) =
∑
n≤x

µ(n)f
(x
n

)
. (2.2)

Conversely, if g(x) is defined by the lower equation, then f(x) is given by the upper equation.

Proof. First suppose that relation (2.1) holds. Then∑
n≤x

µ(n)f
(x
n

)
=
∑
n≤x

µ(n)
∑
m≤ xn

g
( x

mn

)
=
∑
n≤x
m≤ xn

µ(n)g
( x

mn

)
(a)
=
∑
k≤x

∑
n|k

µ(n)g
(x
k

)
(b)
=
∑
k≤x

e(k)g
(x
k

)
= g(x).

Here we substituted k = mn at (a) and at (b) we used that e = µ ∗ E, implying that e(k) =∑
n|k µ(n). Next suppose that relation (2.2) holds. Then we use the same reasoning to see that∑

n≤x

g
(x
n

)
=
∑
n≤x

∑
m≤ xn

µ(m)f
( x

mn

)
=
∑
n≤x
m≤ xn

µ(m)f
( x

mn

)
(a)
=
∑
k≤x

∑
m|k

µ(m)f
(x
k

)
(b)
=
∑
k≤x

e(k)f
(x
k

)
= f(x).

Corollary 2.16. ∑
n≤x

µ(n)
[x
n

]
= 1

Proof. Apply theorem 2.15 with g(x) = 1 for all x. Then f(x) =
∑
n≤x 1 = [x], so∑

n≤x

µ(n)
[x
n

]
= g(x) = 1

Corollary 2.17. For any x ∈ R≥1 we have that∣∣∣∣∣∣
∑
n≤x

µ(n)

n

∣∣∣∣∣∣ < 1.
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Proof. Fix x ∈ R≥1. Define the fractional part of any real x as {x} = x− [x], (so 0 ≤ {x} < 1).
Applying corollary 2.16, we see that

x

∣∣∣∣∣∣
∑
n≤x

µ(n)

n

∣∣∣∣∣∣ =

∣∣∣∣∣∣
∑
n≤x

µ(n)
x

n

∣∣∣∣∣∣ =

∣∣∣∣∣∣
∑
n≤x

µ(n)
([x
n

]
+
{x
n

})∣∣∣∣∣∣
≤

∣∣∣∣∣∣
∑
n≤x

µ(n)
[x
n

]∣∣∣∣∣∣+

∣∣∣∣∣∣
∑
n≤x

µ(n)
{x
n

}∣∣∣∣∣∣ ≤ 1 + {x}+

∣∣∣∣∣∣
∑

2≤n≤x

{x
n

}∣∣∣∣∣∣
≤ 1 + {x}+ ([x]− 1) = x.

2.4 The Prime Number Theorem in equivalent forms

In this section we will introduce the famous prime number theorem, (PNT for short). We will
not prove it, but every book on analytic number theory, such as [1] or [2], contains one or more
proofs of this theorem.

Definition 2.18. Define the functions π, ψ,M : R→ R by:

π(x) = #{p ≤ x | p prime} =
∑
p≤x

1;

ψ(x) =
∑
pm≤x

log p;

M(x) =
∑
n≤x

µ(n).

Definition 2.19. Define the von Mangoldt function Λ : N→ C by:

Λ(n) :=

{
log p if n = pm,
0 otherwise.

Note that with this function we have that ψ(x) =
∑
n≤x Λ(n). Also note that

ψ(x) =
∑
pm≤x

log p =
∑
p≤x

[
logp(x)

]
log p =

∑
p≤x

[
log x

log p

]
log p.

We can now state the PNT, which was proven independently by Hadamard [13] and de la Vallée
Poussin [6] in 1896.

Theorem 2.20 (Prime Number Theorem).

π(x) ∼ x

log x

The prime number theorem is of course a famous theorem in analytic number theory. It has a
lot of equivalent forms. One of these forms is given by the statement

Theorem 2.21.
ψ(x)− x = o(x).
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Usually a course on Analytic Number Theory will first prove the statement above and then
prove the two statements to be equivalent. We will not do this here. For a rigorous proof, see
[2, Chapter 2]. Theorem 2.21 will be the form of the Prime number theorem that we will use in
this thesis. The following statement is also equivalent to the Prime number theorem.

Theorem 2.22.

M(x) = o(x).

Again we will not prove that the equivalence, but because this statement is important to us, we
will prove that the prime number theorem implies it. Hence we will prove that

Theorem 2.23. If ψ(x)− x = o(x), then M(x) = o(x).

Here we follow the proof of Apostol in [1]. We’ll first need two lemmas.

Lemma 2.24 (Partial summation). Let an ∈ C for every integer n ≥ 1. Define A(t) :=
∑
n≤t an

and suppose g : [1,∞)→ C is a differentiable function. Finally let x ∈ R. Then

∑
n≤x

ang(n) = A(x)g(x)−
∫ x

1

A(t)g′(t)dt.

Proof. Note that according to the definition A(0) = 0, so we find that∑
n≤x

ang(n) =
∑
n≤x

(A(n)−A(n− 1)) g(n) =
∑
n≤x

A(n)g(n)−
∑
n≤x

A(n− 1)g(n)

=
∑
n≤x

A(n)g(n)−
∑

n≤x−1

A(n)g(n+ 1) = A([x])g([x])−
∑

n≤x−1

A(n)(g(n+ 1)− g(n)).

Now for fixed n it holds that

A(n)(g(n+ 1)− g(n)) = A(n)

∫ n+1

n

g′(t)dt =

∫ n+1

n

A(t)g′(t)dt,

as A(t) = A(n) for all n ≤ t < n+ 1. Analogous A(x)g(x)−A([x])g([x]) =
∫ x

[x]
A(t)g′(t)dt. This

implies that

∑
n≤x

ang(n) = A([x])g([x])−
∑

n≤x−1

∫ n+1

n

A(t)g′(t)dt = A(x)g(x)−
∫ x

1

A(t)g′(t)dt.

Defining

H(x) =
∑
n≤x

µ(n) log n,

we have

Lemma 2.25.

lim
x→∞

(
M(x)

x
− H(x)

x log x

)
= 0.
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Proof. Applying partial summation with g(t) = log t, an = µ(n), we see that

H(x) =
∑
n≤x

µ(n) log n = M(x) log x−
∫ x

1

M(t)

t
dt.

Hence∣∣∣∣M(x)

x
− H(x)

x log x

∣∣∣∣ =

∣∣∣∣ 1

x log x

∫ x

1

M(t)

t
dt

∣∣∣∣ ≤ 1

x log x

∫ x

1

∣∣∣∣M(t)

t

∣∣∣∣ dt
≤ 1

x log x

∫ x

1

dt =
1

log x
.

Here we used the obvious inequality |M(t)| ≤
∑
n≤t |µ(n)| ≤ t. The lemma is proven.

We’re now able to prove theorem 2.23.

Proof of theorem 2.23. We first note that

log n =
∑
d|n

Λ(d)

for each n. This follows from the fact that if n = pk11 . . . pkmm , then

∑
d|n

Λ(d) =

k1∑
j=1

Λ(pj1) + · · ·+
kn∑
j=1

Λ(pjn) =

k1∑
j=1

log p1 + · · ·+
km∑
j=1

log pm

= k1 log p1 + · · ·+ km log pm = log n.

Applying Möbius inversion, we see that

Λ(n) =
∑
d|n

µ(d) log
n

d
= log n

∑
d|n

µ(d)−
∑
d|n

µ(d) log(d)

= e(n) log(n)−
∑
d|n

µ(d) log(d) = −
∑
d|n

µ(d) log(d).

The last equality follows from the fact that e(n) = 0, except when n = 1, in which case log n = 0.
Now we apply Möbius inversion again, to see that

−µ(n) log n =
∑
d|n

µ(d)Λ
(n
d

)
.

It follows that

−H(x) = −
∑
n≤x

µ(n) log n =
∑
n≤x

∑
d|n

µ(d)Λ
(n
d

)
=
∑
d≤x

µ(d)
∑
n≤ xd

Λ(n) =
∑
d≤x

µ(d)ψ
(x
d

)
.

Fix ε > 0. We will show that there exists some B ∈ R s.t. x > B implies that
∣∣∣ H(x)
x log x

∣∣∣ < ε. By

assumption ψ(x)− x = o(x), so there exists an A ∈ R s.t. x > A implies that |ψ(x)− x| ≤ ε
2x.
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Suppose x > A and define y =
[
x
A

]
. Now if n ≤ y ≤ x

A , then x
n ≥ A. Hence∣∣∣∣∣∣

∑
n≤y

µ(n)ψ
(x
n

)∣∣∣∣∣∣ =

∣∣∣∣∣∣
∑
n≤y

µ(n)
(x
n

+ ψ
(x
n

)
− x

n

)∣∣∣∣∣∣
≤ x

∣∣∣∣∣∣
∑
n≤y

µ(n)

n

∣∣∣∣∣∣+
∑
n≤y

∣∣∣ψ (x
n

)
− x

n

∣∣∣
(a)

≤ x+
ε

2

∑
n≤y

x

n

< x+
ε

2
x(1 + log y) < x+

ε

2
x+

ε

2
x log x.

At (a) we used corollary 2.17. Next suppose n is such that x
A < y + 1 ≤ n ≤ x. Then

A > x
y+1 ≥

x
n , so ψ(A) ≥ ψ

(
x
n

)
, as ψ is increasing. Now∣∣∣∣∣∣

∑
y<n≤x

µ(n)ψ
(x
n

)∣∣∣∣∣∣ ≤
∑

y<n≤x

|µ(n)|ψ(A) ≤ xψ(A).

We find that

|H(x)| =

∣∣∣∣∣∣
∑
d≤x

µ(d)ψ
(x
d

)∣∣∣∣∣∣ ≤ x+
ε

2
x+

ε

2
x log x+ xψ(A) < (2 + ψ(A))x+

ε

2
x log x.

Now choosing B such that x > B implies 2+ψ(A)
log x < ε

2 , we see that for x > A, x > B∣∣∣∣ H(x)

x log x

∣∣∣∣ < 2 + ψ(A)

log x
+
ε

2
< ε.

We conclude that limx→∞
H(x)
x log x = 0 and hence by lemma 2.25 limx→∞

M(x)
x = 0.

2.5 The summation of µ(n)
n

In this section we will see another theorem and a very important corollary.

Definition 2.26. Let f : [a, b] → R be a real-valued function. The total variation of f on a
interval [a′, b′] ⊆ [a, b] is given by

V b
′

a′ (f) = sup
P∈P

nP−1∑
i=0

|f(xi+1)− f(xi)| .

Here P denotes the set of all partitions P = {x0, . . . , xnP } of [a′, b′].

Definition 2.27. A real-valued function f is of bounded variation on an interval [a, b] if V ba (f)
is finite.

Example 2.28. If [a, b] is a finite interval, (that is a, b ∈ R), and if a function f : [a, b] → R
is an absolutely continuous function except on a finite number of points, then f is of bounded
variation.
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Theorem 2.29. Suppose B(x) : R≥1 → R is a real function and a(x) an arithmetic function,
such that

1. B(x) = O(1);

2. B(x) is of bounded variation in every finite interval;

3.
∑
n≤x a(n) = o(x) for all x;

4.
∑
n≤x |a(n)| = O(x) for all x.

Then ∑
n≤x

a(n)B
(x
n

)
= o(x).

Proof. Let ε > 0. We show that there exists an X, s.t. x > X implies that∣∣∣∣∣∣
∑
n≤x

a(n)B
(x
n

)∣∣∣∣∣∣ < εx.

For some 0 < δ < 1, we define

S1 =
∑
n≤δx

a(n)B
(x
n

)
and S2 =

∑
δx<n≤x

a(n)B
(x
n

)
.

Then by properties 1 and 4, we have that

|S1| ≤
∑
n≤δx

|a(n)|
∣∣∣B (x

n

)∣∣∣ = O

∑
n≤δx

|a(n)|

 = O(δx).

We can choose δ small enough, such that |S1| < ε
2x. Defining A(x) =

∑
n≤x a(n), we see that

S2 =
∑

δx<n≤x

a(n)B
(x
n

)
=

∑
δx<n≤x

(A(n)−A(n− 1))B
(x
n

)
=

∑
δx<n≤x

A(n)B
(x
n

)
−

∑
δx<n≤x

A(n− 1)B
(x
n

)
=

∑
δx<n≤x

A(n)B
(x
n

)
−

∑
δx−1<n≤x−1

A(n)B

(
x

n+ 1

)

= A([x])B

(
x

[x]

)
−A([δx])B

(
x

[δx]

)
−

[x]−1∑
n=[δx]+1

A(n)

(
B
(x
n

)
−B

(
x

n+ 1

))
.

It follows that

|S2| ≤ |A([x])|
∣∣∣∣B( x

[x]

)∣∣∣∣+ |A([δx])|
∣∣∣∣B( x

[δx]

)∣∣∣∣+

[x]−1∑
n=[δx]+1

|A(n)|
∣∣∣∣(B (xn)−B

(
x

n+ 1

))∣∣∣∣ .
Now by property 3 |A(x)| = o(x), and by property 2

∣∣∣B ( x
[x]

)∣∣∣, ∣∣∣B ( x
[δx]

)∣∣∣ are bounded by some

constant. Finally by property 2

[x]−1∑
n=[δx]+1

∣∣∣∣(B (xn)−B
(

x

n+ 1

))∣∣∣∣
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is bounded by a function f depending on δ, not on x. Hence |S2| = o(x)f(δ). Choosing x large
enough, we find that |S2| < ε

2x. Finally we find that∣∣∣∣∣∣
∑
n≤x

a(n)B
(x
n

)∣∣∣∣∣∣ ≤ |S1|+ |S2| < εx.

Corollary 2.30. The statement M(x) = o(x) implies that∑
n≤x

µ(n)

n
= o(1)

as x→∞.

Proof. We prove that M(x) = o(x) implies that
∑
n≤x µ(n) xn = o(x) as x → ∞. Recalling the

fractional part of any real x as {x} = x− [x], we see that∑
n≤x

µ(n)
x

n
=
∑
n≤x

µ(n)
([x
n

]
+
{x
n

})
=
∑
n≤x

µ(n)
[x
n

]
+
∑
n≤x

µ(n)
{x
n

}
.

By corollary 2.16 the first sum is equal to 1. For the second sum we apply theorem 2.29 with
a(n) = µ(n) and B(x) = {x}. Clearly

∑
n≤x |µ(n)| = O(x) and by assumption

∑
n≤x µ(n) =

o(x). Furthermore B(x) = O(1), as B(x) < 1 for all x. Finally note that B(x) is absolutely
continuous, except at the integers. As in every finite interval, there are only finitely many
integers, B(x) is on every finite interval absolutely continuous, except at a finite number of
points. Hence B(x) is of bounded variation in every finite interval. We can then apply theorem
2.29 and see that

∑
n≤x µ(n)

{
x
n

}
= o(x). We conclude that

∑
n≤x µ(n) xn = o(x) and hence∑

n≤x
µ(n)
n = o(1).

By the theorem 2.23 and corollary 2.30 it hence follows that the PNT implies

Theorem 2.31. ∑
n≤x

µ(n)

n
= o(1).

We will use this theorem a lot in chapter 8.

2.6 The Euler totient function over Z
In this section we look at the first properties of the Euler totient function in Z, cf. [1]. In chapter
7 we will see that the Euler totient function in Fq[T ] has similar properties.

Definition 2.32. Define

ϕ : Z→ Z
n 7→ #(Z/nZ)×
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Hence ϕ(n) is given by the number of integers that are both smaller than n and coprime to n.

Lemma 2.33. For all n ∈ N, the following statements hold:

1. n =
∑
d|n ϕ(d).

2. ϕ = I1 ∗ µ, where I1 is the arithmetic function given by I1(n) = n.

3.

ϕ(n) = n
∏
p|n

p prime

(
1− 1

p

)
.

Proof.

1. Let d be a divisor of n. Denote

Vd = {m ∈ Z| 1 ≤ m ≤ n, gcd(m,n) = d}.

By dividing every element of Vd by d, you see that #Vd = ϕ
(
n
d

)
. Now every m ∈ {1, . . . , n}

occurs exactly in one Vd, so {1, . . . , n} = ∪d|nVd. Hence

n = #{1, . . . , n} =
∑
d|n

#Vd =
∑
d|n

ϕ
(n
d

)
.

2. By 1. we know that I1 = ϕ ∗ E. Applying Möbius inversion, we see that ϕ = I1 ∗ µ.

3. In the proof of lemma 2.7 we saw that the convolution product preserves multiplicativity.
Hence ϕ is a multiplicative function and it is sufficient to calculate ϕ(pk) for all primes p.
Now

ϕ(pk) =

k∑
l=0

µ
(
pl
)
I1
(
pk−l

)
= pk − pk−1 = pk

(
1− 1

p

)
.

The statement then follows.

Corollary 2.34.
ϕ(n)

n
=
∑
d|n

µ(d)

d

Proof. By lemma 2.33.2

ϕ(n) =
∑
d|n

µ(d)
n

d
.

Dividing by n yields the required result.

We see that ϕ(n) = n
∏

p|n
p prime

(
1− 1

p

)
. We are actually interested in the factor∏

p|n
p prime

(
1− 1

p

)
= ϕ(n)

n , as this gives the fluctuations in ϕ(n). The following theorem tells

us what this factor is on average, for n→∞.
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Theorem 2.35. For all x ≥ 1, we have

1

x

∑
n≤x

ϕ(n)

n
=

1

ζ(2)
+O

(
log x

x

)
.

Proof. We will prove this by showing that∑
n≤x

ϕ(n)

n
=
∑
n≤x

µ(n)

n

[x
n

]
=

x

ζ(2)
+O(log x).

For the first equality we apply corollary 2.34 to see that∑
n≤x

ϕ(n)

n
=
∑
n≤x

∑
d|n

µ(d)

d
=
∑
d≤x

µ(d)

d

[x
d

]
.

Here we used that for a given d, there are
[
x
d

]
integers n ≤ x, such that d divides n. Now

∑
n≤x

µ(n)

n

[x
n

]
=
∑
n≤x

µ(n)

n

(x
n
−
{x
n

})
= x

∑
n≤x

µ(n)

n2
−
∑
n≤x

µ(n)

n

{x
n

}
= x

∑
n≤x

µ(n)

n2
+O

∑
n≤x

1

n

 .

We know that 1
ζ(s) =

∑
n≥0

µ(n)
ns by corollary 2.14. Hence

∑
n≤x

µ(n)

n2
=

1

ζ(2)
−
∑
n>x

µ(n)

n2
.

Finally we bound
∑
n≤x

1
n and

∑
n>x

µ(n)
n2 by

∑
n≤x

1

n
≤ 1 +

∫ x

1

1

t
dt = 1 + log t|x1 = 1 + log x = O(log x)

and ∣∣∣∣∣∑
n>x

µ(n)

n2

∣∣∣∣∣ ≤∑
n>x

1

n2
≤ 1

dxe2
+

∫ ∞
x

1

t2
dt =

1

dxe2
− 1

t

∣∣∣∣∞
x

=
1

x
+

1

dxe2
= O

(
1

x

)
.

We conclude that ∑
n≤x

µ(n)

n

[x
n

]
=

x

ζ(2)
+O(1) +O(log x) =

x

ζ(2)
+O(log x).

Proving this theorem, we took a very rough estimation for the sum of fractional parts∑
n≤x

µ(n)
n

{
x
n

}
. When we look at the variance of ϕ(n)

n , we will need to take a far more precise
approach in estimating this term. This actually proves to be the main difficulty in calculating
the variance. As we’re interested in the Euler function in (short) intervals, we prove one final
theorem this chapter. As a reminder, we let H be the size of the interval, which should be Θ(xδ)
for some 0 < δ ≤ 1. If 0 < δ < 1, then we say it is a short interval.
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Theorem 2.36. Let x ≥ 1 and let H = Θ(xδ) for some 0 < δ ≤ 1. Then

1

H

∑
x<n≤x+H

ϕ(n)

n
=

1

ζ(2)
+O

(
log(x+H)

H

)
.

Proof. The proof of this theorem is almost the same as that of theorem 2.35, including the same
rough estimate. We know that∑

x<n≤x+H

ϕ(n)

n
=

∑
n≤x+H

ϕ(n)

n
−
∑
n≤x

ϕ(n)

n

=
∑

n≤x+H

∑
d|n

µ(d)

d
−
∑
n≤x

∑
d|n

µ(d)

d

=
∑

n≤x+H

µ(n)

n

[
x+H

n

]
−
∑
n≤x

µ(n)

n

[x
n

]
=

∑
n≤x+H

µ(n)

n

(
x+H

n
−
{
x+H

n

})
−
∑
n≤x

µ(n)

n

(x
n
−
{x
n

})

= H
∑

n≤x+H

µ(n)

n2
+ x

∑
x<n≤x+H

µ(n)

n2
−

 ∑
n≤x+H

µ(n)

n

{
x+H

n

}
−
∑
d≤n

µ(n)

n

{x
n

}
=

H

ζ(2)
−H

∑
n>x+H

µ(n)

n2
+ x

∑
x<n≤x+H

µ(n)

n2
−

 ∑
n≤x+H

µ(n)

n

{
x+H

n

}
−
∑
n≤x

µ(n)

n

{x
n

} .

Now we again apply the estimates ∣∣∣∣∣∑
n>x

µ(n)

n2

∣∣∣∣∣ = O

(
1

x

)
and  ∑

n≤x+H

µ(n)

n

{
x+H

n

}
−
∑
n≤x

µ(n)

n

{x
n

} = O

 ∑
n≤x+H

1

n

 = O(log(x+H))

to prove the statement.



Chapter 3

Introduction to random matrix
theory

3.1 Introduction

In this chapter we will see some definitions and basic proofs in random matrix theory. The main
result of this chapter will be the Weyl integration formula, which we need to prove theorem 3.7.
We need the matrix integral in this theorem in chapter 6.

In this chapter we introduce the basic notions as Miller, Takloo-Bighash did in [21]. For the
proof of theorem 3.5 we follow Gamburd in [10] and Fulton and Harris in [9], as well as a se-
ries of lectures by Keating in [17]. We follow the same series of lectures in the proof of theorem 3.7.

Random matrix theory is a relatively new theory, with applications in various fields of science.
Physicists first used it in nuclear physics and statistical mechanics to estimate the behaviour
of particles in a closed system, but it turned out that the same theory could be used by
mathematicians to estimate the behaviour of the prime numbers! Of course this last application
is what interests us most in this thesis.

Let us first make the definition of a matrix ensemble.

Definition 3.1. A matrix ensemble is a collection of matrices, together with a probability mea-
sure over these matrices.

We list a few ensembles to get a feeling of what a matrix ensemble might look like. For any
ensemble we let g denote an element in this ensemble.

Example 3.2.

1. Real Wigner ensemble. For a fixed N , the set of real symmetric N×N -matrices with matrix
coefficients xij together with some probability measure Pij(xij)dxij for each 1 ≤ i, j ≤ N .
Note that xij determines xji. Hence if g = [xij ]i,j=1,...,N , then

P(g)dg =
∏

1≤i≤j≤N

Pij(xij)dxij .

25
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2. Complex Wigner ensemble. For a fixed N , the set of complex hermitian N × N -
matrices with matrix coefficients xij + iyij, together with some probability measures
Pxij (xij)dxij ,Pyij (yij)dyij.

3. Unitary invariant ensemble. For a fixed N , the set of complex hermitian N ×N -matrices
with some probability measure satisfying P(U†gU) = P(g) for any N × N unitary matrix
U .

4. Gaussian unitary ensemble (GUE). The unique unitary invariant ensemble of complex
Wigner random matrices.

5. The ensemble of unitary matrices, consisting of the set of unitary matrices U(N) for some
fixed N and a unitary invariant probability measure.

Given such an ensemble and a function depending on matrices in this ensemble, our goal is
to calculate the expectation value of this function in this ensemble. An example of a function
depending on matrices in the ensemble could be the distribution of the eigenvalues of a matrix
or the distribution of the differences of the eigenvalues of a matrix. You will see that eigenvalues
are very important in this theory.

3.2 Class functions

In this specific case, we’re interested in the ensemble of unitary matrices U(N). In the whole
chapter N will be arbitrary, but fixed. This ensemble has a measure, which we will write as
dµ(g) = P(g)dg for each g ∈ G, which is unitary invariant. This means that P(g) = P(U†gU) for
all unitary matrices U , g. Note that as U is unitary, we have that U† = U−1, so this condition
is equivalent to P(g) = P(U−1gU) for all unitary matrices U , g. It is hence a Haar-measure, as
the unitary matrices we translate by are in fact part of our group U(N). For any unitary matrix
g, we know that its eigenvalues have norm 1. We can hence write them as eiθ1 , . . . , eiθN . This
enables us to define class functions.

Definition 3.3. Let f̃ : U(N) → C be a function. f̃ is called a class function if there exists
some function f : [0, 2π[N→ C symmetric in its arguments such that for each matrix g ∈ U(N)
with eigenvalues eiθ1 , . . . , eiθN we have f̃(g) = f(θ1, . . . , θN ).

For the ease of notation we will write f̃ = f , (so f(g) = f(θ1, . . . , θN )).

Example 3.4. The function h 7→ Tr(hk) is a class function for each k ∈ Z, as for each unitary
matrix h with eigenvalues eiθ1 , . . . , eiθN we have an unitary matrix g, s.t. h = gag−1, where a is
the diagonal matrix consisting of its eigenvalues. Now

Tr(hk) = Tr((gag−1)k) = Tr(gakg−1) = Tr(akg−1g) = Tr(ak) =

N∑
j=1

eikθj ,

using the fact that the trace function is invariant under cyclic permutations. Hence Tr(hk) only
depends on the eigenvalues of h. Furthermore it is symmetric in arguments: interchanging the
order of the θj does not change Tr(hk).

For any integrable class function f on U(N), we can calculate its expectation value by

E
g∈U(N)

[f(g)] =

∫
U(N)

f(g)dµ(g) =

∫
U(N)

f(g)P(g)dg.
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3.3 The Weyl integration formula

In this section we prove a very important formula to calculate the expectation value of a class
function. It is given by

Theorem 3.5 (Weyl integration formula).
For a class function f on U(N), we have

E
g∈U(N)

[f(g)] =
1

(2π)NN !

∫ 2π

0

. . .

∫ 2π

0

f(θ1, . . . , θN )
∏

1≤j<k≤N

∣∣eiθj − eiθk ∣∣2 dθ1 . . . dθN .

This is a special case of a general theorem in Lie groups, applied to the compact, connected
group U(N). This general theorem, the Weyl character formula, was proven by Weyl [27, 28, 29]
in 1926. We will prove it specifically for U(N), using as little Lie algebra theory as possible, but
it turns out we will need some of it.

Proof. Define A to be the subgroup of U(N) consisting of all unitary diagonal matrices. Since
a diagonal matrix has its eigenvalues on its diagonal, we know that A consists exactly of all

matrices of the form

e
iθ1

. . .

eiθN

 = diag(eiθ1 , . . . , eiθN ) with θ1, . . . , θN ∈ [0, 2π[. Hence

A is isomorphic to (S1)N , where S1 is the complex unit circle. As we know, every unitary matrix
is diagonalizable. Hence for every unitary matrix h ∈ U(N), there exist some a ∈ A, g ∈ U(N),
such that h = gag−1. Now define the map

ρ : A× U(N)→ U(N)

(a, g) 7→ gag−1.

Note that this function is surjective. Moreover, as A is commutative, we know that ρ(a, g) =
ρ(a, ga′) for every a, a′ ∈ A and g ∈ U(N), so we can factor out this group A to get a map

ρ̄ : A× (U(N)/A)→ U(N)

(a, ḡ) 7→ gag−1.

This function is the key to the proof. It allows us to make a transformation of variables, whose

jacobian will give us the factor
∏∣∣eiθj − eiθk ∣∣2. First we use this function ρ̄ to lift the Haar

measure dµ on U(N) to a (Haar-)measure dµ̄ on A × (U(N)/A). This measure will be zero on
the set where ρ̄ is singular. dµ̄ gives us a first glance at the transformation at hand. For a
function ϕ on A× (U(N)/A), we have:

∫
A×(U(N)/A)

ϕ(a, ḡ)dµ̄(a, ḡ) =

∫
U(N)

 ∑
(a,ḡ)∈ρ̄−1(g)

ϕ(a, ḡ)

 dµ(g).

The question that now arises is how many pairs (a, ḡ) there are s.t. (a, ḡ) ∈ ρ̄−1(g). That
is, given an h ∈ U(N), how many pairs (a, ḡ) are there such that ρ̄(a, ḡ) = h? If h has N
distinct eigenvalues, the answer turns out to be N !. You can see this as follows: if we have a
unitary matrix h with N distinct eigenvalues we can permute these values in N ! different ways.
Once you’ve chosen such a permutation, (so you’ve fixed θ1, . . . , θN ), there is only one ḡ, s.t.
h = gag−1 with a = diag(eiθ1 , . . . , eiθN ). If there exist g, g′ ∈ U(N) s.t. gag−1 = h = g′a(g′)−1,
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then (g′)−1ga = a(g′)−1g. So a and g(g′)−1 commute, implying that g(g′)−1 ∈ A. Here the need
for distinct eigenvalues arises. If h, (and hence a), does not have N distinct eigenvalues, there
exist elements g ∈ U(N) \ A s.t. g and a commute. We conclude that for each permutation
of eigenvalues, there is exactly one equivalence class ḡ s.t. ρ(a, ḡ) = h. Since there are N !
such permutations, we conclude that there are N ! pairs (a, ḡ) ∈ ρ̄−1(h). If h doesn’t have N
distinct eigenvalues, then there infinitely many pairs (a, ḡ) s.t. ρ̄(a, ḡ) = h, but luckily for us
in that case ρ̄ is singular so the measure will be zero. Now for f a class function on U(N), (so
f(a) = f(gag−1) as this do not change the eigenvalues), we can take

ϕ(a, ḡ) = f(ρ̄(a, ḡ)) = f(gag−1) = f(a) = f(θ1, . . . , θN ).

From the above we then conclude that

E
g∈U(N)

[f(g)] =

∫
U(N)

f(g)dµ(g) =

∫
U(N)

 ∑
(a,ḡ)∈ρ̄−1(g)

ϕ(a, ḡ)

 dµ(g)

=
1

N !

∫
A×(U(N)/A)

ϕ(a, ḡ)dµ̄(a, ḡ) =
1

N !

∫
A×(U(N)/A)

f(a)dµ̄(a, ḡ).

The next step is to consider the measure dµ̄(a, ḡ). As this measure is a lift from our Haar
measure on U(N), using ρ̄(a, ḡ) = gag−1, we know that a change in ḡ does not result in a
change in dµ̄(a, ḡ), (as dµ(a) = dµ(gag−1) in our original measure). Hence dµ̄ is a function only
depending on a. We can write dµ̄(a, ḡ) = dν(a)dḡ. Furthermore note that all of our groups are
smooth manifolds and all our functions are smooth maps, so dν is absolutely continuous. This
means that

dν(a) = ν(a)da,

with ν(a) still to be determined. We find that

E
g∈U(N)

[f(g)] =
1

N !

∫
A×(U(N)/A)

f(a)ν(a)dadg =
1

N !

∫
A

f(a)ν(a)da

∫
(U(N)/A)

dḡ,

Now ν(a) is actually given by the determinant of the Jacobian of our transformation, so the logical
next step is to calculate the Jacobian of the map ρ̄(a, ḡ) = gag−1. This step actually requires
some Lie algebra, but we won’t get into it in too much detail. To calculate the Jacobian at point
(a0, ḡ0) ∈ A×(U(N)/A) we need to consider the tangent space at this point. As we’re working in a
product space, it is enough to consider the tangent space of a0 ∈ A and of g0A = ḡ0 ∈ (U(N)/A).
These are Lie algebras. It turns out that a0e

ta and g0e
tgA are parametrizations of these tangent

spaces. Hence (a0e
ta, g0e

tgA) is a parametrization of the product space. Note that ρ̄ maps the
point (a0e

ta, g0e
tgA) to g0e

tga0e
tae−tgg−1

0 . Now both da and dḡ are Haar measures on A and
U(N)/A respectively. This implies that a translation on the left by a−1

0 g−1
0 and a translation on

the right by g0 do not change the measure. It is hence sufficient to calculate the Jacobian of the
map

Ta0A× Tḡ0(U(N)/A)→ U(N)

(a0e
ta, g0e

tgA) 7→ a−1
0 etga0e

tae−tg

at the point t = 0 as this map has the same Jacobian of our map ρ̄ at the point t = 0. Now

d

dt
a−1

0 etga0e
tae−tg

∣∣∣∣
t=0

= a−1
0 ga0 + a−1

0 a0a− a−1
0 a0g = a− g + a−1

0 ga0.
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If we denote for h ∈ U(N) the function Adh : U(N) → U(N), g 7→ h−1gh, (as is standard
notation in Lie groups), we conclude that the Jacobian of the transformation is given by

J =

(
IA 0
0 Ada0 |U(N)/A − IU(N)/A

)
Now to calculate the determinant |J |, some authors use what is standard knowledge about the
Ad-function. We take a different approach: we know that the space U(N) has dimension N2

as a vector space over C. Hence the dimension of U(N)/A is N2 − N = N(N − 1). This is
also seen by looking at the Lie algebra u(N) associated to U(N). As we have seen the function
etX parametrizes U(N) if X ∈ u(N). Now unitary matrices are matrices M s.t. M†M = I.
Equivalently these are the matrices M s.t. 〈Mu,Mv〉 = 〈u, v〉 for all u, v ∈ CN . Here 〈u, v〉
denotes the standard inner product on CN , given by u†v. Next we want to find a defining
condition for X to be in the Lie algebra u(N), (the tangent space of U(N)). Then etX ∈ U(N),
so

〈etXu, etXv〉 = 〈u, v〉.

Differentiating this with respect to t gives us

0 = 〈XetXu, etXv〉+ 〈etXu,XetXv〉 = u†(etX)†(X +X†)etXv

for all u, v ∈ Cn. We conclude X + X† = 0 and it turns out that this is sufficient as a defining
property of u(N). Hence X ∈ u(N) if and only if X is skew-symmetric. Note that the dimension
of skew-symmetric N ×N matrices is N2 as you have one degree of freedom for all N diagonal

entries and two degrees of freedom for all N(N−1)
2 upper triangle (complex) entries. This coincides

with the dimension of U(N), as a tangent space has the same dimension as the group it is tangent
with. Now the Lie algebra a, or the tangent space of A, is given by all N ×N diagonal matrices
with real entries, so this has dimension N . The orthogonal complement of this Lie algebra, a⊥,
or the tangent space of U(N)/A, is given by the skew-symmetric N ×N matrices with zeroes on
the diagonal. Of course this has dimension N(N−1). Hence we expect the determinant |J | to be
a polynomial of at most degree N(N−1). Next we ask ourself for which a0 ∈ A this determinant
is zero. This is exactly the case when a−1

0 ga0 = g for some a0 ∈ A and g ∈ a⊥. Writing

a0 = diag(eiθ1 , . . . , eiθN ), g =


0 g12 g13 . . .
−g12 0 g23 . . .
−g13 −g23 0 . . .

...
...

...
. . .

 ,

we see that

a−1
0 ga0 =


0 eiθ2−iθ1g12 eiθ3−iθ1g13 . . .

−eiθ1−iθ2g12 0 eiθ3−iθ2g23 . . .
−eiθ1−iθ3g13 −eiθ2−iθ3g23 0 . . .

...
...

...
. . .

 .

This is equal to g if θj = θk for some j < k and if gjk is the only non-zero element of g. Note that
the dimension of the subset {g ∈ a⊥|gjk is the only non-zero element of g} is two. Therefore
there is a zero of order two at each a with θj = θk for some j < k. It hence follows that∏
j<k

∣∣eiθj − eiθk ∣∣2 divides |J |. As there are N(N−1)
2 pairs j < k, the degree of this polynomial

is N(N − 1), so there cannot be any more factors. We conclude that |J | = c
∏
j<k

∣∣eiθj − eiθk ∣∣2
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for some constant c. Hence

E
g∈U(N)

[f(g)] =
c

N !

∫
A

f(a)|J |da =
c

N !

∫ 2π

0

. . .

∫ 2π

0

f(θ1, . . . , θN )
∏

1≤j<k≤N

∣∣eiθj − eiθk ∣∣2 dθ1 . . . dθN .

Here we pulled the factor
∫

(U(N)/A)
dḡ into the constant c. The next and final step is to calculate

this factor c. For this we will fix f to be the constant function 1, giving

1 =
c

N !

∫ 2π

0

. . .

∫ 2π

0

∏
1≤j<k≤N

∣∣eiθj − eiθk ∣∣2 dθ1 . . . dθN .

To calculate c, we calculate this integral. We first prove the following lemma.

Lemma 3.6. For f a class function, we have∫ 2π

0

. . .

∫ 2π

0

f(θ1, . . . , θN )
∏

1≤j<k≤N

|eiθj − eiθk |2dθ1 . . . dθN

= N !

∫ 2π

0

. . .

∫ 2π

0

f(θ1, . . . , θN )

∣∣∣∣∣∣∣∣∣∣∣

1 e−iθ1 e−2iθ1 · · · e−(N−1)iθ1

eiθ2 1 e−iθ2 · · · e−(N−2)iθ2

e2iθ3 eiθ3 1 · · · e−(N−3)iθ3

...
...

...
. . .

...
e(N−1)iθN e(N−2)iθN e(N−3)iθN · · · 1

∣∣∣∣∣∣∣∣∣∣∣
dθ1 . . . dθN .

Proof. First recall the Van der Monde-determinant

∏
1≤j<k≤N

(xj − xk) =

∣∣∣∣∣∣∣∣∣∣∣

1 1 1 · · · 1
x1 x2 x3 · · · xN
x2

1 x2
2 x2

3 · · · x2
N

...
...

...
. . .

...

xN−1
1 xN−1

2 xN−1
3 · · · xN−1

N

∣∣∣∣∣∣∣∣∣∣∣
.

This implies that∏
1≤j<k≤N

∣∣eiθj − eiθk ∣∣2 =
∏

1≤j<k≤N

(
eiθj − eiθk

) (
e−iθj − e−iθk

)

=

∣∣∣∣∣∣∣∣∣∣∣

1 1 1 · · · 1
eiθ1 eiθ2 eiθ3 · · · eiθN

e2iθ1 e2iθ2 e2iθ3 · · · e2iθN

...
...

...
. . .

...
e(N−1)iθ1 e(N−1)iθ2 e(N−1)iθ3 · · · e(N−1)iθN

∣∣∣∣∣∣∣∣∣∣∣
·

∣∣∣∣∣∣∣∣∣∣∣

1 e−iθ1 e−2iθ1 · · · e−(N−1)iθ1

1 e−iθ2 e−2iθ2 · · · e−(N−1)iθ2

1 e−iθ3 e−2iθ3 · · · e−(N−1)iθ3

...
...

...
. . .

...
1 e−iθN e−2iθN · · · e−(N−1)iθN

∣∣∣∣∣∣∣∣∣∣∣

=

∣∣∣∣∣∣∣∣∣∣∣∣∣

∑N
l=1 1

∑N
l=1 e

−iθl
∑N
l=1 e

−2iθl · · ·
∑N
l=1 e

−(N−1)iθl∑N
l=1 e

iθl
∑N
l=1 1

∑N
l=1 e

−iθl · · ·
∑N
l=1 e

−(N−2)iθl∑N
l=1 e

2iθl
∑N
l=1 e

iθl
∑N
l=1 1 · · ·

∑N
l=1 e

−(N−3)iθl

...
...

...
. . .

...∑N
l=1 e

(N−1)iθl
∑N
l=1 e

(N−2)iθl
∑N
l=1 e

(N−3)iθl · · ·
∑N
l=1 1

∣∣∣∣∣∣∣∣∣∣∣∣∣
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For notational convenience, from now on, we will write
∫∫

dθ for
∫ 2π

0
. . .
∫ 2π

0
dθ1 . . . dθN . Hence

we want to calculate

∫∫
f(θ1, . . . , θN )

∣∣∣∣∣∣∣∣∣∣∣∣∣

∑N
l=1 1

∑N
l=1 e

−iθl
∑N
l=1 e

−2iθl · · ·
∑N
l=1 e

−(N−1)iθl∑N
l=1 e

iθl
∑N
l=1 1

∑N
l=1 e

−iθl · · ·
∑N
l=1 e

−(N−2)iθl∑N
l=1 e

2iθl
∑N
l=1 e

iθl
∑N
l=1 1 · · ·

∑N
l=1 e

−(N−3)iθl

...
...

...
. . .

...∑N
l=1 e

(N−1)iθl
∑N
l=1 e

(N−2)iθl
∑N
l=1 e

(N−3)iθl · · ·
∑N
l=1 1

∣∣∣∣∣∣∣∣∣∣∣∣∣
dθ.

Since f is a class function, it is symmetric in arguments. That means that the contributions of
all θl to the sums in the first row, when integrated, are all equal. Hence we can just replace these
sums by N times the first term. The expression above then equals

∫∫
f(θ1, . . . , θN )

∣∣∣∣∣∣∣∣∣∣∣∣∣

N · 1 Ne−iθ1 Ne−2iθ1 · · · Ne−(N−1)iθ1∑N
l=1 e

iθl
∑N
l=1 1

∑N
l=1 e

−iθl · · ·
∑N
l=1 e

−(N−2)iθl∑N
l=1 e

2iθl
∑N
l=1 e

iθl
∑N
l=1 1 · · ·

∑N
l=1 e

−(N−3)iθl

...
...

...
. . .

...∑N
l=1 e

(N−1)iθl
∑N
l=1 e

(N−2)iθl
∑N
l=1 e

(N−3)iθl · · ·
∑N
l=1 1

∣∣∣∣∣∣∣∣∣∣∣∣∣
dθ.

Now we can subtract the first row eiθ1

N times from the second row, e2iθ1

N times from the third
row, etcetera, to see that this equals

∫∫
f(θ1, . . . , θN )

∣∣∣∣∣∣∣∣∣∣∣∣∣

N · 1 Ne−iθ1 Ne−2iθ1 · · · Ne−(N−1)iθ1∑N
l=2 e

iθl
∑N
l=2 1

∑N
l=2 e

−iθl · · ·
∑N
l=2 e

−(N−2)iθl∑N
l=2 e

2iθl
∑N
l=2 e

iθl
∑N
l=2 1 · · ·

∑N
l=2 e

−(N−3)iθl

...
...

...
. . .

...∑N
l=2 e

(N−1)iθl
∑N
l=2 e

(N−2)iθl
∑N
l=2 e

(N−3)iθl · · ·
∑N
l=2 1

∣∣∣∣∣∣∣∣∣∣∣∣∣
dθ.

The function integrated over is symmetric in the arguments θ2, . . . , θN , so we can replace the
sums in the second row by (N −1) times the first term in the sum, which is given by l = 2. Then
we get

∫∫
f(θ1, . . . , θN )

∣∣∣∣∣∣∣∣∣∣∣∣

N · 1 Ne−iθ1 Ne−2iθ1 · · · Ne−(N−1)iθ1

(N − 1)eiθ2 (N − 1) · 1 (N − 1)e−iθ2 · · · (N − 2)e−(N−1)iθ2∑N
l=2 e

2iθl
∑N
l=2 e

iθl
∑N
l=2 1 · · ·

∑N
l=2 e

−(N−3)iθl

...
...

...
. . .

...∑N
l=2 e

(N−1)iθl
∑N
l=2 e

(N−2)iθl
∑N
l=2 e

(N−3)iθl · · ·
∑N
l=2 1

∣∣∣∣∣∣∣∣∣∣∣∣
dθ.

We can then subtract the second row eiθ1

N times from the third row, e
2iθ1

N times from the fourth
row, etcetera. Repeat this process to see that this term equals

∫∫
f(θ1, . . . , θN )

∣∣∣∣∣∣∣∣∣∣∣

N · 1 Ne−iθ1 Ne−2iθ1 · · · Ne−(N−1)iθ1

(N − 1)eiθ2 (N − 1) · 1 (N − 1)e−iθ2 · · · (N − 1) · e−(N−2)iθ2

(N − 2)e2iθ3 (N − 2)eiθ3 (N − 2) · 1 · · · (N − 2)e−(N−3)iθ3

...
...

...
. . .

...
e(N−1)iθN e(N−2)iθN e(N−3)iθN · · · 1

∣∣∣∣∣∣∣∣∣∣∣
dθ.



32 CHAPTER 3. INTRODUCTION TO RANDOM MATRIX THEORY

Now take the factor N out of the first row, the factor (N − 1) out of the second row, etc. This
gives us a factor N ! and we find exactly the statement we wanted to prove.

Remember that we wanted to calculate
∫∫ ∏

1≤j<k≤N |eiθj − eiθk |dθ. By the lemma above, this
is equal to

N !

∫∫
∣∣∣∣∣∣∣∣∣∣∣

1 e−iθ1 e−2iθ1 · · · e−(N−1)iθ1

eiθ2 1 e−iθ2 · · · e−(N−2)iθ2

e2iθ3 eiθ3 1 · · · e−(N−3)iθ3

...
...

...
. . .

...
e(N−1)iθN e(N−2)iθN e(N−3)iθN · · · 1

∣∣∣∣∣∣∣∣∣∣∣
dθ.

We can consider this determinant as the sum of all possible products of N coefficients of the
matrix, where each row and each column occurs exactly once, (times a sign). Now note that∫ 2π

0
eixθdθ = 0, unless x is a multiple of 2π, in which case this integral is equal to 2π. Since we

are only working with integer powers of eiθl in the expression above, we conclude that a term in
the summation only has non-zero contribution if the integer power of each eiθl is zero. Hence the
above integrals will simplify a lot, as the only term in the sum that has non-zero contribution is
the term where we choose only 1’s. We conclude that

∫∫
∣∣∣∣∣∣∣∣∣∣∣

1 e−iθ1 e−2iθ1 · · · e−(N−1)iθ1

eiθ2 1 e−iθ2 · · · e−(N−2)iθ2

e2iθ3 eiθ3 1 · · · e−(N−3)iθ3

...
...

...
. . .

...
e(N−1)iθN e(N−2)iθN e(N−3)iθN · · · 1

∣∣∣∣∣∣∣∣∣∣∣
dθ. =

∫∫
1 dθ = (2π)N .

Hence
∫∫ ∏

1≤j<k≤N |eiθj − eiθk |2dθ = (2π)NN ! and we find that

1 =
c

N !
· (2π)NN !

Therefore

c =
1

(2π)N
.

3.4 Dyson’s Theorem

In this section we will apply the Weyl integration formula to actually calculate the expectation
value of a class function. It is very useful to have seen such a calculation. Moreover the theorem
we prove is actually necessary to the proof of theorem 1.1. The theorem was first proven by
Dyson [7] in 1970.

Theorem 3.7 (Dyson’s Theorem).

E
g∈U(N)

[∣∣Tr(gk)
∣∣2] =

 N2 if k = 0
|k| if |k| ≤ N and k 6= 0
N if |k| ≥ N and k 6= 0
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Proof. As noted in the beginning of this section Tr(gk) =
∑N
j=1

(
eiθj
)k

, where eiθj are the
eigenvalues of g. Hence

∣∣Tr(gk)
∣∣2 = Tr(gk)Tr(gk) =

N∑
n=1

ekiθn
N∑
m=1

e−kiθm =
∑
n,m

eki(θn−θm).

Hence using theorem 3.5 and lemma 3.6, we see that Eg∈U(N)

[∣∣Tr(gk)
∣∣2] is equal to

∑
n,m

1

(2π)N

∫∫
eki(θn−θm)

∣∣∣∣∣∣∣∣∣∣∣

1 e−iθ1 e−2iθ1 · · · e−(N−1)iθ1

eiθ2 1 e−iθ2 · · · e−(N−2)iθ2

e2iθ3 eiθ3 1 · · · e−(N−3)iθ3

...
...

...
. . .

...
e(N−1)iθN e(N−2)iθN e(N−3)iθN · · · 1

∣∣∣∣∣∣∣∣∣∣∣
dθ.

Again we consider this determinant as a sum of all possible products of N coefficients of the

matrix, where each row and column occurs exactly once, (times a sign). Now 1
2π

∫ 2π

0
eixθdθ = 0,

unless x is a multiple of 2π, in which case the integral is equal to 1. Since we’re only working
with integer powers of eiθl in the expression above, we conclude that a term in the summation
only has non-zero contribution if the integer power of each eiθl is zero. This is the same
argument we used earlier, but this time we need to consider different terms in the sum, due to
the factor eki(θn−θm).

First consider the case k = 0. Here we can make the same calculation as in the proof of
the Weyl Integration Formula, so we see that

1

(2π)N

∫∫
e0·i(θn−θm)

∣∣∣∣∣∣∣∣∣∣∣

1 e−iθ1 e−2iθ1 · · · e−(N−1)iθ1

eiθ2 1 e−iθ2 · · · e−(N−2)iθ2

e2iθ3 eiθ3 1 · · · e−(N−3)iθ3

...
...

...
. . .

...
e(N−1)iθN e(N−2)iθN e(N−3)iθN · · · 1

∣∣∣∣∣∣∣∣∣∣∣
dθ = 1

for all n,m. Since we’re summing over N2 pairs (n,m) we conclude that

E
X∈U(N)

[∣∣Tr(X0)
∣∣2] = N2.

Next suppose k 6= 0 and consider the terms n = m. Then eki(θn−θm) = 1, so again the only
contribution of the sum of the determinant will come from the products with only 1’s. Since we
have N pairs (n,m) with n = m, these terms sum up to N .

Next consider the terms with n 6= m. When |k| ≥ N , then the factor eki(θn−θm) = ekiθne−kiθm

cannot be cancelled by the factors in the determinant, as these have largest power N − 1. Hence

when |k| ≥ N the contributions of the terms n 6= m are all zero and Eg∈U(N)

[∣∣Tr(gk)
∣∣2] = N .

Finally when |k| = N − j with 1 ≤ j < N and n 6= m, it is possible for factors in the
determinant to cancel eki(θn−θm) = ekiθne−kiθm . Hence the products that have non-zero
contribution are those that cancel ekiθne−kiθm and have further only 1’s in the product. This
can only happen when m − n = k. Suppose that m − n 6= k and that the discriminant
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has some product that cancels ekiθne−kiθm . Then this product contains the matrix elements
(k + n, n) and (m − k,m). We must have that (k + n, n) = (m,m − k), (i.e. that these
elements are each other transposed), as otherwise the rest of the product cannot consist of all
1’s, (remember that every row and column occur exactly once and there are only 1’s on the
diagonal). Now there are exactly j such pairs (n,m) and all have sign −1. We conclude that

Eg∈U(N)

[∣∣Tr(gk)
∣∣2] = N − j = |k|.

This concludes the introduction to random matrix theory. From the theorems in this chapter,
we are specifically interested in Dyson’s theorem 3.7. We use it in chapter 6. In the next chapter
we will see another matrix integral, but the means to calculate it will be entirely different.



Chapter 4

Introduction to the
representations of algebras

4.1 Introduction

In this chapter we will look at representation theory and more specifically the representations
of associative algebras. Note that it is also possible to study the representation of groups. This
is a matter of semantics. In the later sections we will study the representation of groups by
studying the representation of their group algebras.

Representation theory is a large and very useful topic in mathematics. We will only be able to
look at a few specific results, which we will need for this thesis. In particular we are interested
in two identities, given by corollary 4.8 and corollary 4.20. For further reading and a basic, more
general introduction, one could look at [8] or [25]. The same books were consulted in writing
this chapter.

Note that in this chapter we will assume to work over C. Although algebras and representations
are defined over a field k in general, in this thesis we only need to work over the field C.

Definition 4.1. An algebra is a vector space over C, having a multiplication a, b 7→ a · b, such
that for all x, y,∈ A, λ, µ ∈ C:

• (x+ y) · z = x · z + y · z.

• x · (y + z) = x · y + x · z.

• λx · µy = (λµ)(x · y).

It has a unit 1 ∈ A, s.t. 1 · a = a · 1 = a for all a ∈ A.

Definition 4.2. Let A and B denote two algebras over C. ρ : A→ B is called a homomorphism
of algebras if for all λ ∈ C, x, y ∈ A:

• ρ(λx) = λρ(x).

• ρ(x+ y) = ρ(x) + ρ(y).

• ρ(x · y) = ρ(x) · ρ(y).

35
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Definition 4.3. Let A be an associative algebra. A representation of A is a pair (V, ρ), consisting
of a vector space V over C and a homomorphism of algebras ρ : A→ End(V ).

In our particular case we’re interested in the algebra End(CN ) = MatN×N (C), consisting of
linear maps CN → CN , or equivalently of N ×N -matrices with complex entries. In this case a
representation is given by a vector space V over C, together with a homomorphism End(CN )→
End(V ). Let us list a few examples.

Example 4.4.

• The trivial representation. V = CN , ρ : End(CN )→ End(CN ), g 7→ g.

• The direct sum of two representations. Given two vector spaces V1, V2 and two homo-
morphisms ρ1, ρ2, we can define a vector space V = V1 ⊕ V2 with a homomorphism
ρ : g 7→ (ρ1(g), ρ2(g)).

• The tensor product of two representations. Given two vector spaces V1, V2 and two ho-
momorphisms ρ1, ρ2, we can define a vector space V = V1 ⊗ V2 with a homomorphism
ρ : g 7→ ρ1(g)⊗ ρ2(g).

• The n-th power tensor product. Take V = (CN )⊗n = CN ⊗ . . .⊗CN . ρ : g 7→ (g⊗ . . .⊗ g).

This n-th power tensor is important to us, so we will calculate a specific example.

Example 4.5. Take N = n = 2. Suppose that a matrix M ∈ End(C2) is given by

(
a b
c d

)
.

Now V = C2 ⊗ C2 is the vector space spanned by the vectors {e1 ⊗ e1, e1 ⊗ e2, e2 ⊗ e1, e2 ⊗ e2}.
We calculate the effect of ρ(M) on each of these vectors.

ρ(M)(e1 ⊗ e1) = (M ⊗M)(e1 ⊗ e1) = M(e1)⊗M(e1) = (ae1 + ce2)⊗ (ae1 + ce2)

= a2(e1 ⊗ e1) + ac(e1 ⊗ e2) + ac(e2 ⊗ e1) + c2(e2 ⊗ e2).

Similarly, we find that

ρ(M)(e1 ⊗ e2) = ab(e1 ⊗ e1) + ad(e1 ⊗ e2) + bc(e2 ⊗ e1) + cd(e2 ⊗ e2),

ρ(M)(e2 ⊗ e1) = ab(e1 ⊗ e1) + bc(e1 ⊗ e2) + ad(e2 ⊗ e1) + cd(e2 ⊗ e2),

ρ(M)(e2 ⊗ e2) = b2(e1 ⊗ e1) + bd(e1 ⊗ e2) + bd(e2 ⊗ e1) + d2(e2 ⊗ e2).

We conclude that ρ(M) ∈ End(C2 ⊗ C2) is given by

ρ(M) =


a2 ab ab b2

ac ad bc bd
ac bc ad bd
c2 cd cd d2

 .

4.2 The symmetric n-th power

Note the apparent symmetry in that last example concerning the vectors e1⊗e2 and e2⊗e1. This
symmetry motivates us to consider the same n-th tensor power vector space with this symmetry
divided out. Let [N ] denote the set {1, 2, . . . , N}. Then a vector v ∈ (CN )⊗n is written as

v =
∑

j=(j1,...,jn)∈[N ]n

aj(ej1 ⊗ . . .⊗ ejn).
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Now let Sn be the permutation group of n elements. Given a permutation σ ∈ Sn, define

σ(v) =
∑

j=(j1,...,jn)∈[N ]n

aj(ejσ(1) ⊗ . . .⊗ ejσ(n)
).

Let W be the subspace of (CN )⊗n, spanned by vectors v−σ(v) with v ∈ (CN )⊗n, σ ∈ Sn. Define

Symn(CN ) = (CN )⊗n/W.

We call this vector space the symmetric n-th power. Since it is given by a representation modulo
some vector space, it is itself a representation. Let us write down a basis for this vector space.
Since the permutation group Sn is generated by transpositions, we know that Symn(CN ) is
spanned by the vectors

{ei1 ⊗ . . .⊗ ein | 1 ≤ i1 ≤ i2 ≤ . . . ≤ in ≤ N}.

The easiest way to see this, is to look at an example.

Example 4.6. In the same setting as example 4.5 the above is easily seen. We already know that
C2⊗C2 was spanned by the vectors {e1⊗ e1, e1⊗ e2, e2⊗ e1, e2⊗ e2}. Now e1⊗ e2− e2⊗ e1 = 0
in Sym2(C2), so e1 ⊗ e2 = e2 ⊗ e1. Furthermore no permutation can give a relation between
e1 ⊗ e1, e1 ⊗ e2 and e2 ⊗ e2, so we conclude that

Sym2C2 = Span ({e1 ⊗ e1, e1 ⊗ e2, e2 ⊗ e2}) .

As the symmetric n-th power is a representation, we can again calculate ρ(M) in the case M =(
a b
c d

)
. Now

ρ(M)(e1 ⊗ e1) = (M ⊗M)(e1 ⊗ e1) = M(e1)⊗M(e1) = (ae1 + ce2)⊗ (ae1 + ce2)

= a2(e1 ⊗ e1) + 2ac(e1 ⊗ e2) + c2(e2 ⊗ e2).

ρ(M)(e1 ⊗ e2) = ab(e1 ⊗ e1) + (ad+ bc)(e1 ⊗ e2) + cd(e2 ⊗ e2),

ρ(M)(e2 ⊗ e2) = b2(e1 ⊗ e1) + 2bd(e1 ⊗ e2) + d2(e2 ⊗ e2).

Hence

ρ(M) =

 a2 ab b2

2ac ad+ bc 2bd
c2 cd d2

 ∈ End(Sym2(C2)).

For notational convenience we will denote this homomorphism ρ as Symn. This will not cause
any inconvenience. Hence Symn(CN ) is the vector space spanned by {ei1 ⊗ . . .⊗ ein | 1 ≤ i1 ≤
i2 ≤ . . . ≤ in ≤ N}, while SymnM is a linear transformation on this vector space.

4.3 The trace of the symmetric n-th power

We are now interested in the trace of the matrix SymnM . This will give us one of the identities
we will use in chapter 7.

Theorem 4.7. Let M ∈ End(CN ) be a matrix with eigenvalues λ1, . . . , λN . Then

Tr SymnM =
∑

k1+···+kN=n

λk11 . . . λkNN .
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Proof. First note that it is sufficient to prove this for the case that M is an upper-triangular
matrix. Given a matrix M , there exist a matrix P , s.t. P−1MP = J is a matrix in Jordan
normal form, (so in particular it is upper-triangular). Now

Tr SymnM = Tr SymnPJP−1 = Tr (SymnP SymnJ SymnP−1)

= Tr (SymnJ SymnP−1 SymnP ) = Tr (SymnJ SymnP−1P ) = Tr SymnJ,

using the fact that the trace function is invariant under cyclic permutations and that Symn is a
homomorphism of algebras. Since M and J have the same eigenvalues, we conclude that if the
theorem holds for all upper-triangular matrices, then it holds for all matrices.

Now suppose that M = [xij ]i,j=1,...,N is an upper triangular matrix, (hence xij = 0 if i < j).
Then M(ei) =

∑
j xijej . Fix 1 ≤ i1 ≤ · · · ≤ in ≤ N and calculate SymnM(ei1 ⊗ · · · ⊗ ein). This

is given by∑
j

xi1jej

⊗ · · · ⊗
∑

j

xinjej

 =
∑

(j1,...,jn)∈[N ]n

xi1j1 . . . xinjn (ej1 ⊗ · · · ⊗ ejn)

Now we call two n-tuples (i1, . . . in), (j1, . . . , jn) ∈ [N ]n equivalent if there exists a permutation
σ ∈ Sn, such that (i1, . . . , in) = (jσ(1), . . . , jσ(n)). In this case we will write i ∼ j. Given the
tuple (i1, . . . in), fixed above, we see that the coefficient of ei1 ⊗ · · · ⊗ ein in the expansion of
SymnM(ei1 ⊗ · · · ⊗ ein) is given by ∑

(j1,...,jn)∈[N ]n

j∼i

xi1j1 . . . xinjn .

Now if M is upper triangular, then for i ∼ j,

xi1j1 . . . xinjn =

{
xi1i1 . . . xinin if i = j
0 if i 6= j

The first equality is trivial. For the second, note that if two tuples are equivalent, but not equal
to each other, there always exists a k s.t. ik < jk. Hence xikjk = 0. Furthermore note that if M
is upper triangular, it has its eigenvalues on its diagonal. Hence

Tr SymnM =
∑

1≤i1≤···≤in≤N

xi1i1 . . . xinin =
∑

1≤i1≤···≤in≤N

λi1 . . . λin =
∑

k1+···+kN=n

λk11 . . . λkNN .

Corollary 4.8. Let M ∈ End(CN ). Then

1

det(IN −Mx)
=
∑
n≥0

(Tr SymnM) xn

as formal power series.

Proof. Suppose that M has eigenvalues λ1, . . . , λN . Then

1

det(IN −Mx)
=

N∏
k=1

1

1− λkx
=

N∏
k=1

∑
n≥0

λnkx
n


=
∑
n≥0

( ∑
k1+···+kN=n

λk11 . . . λkNN

)
xn =

∑
n≥0

(Tr SymnM) xn.
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4.4 Irreducible representations

Definition 4.9. Given an associative algebra A and a representation (V, ρ), a subrepresentation
of this representation V is a subspace W ⊆ V , invariant under ρ(a) for all a ∈ A.

Definition 4.10. A representation (V, ρ) is called irreducible if there are no subrepresentations
other than 0 and V .

Definition 4.11. A representation (V, ρ) is called indecomposable if there exist no non-trivial
subrepresentations V1, V2 s.t. V = V1 ⊕ V2.

Clearly an irreducible representation is indecomposable. The converse needs not necessarily
hold. However, if V is a finite dimensional vector space, the converse does hold. We will not
prove this, as we do not need it. We will prove the following important property for irreducible
representations.

Lemma 4.12 (Schur’s lemma). Let A be an algebra and (V, ρ) be an irreducible representation
of A. If φ : V → V is a linear operator commuting with ρ(a) for each a ∈ A, then φ is a scalar.

Proof. Let λ be some eigenvalue of φ. Denote by Eλ = {v ∈ V |φ(v) = λv} its eigenspace of φ.
Then for each v ∈ Eλ, a ∈ A, we have that

φ(ρ(a)(v)) = ρ(a) (φ(v)) = ρ(a) (λv) = λρ(a)(v).

Hence for each v ∈ Eλ, a ∈ A, ρ(a)(v) ∈ Eλ. By definition Eλ is a non-empty subrepresentation
of V , so Eλ = V , as V is irreducible. Hence for every vector v ∈ V , we have that φ(v) = λv and
we conclude that φ is just multiplication by the scalar λ.

We also prove that the symmetric n-th power defined in section 4.2 is an irreducible representa-
tion. We need this for the important corollary 4.20, which is one of the two identities we set out
to prove in this chapter.

Theorem 4.13. For any n ≥ 0, Symn(CN ) is an irreducible representation of End(CN ).

Proof. Let p1, . . . , pN denote the first N prime numbers and let A ∈ End(CN ) be the diago-
nal matrix with these prime numbers on its diagonal. Now SymnA is also a diagonal matrix.
Furthermore each number on its diagonal is a combination of n prime numbers. By the funda-
mental theorem of arithmetic all these diagonal elements are different, so we conclude that the
eigenvalues λ1, . . . , λm of SymnA are all distinct. As A is diagonal with distinct eigenvalues,
the eigenvectors v1, . . . , vm of SymnA are given by the basis of our vector space Symn(CN ). So
each eigenvector vj is given by ei1 ⊗ · · · ⊗ ein for some tuple 1 ≤ i1 ≤ · · · ≤ in ≤ N . Now
suppose W ⊆ Symn(CN ) is a non-empty subspace of Symn(CN ), invariant under SymnM for all
M ∈ End(CN ). We show that there exists a non-empty subset S of eigenvectors of SymnA, such
that S is a basis of W . Since W is non-empty, and the the eigenvectors v1, . . . , vm of SymnA
form an orthogonal basis of Symn(CN ), there exists some non zero

w = α1v1 + · · ·+ αmvm ∈W.

As W is invariant under SymnM for all M ∈ End(CN ), we know that

SymnA(w) = α1λ1v1 + · · ·+ αmλmvm ∈W.
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Hence
SymnA(w)− λmw = α1(λ1 − λm)v1 + · · ·+ αm−1(λm−1 − λm)vm−1 ∈W.

Continuing the process of eliminating eigenvectors, we find that all vectors

α1v1, . . . , αmvm ∈W.

As w was non zero, we know that some of the αj are non zero, hence these vj ∈ W . Repeating
this to determine which of v1, . . . , vm are in W , we conclude that there exists a non-empty subset
S of eigenvectors of SymnA, such that S is a basis of W . Finally we show that S is given by
all eigenvectors vj , (hence W = Symn(CN )). When S does not consist of all eigenvectors, there
exists two tuples i, i′ ∈ [N ]n, s.t. i = (i1, . . . , in−1, k) and i′ = (i1, . . . , in−1, l) with

ei1 ⊗ · · · ⊗ ein−1
⊗ ek ∈ S

and
ei1 ⊗ · · · ⊗ ein−1

⊗ el 6∈ S.

Note that we don’t demand these sequences to be increasing. Define the N × N matrix Ekl
by having zeroes everywhere, except at position lk, where it is one. Then Eklej = δkjel. Now
consider (IN + Ekl). Since W is invariant under SymnM for all M ∈ End(CN ), we find that

Symn(IN +Ekl)(ei1 ⊗ · · · ⊗ ein−1 ⊗ ek) = (ei1 + δki1el)⊗ · · · ⊗ (ein−1 + δkin−1el)⊗ (ek + el) ∈W.

By eliminating the other vectors with the same procedure shown above, we see that

ei1 ⊗ · · · ⊗ ein−1 ⊗ el ∈ S

and we have derived a contradiction. We conclude that S consists of all eigenvectors of SymnA
and hence that W = Symn(CN ). It follows that Symn(CN ) is an irreducible representation of
End(CN ).

4.5 Topological groups and characters

A logical next step in any book on representation theory is the study of representations of finite
groups. Here, a representation of a group G is a representation of the algebra k[G]. It is obvious
that a homomorphism ρ : k[G] → End(V ) is uniquely determined by ρ|G : G 7→ Aut(V ) and
vice versa. It will then introduce characters of a finite group and show a lot of nice properties
about these characters. Only in a later stage, it will consider compact topological groups, (such
as U(N)), for which much of the same results apply, although these groups are not finite. For
this thesis the study of finite group representations, although very interesting, is not necessary.
We will hence skip this part and focus immediately on compact topological groups. We will
furthermore only prove the results on characters necessary for this thesis.

Definition 4.14. A topological group G is a group, on which a topology is defined, such that
both the group operation and the inverse function are continuous. It is compact if it is so as a
topological space.

Definition 4.15. A representation of a topological group G is a pair (V, ρ) consisting of a finite
dimensional vector space V over C, on which a topology is defined, and a continuous group
homomorphism ρ : G → Aut(V ). Here the topology on Aut(V ) is inherited from the product
topology on End(V ).
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Definition 4.16. Given a representation (V, ρ) of a group G, the character χ : G→ C associated
to this representation, is given by χ(g) = TrV (ρ(g)).

We will now focus on the case that G = U(N). Although this is not (yet) necessary, it will
make notation and the proofs somewhat easier. Recall definition 3.3 of a class function on U(N),
stating that a function f : U(N)→ C is a class function if f(g) only depends on the eigenvalues
of g. The character associated to a representation of U(N) is a class function, as

χ(h−1gh) = TrV
(
ρ(h−1gh)

)
= TrV

(
ρ(h−1)ρ(g)ρ(h)

)
= TrV

(
ρ(g)ρ(h)−1ρ(h)

)
= TrV (g) = χ(g)

and as χ(g) is symmetric in the eigenvalues of g. Now for two class functions φ, ψ on U(N), we
define an inner product

〈φ|ψ〉 =

∫
U(N)

φ(g) · ψ(g)dµ(g),

where dµ(g) is the normalised Haar measure. It turns out that the characters of the irreducible
representations of U(N) form an orthonormal basis of class functions on this group. (This holds
for any compact topological group G). We will prove only a tiny part of this statement.

Theorem 4.17. Let (V, ρ) be an irreducible representation of U(N). Let χ be the character
associated to this representation. Then

|χ|2 = 〈χ|χ〉 = 1.

Proof. Suppose φ : V → V is a linear map. Define the linear map φ0 : V → V by

φ0(v) =

∫
U(N)

(ρ(g) ◦ φ ◦ ρ−1(g))(v)dµ(g).

Now φ0 commutes with ρ(h) for any h ∈ U(N), as

ρ(h) ◦ φ0 ◦ ρ−1(h)(v) =

∫
U(N)

(ρ(h) ◦ ρ(g) ◦ φ ◦ ρ−1(g) ◦ ρ−1(h))(v)dµ(g)

=

∫
U(N)

(ρ(hg) ◦ φ ◦ ρ−1(hg)◦)(v)dµ(g)

=

∫
U(N)

(ρ(g) ◦ φ ◦ ρ−1(g))(v)dµ(g)

= φ0(v).

Since (V, ρ) is an irreducible representation, it follows by Schur’s lemma 4.12 that φ0 is equal to
multiplication by a scalar λ. Obviously taking the trace of φ0 yields

TrV (φ0) = dim(V ) · λ.

However, we also know that

TrV (φ0) =

∫
U(N)

TrV (ρ(g) ◦ φ ◦ ρ−1(g))dµ(g)

=

∫
U(N)

TrV (φ ◦ ρ−1(g) ◦ ρ(g))dµ(g)

=

∫
U(N)

TrV (φ)dµ(g) = TrV (φ),
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again using the fact that the trace is invariant under cyclic permutations. Hence φ0 is equal to

multiplication by a scalar λ = TrV (φ)
dim(V ) . Let v1, . . . , vm be an orthonormal basis for V . Note that

V is finite dimensional, so it is indeed possible to choose such a basis. Suppose u,w ∈ V are
vectors. Write u = u1v1 + · · ·+ umvm and w = w1v1 + · · ·+ wmvm. Denote by

〈u|w〉 =

m∑
i=1

uiwi

the standard hermitian inner product on V . Using the bra-ket notation, we see that

〈χ|χ〉 =

∫
U(N)

χ(g) · χ(g)dµ(g)

=

∫
U(N)

χ(g) · χ(g)dµ(g)

=

∫
U(N)

χ(g−1) · χ(g)dµ(g)

=

∫
U(N)

TrV (ρ(g−1)) · TrV (ρ(g))dµ(g)

=

∫
U(N)

m∑
i=1

〈vi|ρ(g−1)|vi〉
m∑
j=1

〈vj |ρ(g)|vj〉dµ(g)

=

m∑
i,j=1

∫
U(N)

〈vi|ρ(g−1)|vi〉〈vj |ρ(g)|vj〉dµ(g).

Here |vi〉〈vj | is the linear function V → V mapping a vector w onto the vector 〈vj |w〉vi. By

the above the function ρ(g−1)|vi〉〈vj |ρ(g) is given by the scalar λij =
TrV (|vi〉〈vj |)

dim(V ) =
TrV (|vi〉〈vj |)

m .

Note that |vi〉〈vj | is the matrix with all zeroes, except at the position ij, where it is 1. Hence

λij =

{
1
m if i = j,
0 if i 6= j.

Substituting this in the expression above, we see that

〈χ|χ〉 =

m∑
i,j=1

∫
U(N)

〈vi|λij |vj〉dµ(g) =

m∑
i=1

λii〈vi|vi〉
∫
U(N)

dµ(g) =

m∑
i=1

1

m
= 1.

4.6 Weyl’s Unitary trick and a final identity

The last theorem that we need again uses a lot of Lie algebra theory. We will not prove it, but
just present the idea of the proof.

Definition 4.18. Let V be a vector space over C and let (V, ρ) be a representation of a group
G. If we have a hermitian inner product on V , denoted 〈 | 〉, then the representation is unitary
if for all v, w ∈ V , g ∈ G, we have that 〈v|w〉 = 〈ρ(g)(v)|ρ(g)(w)〉.
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Equivalently, (V, ρ) is unitary if the image of ρ belongs to

U(V ) = {M ∈ Aut(V )| M is unitary w.r.t. the hermitian inner product 〈 | 〉}.

For example the representation Symn on U(N) is unitary: If M ∈ U(N) is a unitary matrix with
eigenvalues λ1, . . . , λN and eigenvectors v1, . . . , vN , then Symn M has eigenvectors vi1⊗· · ·⊗vin
for any 1 ≤ i1 ≤ · · · ≤ in ≤ N . Such an eigenvector has eigenvalue λi1 . . . λin , which has absolute
value one. Hence Symn is a unitary matrix in the vector space Symn(CN ). This also follows
from Weyl’s unitary trick.

Theorem 4.19 (Weyl’s unitary trick). Let G be a simple Lie group and K be its maximal compact
subgroup. Then for any complex representation (V, ρ) of G, there exists a hermitian inner product
on V , s.t. (V, ρ|K) is a unitary representation of K. Conversely for any unitary representation
(V, ρ) of K, there exists a unique extension ρ̃ of ρ, such that (V, ρ̃) is a representation of G.

Idea of proof for G = GLN (C), K = U(N). As V is a complex representation of G, we have a
standard hermitian inner product 〈 | 〉. Now define a new inner product on V by

〈v|w〉′ =

∫
U(N)

〈ρ(g)(v)|ρ(g)(w)〉dµ(g).

Now for some h ∈ K, v, w ∈ V

〈ρ(h)(v)|ρ(h)(w)〉′ =

∫
U(N)

〈ρ(g)ρ(h)(v)|ρ(g)ρ(h)(w)〉dµ(g)

=

∫
U(N)

〈ρ(gh)(v)|ρ(gh)(w)〉dµ(g)

=

∫
U(N)

〈ρ(g)(v)|ρ(g)(w)〉dµ(g)

= 〈v|w〉′.

The converse is more difficult to prove, but this follows from the fact that g = K⊕ iK, where g is
the Lie algebra of G and K is the Lie algebra of K. (This holds for all G, K as in the statement of
the theorem). Now a representation of a group corresponds to a representation of its Lie algebra
and we can extend a representation of K to g using the identity g = K ⊕ iK. For the full proof,
see [24, § 6.5-6.7].

In our case GLN (C) is the simple Lie group G and U(N) is its maximal compact subgroup K.
It then follows that the restriction of Symn to U(N) is unitary. It however also follows that
the restriction of Symn to U(N) is irreducible. If it was not irreducible, there would exist a
non-trivial subrepresentation of Symn on U(N). We could then extend this subrepresentation to
the whole of GLN (C), from which it would follow that Symn on GLN (C) has some non-trivial
subrepresentation. It would then not be irreducible on GLN (C) or on End(CN ). This contradicts
theorem 4.13. We find the following corollary.

Corollary 4.20. For any n,N ≥ 0,∫
U(N)

|Tr Symng|2 dµ(g) = 1.
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Proof. By the above Symn on U(N) is irreducible. Hence the associated character χ = Tr Symn

has absolute value one. That is

1 = 〈χ|χ〉 =

∫
U(N)

χ(g)χ(g)dµ(g) =

∫
U(N)

|Tr Symng|2 dµ(g).



Chapter 5

Introduction to number theory in
Fq[T ]

In this section we give all the notions in finite field theory we need for chapter 6 and 7. Moreover,
we prove some additional lemmas, following Keating and Rudnick in [20]. For more theorems
and background information, we follow Rosen in [23].

5.1 Prime Polynomial Theorem

We start with the Prime Polynomial Theorem, as introduced in chapter 1. It was first proven
by Gauss in his (posthomous) manuscript “Die Lehre von den Resten”, see [11, p. 589-629].

Theorem 5.1 (Prime Polynomial Theorem (PPT)).∑
f∈Mn

Λ(f) = qn.

Proof. We first define the zeta function of a finite field by

ζq(s) =
∑

f monic

|f |−s =
∑

f monic

q−s deg(f).

Recall that Mn consists of all monic polynomials of degree n. Note that #Mn = qn. This
follows from the fact that we can write a function f ∈ Mn as xn + an−1x

n + · · ·+ a0. We then
have q options for every ai. Now we can rewrite the zeta function to see that

ζq(s) =
∑

f monic

q−s deg(f) =
∑
n≥0

∑
f∈Mn

q−ns =
∑
n≥0

qnq−ns =
∑
n≥0

(
q1−s)n =

1

1− q1−s .

As we have unique factorization in Fq[T ], we also have an Euler product for our zeta function.
This is given by

ζq(s) =
∏

P monic
P irreducible

1

1− |P |−s
.

45
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Suppose that we have ad monic irreducible polynomials of degree d. The product∏
P monic

P irreducible

1
1−|P |−s then rewrites as

∏
d≥1

(
1− q−ds

)−ad . Writing u = q−s and Zq(u) = ζq(s),

we find the equation
1

1− qu
= Zq(u) =

∏
d≥1

(
1− ud

)−ad
.

We take the logarithmic derivative on both sides. On the left hand side we find

d

du
log

(
1

1− qu

)
= − d

du
log (1− qu) =

q

1− qu
.

On the right hand side we have

d

du
log
∏
d≥1

(
1− ud

)−ad
=
∑
d≥1

−ad
d

du
log(1− ud) =

∑
d≥1

dadu
d−1

1− ud
.

Multiplying both sides with u and expanding them as formal power series, we see that

∑
n≥1

qnun =
qu

1− qu
=
∑
d≥1

dadu
d

1− ud
=
∑
d≥1

∑
n≥0

dadu
dn+d =

∑
n≥1

∑
d≥1

dadu
dn =

∑
n≥1

∑
d|n

dadu
n.

This implies that for n ≥ 1

qn =
∑
d|n

dad =
∑

P irreducible monic
deg(P )|n

deg(P ) =
∑
f∈Mn

Λ(f).

5.2 Dirichlet Characters over Fq[T ]

This section assumes some basic knowledge about characters. Just like a Dirichlet character
modulo d in Z is the extension of a character χ : (Z/dZ)× → C× to the whole Z, we can define a
Dirichlet character modulo some polynomial Q. In this way a Dirichlet character χ : Fq[T ]→ C
modulo Q is the extension of some character χ : (Fq[T ]/(Q))× → C× to the whole Fq[T ]. Hence
χ : Fq[T ]→ C is a Dirichlet character modulo Q if and only if:

1. χ(fg) = χ(f)χ(g) for all f, g ∈ Fq[T ];

2. χ(1) = 1;

3. χ(f + gQ) = χ(f) for all f, g ∈ Fq[T ];

4. χ(f) = 0 if gcd(f,Q) 6= 1.

We will assume throughout this chapter that deg(Q) ≥ 2. Let us denote by ϕ(Q) =
#(Fq[T ]/(Q))× the Euler totient function of Q. As there are exactly as many characters on
an Abelian group A as there are elements of A, we know that there exist ϕ(Q) Dirichlet char-
acters modulo Q, (since the Dirichlet characters are extensions of characters on (Fq[T ]/(Q))×).
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Also, again using the fact that we have extensions of characters on (Fq[T ]/(Q))×, we have the
following orthogonality relations:∑

f mod Q

χ1(f)χ2(f) =

{
ϕ(Q) if χ1 = χ2.
0 otherwise.

(5.1)

∑
χ mod Q

χ(f)χ(g) =

{
ϕ(Q) if f ≡ g mod Q and gcd(f,Q) = 1.
0 otherwise.

(5.2)

Here the last sum is taken over all Dirichlet characters mod Q. We also have the following
analogous definitions to the number field setting.

Definition 5.2. Let Q′ be a proper divisor of Q. A Dirichlet character χ modulo Q is induced by
another Dirichlet character χ′ modulo Q′ if χ(f) = χ′(f) for all f ≡ 1 mod Q′ and gcd(f,Q) = 1.
The Q′ with the smallest degree, s.t. there exists some χ′ modulo Q′ inducing χ is called the
conductor of χ. It is unique up to a unit. If χ is not induced by any other Dirichlet character,
χ is called primitive.

Definition 5.3. Let χ be a character mod Q. Then χ is even if χ(c) = 1 for all c ∈ F×q . If χ is
not even, then χ is odd.

The first definition is clear to be analogous to the number theory setting. For the second, note
that characters on Z are even when χ(u) = 1 for all units u, (namely ±1). Note that when c
generates F×q , then χ is even precisely when χ(c) = 1. Define the evaluation map

ψ : {χ : (Fq[T ]/(Q))× → C×} → F×q
χ 7→ χ(c).

This map has exactly the even characters as its kernel. Since #F×q = q − 1, there are exactly

ϕev(Q) := ϕ(Q)
q−1 even characters and ϕodd(Q) := ϕ(Q)

(
1− 1

q−1

)
odd characters modulo Q.

Lemma 5.4. Suppose χ1, χ2 are Dirichlet characters modulo Q = Tm with m ≥ 2, s.t. χ1χ2 is
even. Then ∑

B mod Tm

B(0)=1

χ1(B)χ2(B) = δχ1χ2
qm−1.

Proof. We know that ∑
B mod Tm

χ1(B)χ2(B) = δχ1χ2ϕ(Tm) = δχ1χ2(q − 1)qm−1.

Here we used orthogonality relation (5.1) and the fact that ϕ(Tm) = (q − 1)qm−1. The latter
follows from the fact that if a polynomial

∑m
n=0 anT

n is coprime to Tm, then you have q choices
for the an with 1 ≤ n ≤ m and (q − 1) choices for a0, (as a0 6= 0). Now χ1(B)χ2(B) = 0 if and
only if B and Tm are not coprime, so when B(0) = 0. For any B with B(0) 6= 0 there exists a
unit u and a polynomial B1 s.t. B = uB1 with B1(0) = 1. Since χ1χ2 is even, we find that∑

B mod Tm

χ1(B)χ2(B) =
∑

B mod Tm

B(0) 6=0

χ1(B)χ2(B) =
∑

B1 mod Tm

B1(0)=1

∑
u∈Fq

χ1(uB1)χ2(uB1)

=
∑

B1 mod Tm

B1(0)=1

∑
u∈Fq

χ1(B1)χ2(B1) = (q − 1)
∑

B mod Tm

B(0)=1

χ1(B)χ2(B).
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Hence ∑
B mod Tm

B(0)=1

χ1(B)χ2(B) =
1

q − 1

∑
B mod Tm

χ1(B)χ2(B) = δχ1χ2
qm−1.

Recall the convolution product and Möbius inversion from section 2.2. In Fq[T ] an exact analogue
holds as the proofs only relied on unique factorization. If we define the Möbius function

µ(f) =

{
0 if f is not square free,
(−1)t is f = cP1 . . . Pt for t distinct irrducible polynomials,

we see that we have the same sort of Möbius inversion. We apply this to estimate the number of
primitive characters and the number of even and odd primitive characters. This will help us later,
as we will want to estimate some sum over all characters. Using the estimations we derive now,
we will see that it is sufficient to consider only primitive even characters. Denote the number
of primitive (even) characters mod Q as ϕpr(Q), ϕpr

ev(Q) respectively. Since every character has
a conductor, for which this character is primitive, we know that ϕ(Q) =

∑
D|Q ϕ

pr(D). Möbius

inversion gives ϕpr(Q) =
∑
D|Q µ(D)ϕ

(
Q
D

)
. Hence

∣∣∣∣ϕpr(Q)

ϕ(Q)
− 1

∣∣∣∣ =

∣∣∣∣∣∣∣∣
∑
D|Q
D 6=1

µ(D)
ϕ
(
Q
D

)
ϕ(Q)

∣∣∣∣∣∣∣∣
(a)

≤
∑
D|Q
D 6=1

ϕ
(
Q
D

)
ϕ(Q)

(b)

≤
∑
D|Q
D 6=1

1

q

(c)
<

2deg(Q)

q
.

Here (a) is due to the triangle inequality. (b) follows from the fact that ϕ(Q) is at least q times

as large as ϕ
(
Q
D

)
for any proper divisor D, as Q

D has degree strictly smaller than the degree of

Q. Finally at (c) we used that there are at most 2deg(Q) divisors of Q. This follows from the fact

that we can write Q =
∏deg(Q)
i=1 (T −αi) with the αi in the algebraic closure of Fq. Any divisor is

of the form
∏
I(T − αi) with I ⊆ {1, 2, . . . ,deg(Q)}. Since there are 2deg(Q) such subsets I, we

conclude that there are at most 2deg(Q) divisors of Q in Fq[T ].
The inequality above shows that

ϕpr(Q)

ϕ(Q)
= 1 +O

(
1

q

)
for a fixed Q. Hence almost all Dirichlet characters are primitive as q → ∞. Furthermore we
know that

ϕpr
ev(Q) =

∑
D|Q

µ(D)ϕev

(
Q

D

)
=

1

q − 1

∑
D|Q

µ(D)ϕ

(
Q

D

)
=
ϕpr(Q)

q − 1
.

5.3 L-functions

Definition 5.5. Given a Dirichlet charater χ modulo Q, we can define the L-function corre-
sponding to χ by

L(s, χ) =
∑

f monic

χ(f)

|f |s
=

∏
P monic

P irreducible

(
1− χ(P )

|P |s

)−1

.
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Theorem 5.6. Given a non-trivial Dirichlet charater χ modulo Q, the L-function L(s, χ) is a
polynomial in u = q−s of degree at most deg(Q)− 1.

Proof. Define A(n, χ) =
∑
f∈Mn

χ(f). Then

L(s, χ) =
∑

f monic

χ(f)

|f |s
=
∑
n≥0

∑
f∈Mn

χ(f)

|f |s
=
∑
n≥0

A(n, χ)
(
q−s
)n
.

We show that A(n, χ) = 0 for all n ≥ deg(Q). Suppose that we fix such an n. Then f is written
in a unique way as f = gQ + h with deg(g) = n − deg(Q), deg(h) < deg(Q). Note that g has
a fixed leading coefficient, given by the multiplicative inverse of the leading coefficient of Q, (as
f is monic). If we let g run through all polynomials with degree n − deg(Q) with this leading
coefficient and we let h run through all polynomials of degree strictly smaller than deg(Q), then
we see that f runs exactly through all monic polynomials of degree n. Since there are qn−deg(Q)

such polynomials g, we conclude that

A(n, χ) =
∑
f∈Mn

χ(f) =
∑
g

∑
h

χ(gQ+ h) =
∑
g

∑
h

χ(h) = qn−deg(Q)
∑

h mod Q

χ(h) = 0,

by orthogonality relation (5.1).

We can hence write an L-function as a product

L(s, χ) =

deg(Q)−1∏
j=1

(1− αj(χ)q−s),

where the αj(χ) are the inverse roots of the L-function and αj(χ) = 0 for some j if the polynomial
has some degree strictly smaller than deg(Q) − 1. It turns out that if χ is primitive, then the
polynomial has exactly degree deg(Q) − 1. As we’re more interested in the L-function as a
function of u = q−s, we now define

L(u, χ) = L(s, χ) =

deg(Q)−1∏
j=1

(1− αj(χ)u).

Taking the logarithmic derivative of the equation

L(u, χ) =
∏

P monic
P irreducible

(
1− χ(P )udeg(P )

)−1

=

deg(Q)−1∏
j=1

(1− αj(χ)u)

yields on the right hand side:

d

du
log

deg(Q)−1∏
j=1

(1− αj(χ)u)

 =

deg(Q)−1∑
j=1

d

du
log (1− αj(χ)u) = −

deg(Q)−1∑
j=1

αj(χ)

1− αj(χ)u

= −
∑
n≥0

deg(Q)−1∑
j=1

αj(χ)n+1un = −
∑
n≥1

deg(Q)−1∑
j=1

αj(χ)nun−1.
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On the left hand side, you find

d

du
log

(∏
P

(
1− χ(P )udeg(P )

)−1
)

= −
∑
P

d

du
log
(

1− χ(P )udeg(P )
)

=
∑
P

χ(P ) deg(P )udeg(P )−1

1− χ(P )udeg(P )

=
∑
P

∑
n≥0

deg(P )χ(P )n+1u(n+1) deg(P )−1

=
∑
P

∑
n≥0

deg(P )χ(Pn+1)udeg(Pn+1)−1

=
∑

f monic

Λ(f)χ(f)udeg(f)−1 =
∑
n≥1

∑
f∈Mn

χ(f)Λ(f)un−1.

Now define
M(n, χΛ) =

∑
f∈Mn

χ(f)Λ(f).

By the above it follows that

M(n, χΛ) = −
deg(Q)−1∑
j=1

αj(χ)n.

We will use this function to prove theorem 1.1. The Riemann hypothesis in finite fields was
proven in 1948 by Andre Weil. A year later he gives a complete proof in [26]. The theorem
tells us that for each (nonzero) inverse root αj(χ) = 1 or |αj(χ)| =

√
q. This implies that

M(n, χΛ) = O(nqn/2). We conclude this section by deriving a relation between M(n, χΛ) and
the unitarized Frobenius matrix Θχ of a primitive character χ, defined below. Before we do so,
we first need to look at the completed L-function of the primitive character.

Theorem 5.7. If χ is an even character, then u = 1 is a zero of L(u, χ).

Proof. If χ is even, then χ(c) = 1 for all c ∈ F×q . Now

L(1, χ) =

deg(Q)−1∑
n=0

A(n, χ) =

deg(Q)−1∑
n=0

∑
f∈Mn

χ(f) =
1

q − 1

∑
c∈F×q

χ(c)

deg(Q)−1∑
n=0

∑
f∈Mn

χ(f)

=
1

q − 1

∑
c∈F×q

deg(Q)−1∑
n=0

∑
f∈Mn

χ(cf) =
1

q − 1

∑
g mod Q

χ(g) = 0,

again using orthogonality relation (5.1).

It turns out that the converse also holds. Odd characters don’t have a zero at u = 1. We won’t
specifically prove this, as we’re only interested in even characters, but the idea of the proof is
the following. First it is possible to prove that

∏
χ mod Q L(s, χ) doesn’t have a zero at s = 1.

As the trivial character χ0 is the only character where L(s, χ0) has a pole at s = 1, it is not
possible that there are two characters modulo Q with L(s, χ) having a zero at s = 1. Now if χ is
odd, then L(s, χ) cannot have a zero at s = 1, as otherwise you indeed have two such characters,
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namely χ and χ. Hence for odd χ L(s, χ) does not have a zero at s = 1, [23, Thm. 4.5]. Now
we have the functional equation relating L(s, χ) and L(1− s, χ), [23, Thm. 9.24A]. From this it
follows that if χ is odd, then L(s, χ) does not have a zero at s = 0, so L(s, χ) does not have a
zero at s = 0. Therefore L(u, χ) does not have a zero at u = 1.

Definition 5.8. Let χ be a primitive character modulo Q. Define

λχ =

{
1 if χ is even,
0 if χ is odd.

Now define the completed L-function of χ by

L∗(u, χ) = (1− λχu)−1L(u, χ).

By the above it follows that for primitive χ the completed L-function is a polynomial of degree
N = deg(Q)− 1− λχ. By the generalized Riemann hypothesis we can write

L∗(u, χ) =

N∏
j=1

(1− αj(χ)u) with |αj(χ)| = √q.

Now write
αj(χ) =

√
qeiθj

with each θj some angle in [0, 2π[.

Definition 5.9. Given a primitive character χ, define the unitarized Frobenius matrix Θχ as

Θχ =


eiθ1 0 . . . 0
0 eiθ2 . . . 0
...

...
. . .

...
0 0 . . . eiθN

 ∈ U(N).

The conjugacy class of unitary matrices of Θχ in U(N) is called the unitarized Frobenius class
of χ.

With this definition, it holds that

L∗(u, χ) = det(In −
√
quΘχ). (5.3)

Moreover

M(n, χΛ) = −
deg(Q)−1∑
j=1

αj(χ)n = −q n2 Tr(Θn
χ)− λχ. (5.4)

Both relations are important for our later work in calculating the variance of functions in short
intervals.

5.4 A theorem by Katz

In this section we introduce an important theorem, proven by Katz in [16]. This theorem is
actually the link between the random matrix theory and the number theory in Fq[T ] in the proof
of theorem 1.1 and 1.2. We will not prove this theorem, as this is extremely difficult.
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Theorem 5.10. Fix n ≥ 4. Working in Fq[T ] and given a primitive character χ modulo Tn+1,
denote its unitarized Frobenius conjugacy class by Θχ,q. In any sequence of finite fields Fqi [T ],
not necessarily of the same characteristic, with qi increasing to ∞, the collection of conjugacy
classes

{Θχ,q}χ even, primitive

becomes equidistributed in PU(n− 1).
For n = 3 the same result holds, as long as no Fqi [T ] has characteristic 2 or 5.

‘Equidistributed’ means that the proportion of the collection of conjugacy classes lying in some
subset in PU(n−1) is proportional to the measure of that subset. Hence what this theorem tells
us, is that if we have a function f : PU(n− 1)→ C, then

lim
q→∞

E
χ mod Tn+1

χ even, primitive

[f(Θχ,q)] = E
g∈PU(n−1)

[f(g)] .

Here PU(N) is the projective unitary group. It is given by the quotient of the unitary group
U(N) by right multiplication of it center. Since the elements of the center of U(N) are just
equal to eiθIN , we see that elements in PU(N) correspond to the equivalence classes of unitary
matrices modulo multiplication by some phase eiθ. Now the Haar measure of PU(N) is the same
as the Haar measure on U(N), as PU(N) is defined as U(N), modulo the multiplication by some
rotation. If the function f does not change by this phase transition, then we know that

lim
q→∞

E
χ mod Tn+1

χ even, primitive

[f(Θχ,q)] = E
g∈U(n−1)

[f(g)],

for which we can apply the Weyl Integration formula 3.5 (if f is also a class function). For
example, the function f(g) = |(Tr(g)|2 does not change by the phase transition, for if a matrix
g has eigenvalues λ1, . . . , λN , then

∣∣Tr
(
(eiθg)k

)∣∣2 =

∣∣∣∣∣∣
N∑
j=1

(eiθλj)
k

∣∣∣∣∣∣
2

=
∣∣eikθ∣∣2

∣∣∣∣∣∣
N∑
j=1

λkj

∣∣∣∣∣∣
2

=
∣∣Tr(gk)

∣∣2 .
Hence

Corollary 5.11. Let k ≥ 1, n ≥ 3. Then

lim
q→∞

E
χ mod Tn+1

χ even, primitive

[∣∣(Tr(Θk
χ,q)
∣∣2] = min(n− 1, k).

Proof. Applying theorem 5.10 to f(g) = |Tr(g)|2, we see that

lim
q→∞

E
χ mod Tn+1

χ even, primitive

[∣∣(Tr(Θk
χ,q)
∣∣2] = E

g∈U(n−1)

[∣∣(Tr(gk)
∣∣2] .

Using that k ≥ 1, we see by theorem 3.7 that this equals min(n− 1, k).



Chapter 6

The variance of functions in short
intervals in Fq[T ]

In the first two sections of this chapter we will follow the definitions and proofs of Keating and
Rudnick in [19], where they set up a general theory in calculating the variance. The theorems we
prove here are also needed in chapter 7, where we study the variance of the Euler totient function
in Fq[T ]. In the rest of this chapter we will apply these theorems to calculate the variance of the
Von Mangoldt function Λ, as Keating and Rudnick did in their (earlier) paper [20].

6.1 Two transformations of functions

Definition 6.1. Define the following transformation of functions

(.)∗ : Fq[T ]→ Fq[T ],

f∗ = T deg(f)f

(
1

T

)
.

That is, if f(T ) =
∑n
k=0 akT

k with an 6= 0, so deg(f) = n, then f∗(T ) =
∑n
k=0 an−kT

k. Later
on in the proof we will work with Dirichlet characters modulo Tm with m ≥ 1. Note that

gcd(f, Tm) = 1 ⇔ a0 6= 0 ⇔ f∗∗ = f.

Furthermore we have some useful statements concerning this transformation.

Lemma 6.2. If f, g ∈ Fq[T ], then (fg)∗ = f∗g∗.

Proof. Write f =
∑n
k=0 akT

k with n = deg(f) and g =
∑m
l=0 blT

l with m = deg(g). Then

fg =

n+m∑
j=0

∑
k+l=j

akblT
j ,

so

(fg)∗ =

n+m∑
j=0

∑
k+l=m+n−j

akblT
j .

53
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Now f∗ =
∑n
k=0 an−kT

k and g∗ =
∑m
l=0 bm−lT

l, so

f∗g∗ =

n+m∑
j=0

∑
k+l=j

an−kbm−lT
j =

n+m∑
j=0

∑
k′+l′=n+m−j

ak′bl′T
j .

Corollary 6.3. Suppose that f ∈ Fq[T ] is a polynomial with f(0) 6= 0. Then f∗ is irreducible if
and only if f is irreducible.

Proof. Let f be a polynomial with f(0) 6= 0. Since f∗∗ = f , it is sufficient to prove only one
implication. We prove that irreducibility of f∗ implies irreducibility of f . Suppose that f∗ is
irreducible, while f is not. Then we can write f = gh with deg(g),deg(h) > 0. Since f(0) 6= 0,
also g(0) 6= 0 and h(0) 6= 0, so deg(g∗),deg(h∗) > 0. Now f∗ = g∗h∗ by lemma 6.2, so f∗ is not
irreducible. We conclude that the corollary holds.

We however need another transformation of functions. The fact that whether (.)∗ is an involution
or not depends on f(0), is not desirable.

Definition 6.4. For each n ≥ 1, define a transformation of functions of degree less than or
equal to n, by:

θn : P≤n → P≤n,

θn(f) = Tnf

(
1

T

)
So for any function f = anT

n + · · ·+ a1T + a0 ∈ P≤n, (where an is allowed to be zero), we have
that θn(f) = a0T

n+ · · ·+an−1T +an. Note that θn is indeed an involution of functions for each
n, (that is θn(θn(f)) = f). It is hence a bijection. The following lemma is one of the crucial
lemmas in our calculation of the variance, as it allows us to transform a short interval into an
arithmetic progression, (for which we can use characters). It is proven by Keating and Rudnick
in [19]. Recall that I(A;h) = {f ∈ Fq[T ] : |f −A| ≤ qh}.

Lemma 6.5. Let h ≤ n− 2 and B ∈ Pn−h−1. Then θn maps I(Th+1B;h) bijectively to the set
{g ∈ P≤n : g ≡ θn−h−1(B) mod Tn−h}. Furthermore the only functions in I(Th+1B;h) that are
mapped to functions of degree n by θn are the functions f with f(0) 6= 0.

Proof. The last statement of this lemma follows trivially from the definition of θn. Now fix
h ≤ n− 2 and let B ∈Mn−h−1. Write

B = bn−h−1T
n−h−1 + bn−h−2T

n−h−2 + · · ·+ b1T + b0.

Then we can write for each f ∈ I(Th+1B;h):

f = bn−h−1T
n + bn−h−2T

n−1 + · · ·+ b1T
h+2 + b0T

h+1 + ahT
h + ah−1T

h−1 + · · ·+ a1T + a0.

By definition of θn, we know that

θn(f) = a0T
n + a1T

n−1 + · · ·+ ahT
n−h + b0T

n−h−1 + b1T
n−h−2 + · · ·+ bn−h−2T + bn−h−1.

We see that θn(f) lies in the set {g ∈ P≤n : g ≡ θn−h−1(B) mod Tn−h}. Now I(Th+1B;h)
consists of qh+1 elements, as we have q choices for each of the coefficients of T i for all 0 ≤ i ≤ h.
The set {g ∈ P≤n : g ≡ θn−h−1(B) mod Tn−h} also contains qh+1 elements, as we have q choices
for each of the coefficients of T i for all n−h ≤ i ≤ n. Since θn is a bijection on P≤n, we conclude
that it maps I(Th+1B;h) bijectively to the set {g ∈ P≤n : g ≡ θn−h−1(B) mod Tn−h}.
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6.2 A general theorem on the variance in short intervals

We are now ready to look at short intervals. In this section we prove a general theorem for the
variance in short intervals for a function

∑
f∈I(A;h) α(f), where α : Fq[T ]→ C is function holding

some desired properties. Recall the following notation.

Notation 6.6.

• The average of α over monic polynomials of degree n:

〈α〉n =
1

qn

∑
f∈Mn

α(f).

• The sum of α over a short interval I(A;h), where A ∈Mn, 0 ≤ h ≤ n− 2:

Nα(A;h) =
∑

f∈I(A;h)

α(f).

• The average of Nα(A;h) over all monic polynomials A of degree n:

〈Nα(•;h)〉n =
1

qn

∑
A∈Mn

Nα(A;h).

• The variance of Nα(A;h) over all monic polynomials A of degree n:

VarnNα(•;h) =
1

qn

∑
A∈Mn

|Nα(A;h)− 〈Nα(•;h)〉n|
2
.

Lemma 6.7.
〈Nα(•;h)〉n = qh+1〈α〉n.

Proof. Note that we have the partition Mn = ∪B∈Mn−h−1
I(Th+1B, h) for each 0 ≤ h ≤ n − 2.

This follows from the fact that for each f ∈ Mn, there exists exactly one B ∈ Mn−h−1, such
that |f − Tn−hB| ≤ qh, (namely the B s.t. the first n− h coefficients of Th+1B and f coincide).
Furthermore if B lies in I(A, h), then I(A, h) = I(B, h). Hence

〈Nα(•;h)〉n =
1

qn

∑
A∈Mn

∑
f∈I(A;h)

α(f) =
1

qn

∑
B∈Mn−h−1

∑
A∈I(Th+1B,h)

∑
f∈I(A;h)

α(f)

=
1

qn

∑
B∈Mn−h−1

∑
A∈I(Th+1B,h)

∑
f∈I(Th+1B,h)

α(f)

=
qh+1

qn

∑
B∈Mn−h−1

∑
f∈I(Th+1B,h)

α(f)

=
qh+1

qn

∑
f∈Mn

α(f) = qh+1〈α〉n.

Notation 6.8. We say that α has property (∗), if
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• α is even. This is the case when α(f) = α(cf) for all c ∈ F×q and f ∈ Fq[T ].

• α is multiplicative: for all coprime f, g ∈ Fq[T ], we have α(fg) = α(f)α(g).

• α(f) = α(f∗) for all f with f(0) 6= 0.

Lemma 6.9. Let α : Fq[T ] → C be a function with property (∗). Then for all 0 ≤ h ≤ n − 2,
B ∈Mn−h−1, we have

Nα(Th+1B;h) = 〈Nα(•;h)〉n +
1

ϕev(Tn−h)

n∑
m=0

α(Tn−m)
∑

χ mod Tn−h

χ 6=χ0 even

χ(θn−h−1(B))M(m;αχ),

where
M(n;αχ) =

∑
f∈Mn

α(f)χ(f).

Proof. We can write each f ∈ Mn uniquely as f = Tn−mf1, with 0 ≤ m ≤ n and f1 ∈ Mm s.t.
f1(0) 6= 0. Now by construction θn(f) = θm(f1) = f∗1 . Hence

Nα(Th+1B;h) =
∑

f∈I(Th+1B;h)

α(f)

=

n∑
m=0

∑
f1∈Mm

f1(0) 6=0

Tn−mf1∈I(Th+1B;h)

α(Tn−mf1)

(a)
=

n∑
m=0

α(Tn−m)
∑

f1∈Mm

f1(0) 6=0

Tn−mf1∈I(Th+1B;h)

α(f1).

At (a) we used the fact that α is multiplicative. Now if we fix m and let f1 run over Mm s.t.
Tn−mf1 ∈ I(Th+1B;h), then we know by lemma 6.5 that θn(f) = θm(f1) runs exactly over all
polynomials g ∈ Pm s.t. g ≡ θn−h−1(B) mod Tn−h. Since α(f1) = α(f∗1 ) = α(θm(f1)), we know
that

Nα(Th+1B;h) =

n∑
m=0

α(Tn−m)
∑
g∈Pm

g≡θn−h−1(B) mod Tn−h

α(g).

Now by orthogonality relation (5.1), we know that∑
g∈Pm

g≡θn−h−1(B) mod Tn−h

α(g) =
1

ϕ(Tn−h)

∑
χ mod Tn−h

χ(θn−h−1(B))
∑
g∈Pm

χ(g)α(g).

This last sum is now given by∑
g∈Pm

χ(g)α(g) =
∑

f∈Mm

∑
c∈F×q

χ(cf)α(cf)
(b)
=

∑
f∈Mm

χ(f)α(f)
∑
c∈F×q

χ(c)

=

{
(q − 1)M(m;αχ) if χ is even,
0 if χ is odd.
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At (b) we used that α is even. As ϕev(Tn−h) = ϕ(Tn−h)
q−1 , we find that

∑
g∈Pm

g≡θn−h−1(B) mod Tn−h

α(g) =
1

ϕev(Tn−h)

∑
χ mod Tn−h

χ even

χ(θn−h−1(B))M(m;αχ).

Hence

Nα(Th+1B;h) =
1

ϕev(Tn−h)

n∑
m=0

α(Tn−m)
∑

χ mod Tn−h
χ even

χ(θn−h−1(B))M(m;αχ).

Finally we calculate the contribution of the trivial character, which we will show to be

〈Nα(•;h)〉n. Since 1
ϕev(Tn−h)

= q−1
ϕ(Tn−h)

= qh+1

qn , the trivial character χ0 contributes:

1

ϕev(Tn−h)

n∑
m=0

α(Tn−m)χ0(θn−h−1(B))
∑

f∈Mm

α(f)χ0(f)

=
qh+1

qn

n∑
m=0

∑
f∈Mm

f(0)6=0

α(Tn−m)α(f) =
qh+1

qn

∑
f∈Mn

α(f)
(lemma 6.7)

= 〈Nα(•;h)〉n .

We conclude that

Nα(Th+1B;h) = 〈Nα(•;h)〉n +
1

ϕev(Tn−h)

n∑
m=0

α(Tn−m)
∑

χ mod Tn−h

χ 6=χ0 even

χ(θn−h−1(B))M(m;αχ).

This gives rise to the following theorem:

Theorem 6.10. Let α : Fq[T ]→ C be a function with property (∗). For 0 ≤ h ≤ n− 2, we have

VarnNα(•;h) =
1

ϕev(Tn−h)2

∑
χ mod Tn−h

χ 6=χ0 even

n∑
m1,m2=0

α(Tn−m1)α(Tn−m2)M(m1;αχ)M(m2;αχ).

Proof. By the same reasoning as in the proof of lemma 6.7, we see that

VarnNα(•;h) =
1

qn

∑
A∈Mn

|Nα(A;h)− 〈Nα(•;h)〉n|
2

=
qh+1

qn

∑
B∈Mn−h−1

∣∣Nα(Th+1B;h)− 〈Nα(•;h)〉n
∣∣2 .

Now we apply lemma 6.9 to see that this equals

1

ϕev(Tn−h)2

∑
χ1,χ2 mod Tn−h

χ1,χ2 6=χ0 even

n∑
m1,m2=0

α(Tn−m1)α(Tn−m2)M(m1;αχ1)M(m2;αχ2)
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· 1

qn−h−1

∑
B∈Mn−h−1

χ1(θn−h−1(B))χ2(θn−h−1(B)).

Now asB ranges overMn−h−1, θn−h−1(B) ranges over all polynomials {g ∈ P≤n−h−1 | g(0) = 1}.
Hence for this last factor, we see that∑

B∈Mn−h−1

χ1(θn−h−1(B))χ2(θn−h−1(B)) =
∑

C∈P≤n−h−1

C(0)=1

χ1(C)χ2(C)

=
∑

C mod Tn−h

C(0)=1

χ1(C)χ2(C)

(lemma 5.4)
= δχ1χ2q

n−h−1.

Substituting this in the expression above, we find the statement of the theorem.

6.3 Calculating the variance of
∑

Λ(f)

In this section we look at the von Mangoldt function, as Keating and Rudnick do in [20]. Recall
that it is given by

Λ : Fq[T ]→ C,

Λ(f) =

{
deg(P ) if f = cP k,
0 otherwise.

Lemma 6.11. Let f ∈ Fq[T ], coprime to Tm. Then Λ(f) = Λ(f∗).

Proof. First suppose that f = cP k with c ∈ F×q and P irreducible. Then P (0) 6= 0, as f(0) 6= 0, so

P ∗ is irreducible by corollary 6.3. As f∗ = c(P ∗)k by lemma 6.2, we conclude that Λ(f) = Λ(f∗).
Furthermore if f = gh with g, h coprime and deg(g),deg(h) > 0, then g(0) 6= 0, h(0) 6= 0, so
f∗ = g∗h∗ with g∗, h∗ coprime and deg(g∗),deg(h∗) > 0. In that case Λ(f∗) = 0 = Λ(f).

If you want to calculate the variance of
∑
α for α hoving property (∗), such as the Möbius

function µ, the divisor function σ0 or the Euler totient function ϕ, this is just a matter of
applying theorem 6.10 and estimating M(m;αχ). This last bit can be quite challenging, as you
can see in the next chapter. The von Mangoldt function Λ however does not have property (∗).
It is even, but it is not multiplicative. We first need to work around this problem. Fortunately,
an even stronger property holds. If f, g are coprime, then Λ(fg) = 0. In the proof of lemma
6.9, we used the multiplicativity at two points. First to split the sum over f into a sum over
Tn−m and over a sum f1 with f1(0) 6= 0. Later we used multiplicativity to put this sum back
together. With the van Mangoldt function, we don’t need to split these sums, as f = Tn−mf1

with f1(0) 6= 0, m < n, implies that Λ(f) = 0, except when f = Tn. This case is however
negligible. Note that by theorem 5.1 and lemma 6.7 we have

〈NΛ(•;h)〉n = qh+1.

Now Λ(Tn) = 1 has no influence on the variance, as q →∞. It is easier for us to discard it right
away and consider

N ∗Λ(A;h) =
∑

f∈I(A;h)
f(0) 6=0

Λ(f).
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This enables us to reason in exactly the same way as in lemma 6.9 and theorem 6.10 to see that

N ∗Λ(Th+1B;h) =
∑

f1∈Mn

f1(0) 6=0

f1∈I(Th+1B;h)

Λ(f1)

for any B ∈Mn−h−1, 0 ≤ h ≤ n− 2. We also find

VarnN ∗Λ(•;h) =
1

ϕev(Tn−h)2

∑
χ mod Tn−h

χ 6=χ0 even

|M(n; Λχ)|2 .

We now see that it is useful to have some estimations on M(n; Λχ). In general after applying
theorem 6.10 for some α, you want some estimates on M(m;αχ) for all 0 ≤ m ≤ n. You get
these estimations by expressing M(m;αχ) as a function of the zeroes of L(u, χ) and applying
the Riemann hypothesis for finite fields (from which it follows that the zeroes have absolute

value at most q
1
2 ). In this case we have already done that, by deriving relation (5.4). There

are qn−h−1 even characters modulo Tn−h. Of these qn−h−1 even characters only O(qn−h−2) are
non-primitive (as q → ∞). By the Riemann Hypothesis M(n; Λχ) = O(nqn/2), so the non-
primitive terms only contribute a factor 1

q2(n−h−1)O(qn−h−2)O(n2qn) = O(n2qh) to the equation

above. Furthermore for primitive, even characters we derived thatM(n; Λχ) = −q n2 Tr(Θn
χ)−λχ.

Hence for these characters

|M(n; Λχ)|2 = qn
∣∣Tr(Θn

χ)
∣∣2 +O

(
(n− h)q

n
2

)
.

It then follows that

VarnN ∗Λ(•;h) = qh+1

 1

qn−h−1

∑
χ mod Tn−h

χ even, primitive

∣∣Tr(Θn
χ)
∣∣2 +O

(
n2

q
1
2

+
n2

q
+
n− h
qn/2

) ,

where the implied constant depends only on n.
Finally proving theorem 1.1 is now rather straight forward.

Theorem 6.12 (Restatement of theorem 1.1).
Let 0 < h < n− 3. As q →∞, we have that

VarnNΛ(•;h) ∼ qh+1(n− h− 2).

Proof. There are qn−h−1(1− 1
q ) even primitive characters modulo Tn−h, so the expectation value

of
∣∣Tr(Θn

χ)
∣∣2 is given by

E
χ mod Tn−h

χ even, primitive

[∣∣Tr(Θn
χ)
∣∣2] =

1

qn−h−1(1− 1
q )

∑
χ mod Tn−h

χ even, primitive

∣∣Tr(Θn
χ)
∣∣2 .

By corollary 5.11, we know that

E
χ mod Tn−h

χ even, primitive

[∣∣Tr(Θn
χ)
∣∣2] = min(n, n− h− 2) = n− h− 2.
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We conclude that as q →∞

VarnN ∗Λ(•;h) = qh+1

 1

qn−h−1

∑
χ mod Tn−h

χ even, primitive

∣∣Tr(Θn
χ)
∣∣2 +O

(
n2

q
1
2

+
n2

q
+
n− h
qn/2

)

= qh+1

(1− 1

q

)
E

χ mod Tn−h

χ even, primitive

[∣∣Tr(Θn
χ)
∣∣2]+O

(
n2

q
1
2

+
n2

q
+
n− h
qn/2

)
∼ qh+1(n− h− 2)

As the term f = TN in
∑
f∈I(A;h) Λ(f) was negligible, we also conclude that

VarnNΛ(•;h) ∼ qh+1(n− h− 2).



Chapter 7

The Euler totient function over
Fq[T ]

7.1 The average of ϕ(f)
|f |

Now we will look at the Euler function over Fq[T ]. In the first section we will look at the avarage

of ϕ(f)
|f | . You would expect to find analogous results to those in section 2.6. It turns out this

is indeed the case. In the second section of this chapter we calculate the variance of the Euler
totient function in short intervals, applying theorem 6.10 to α = ϕ.

Definition 7.1. Define

ϕ : Fq[T ]→ Z,

f 7→ # (Fq[T ]/(f))
×
.

That is, ϕ(f) is the number of polynomials with degree strictly smaller than the degree of f ,
coprime to f . We first note a few properties of ϕ, which are actually the exact analogues of the
properties in lemma 2.33.

Lemma 7.2. For all f ∈ Fq[T ], f 6= 0, the following statements hold:

1. |f | =
∑

g|f,
g monic

ϕ(g).

2. ϕ = I1 ∗ µ, where I1 is the arithmetic function given by I1(f) = |f |.

3.

ϕ(f) = |f |
∏
P |f

monic,
irreducible

(
1− 1

|P |

)
.

Proof. The proof is exactly the same as that of lemma 2.33.

1. Let g be a monic divisor of f . Denote

Vg = {h ∈ Fq[T ]| deg(h) < deg(f), gcd(f, h) = g}.
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By dividing every element of Vg by g, you see that #Vg = ϕ
(
f
g

)
. Now for every h in

(Fq[T ]/(f)), there is exactly one monic g, such that h ∈ Vg, so (Fq[T ]/(f)) = ∪ g|f
g monic

Vg,

(as sets). Hence

|f | = # (Fq[T ]/(f)) =
∑
g|f

g monic

#Vg =
∑
g|f

g monic

ϕ

(
f

g

)
=

∑
g|f,

g monic

ϕ(g).

2. We know that I1 = ϕ ∗ E, so using Möbius inversion for Fq[T ], we see that ϕ = I1 ∗ µ.

3. By 2. ϕ is a multiplicative function, so it is sufficient to calculate ϕ(P k) for all monic
irreducibles P . Now

ϕ(P k) =

k∑
l=0

µ
(
P l
)
I1
(
P k−l

)
=
∣∣P k∣∣− ∣∣P k−1

∣∣ = |P |k − |P |k−1
=
∣∣P k∣∣ (1− 1

|P |

)
.

The statement follows.

Note that ϕ(f) = |f |
∏

P |f
monic,

irreducible

(
1− 1

|P |

)
= qn

∏
P |f

monic,
irreducible

(
1− 1

|P |

)
, if f has degree n. We are

of course interested in the average of ϕ(f)
qn . Analogous to theorem 2.35, one might expect that

this average will be 1
ζq(2) in the large n-limit. It turns out an even stronger result holds.

Theorem 7.3. For all n ≥ 1, we have

1

qn

∑
f∈Mn

ϕ(f)

qn
=

1

ζq(2)
.

Proof. We compute the generating function of
∑
f∈Mn

ϕ(f):

∑
n≥0

 ∑
f∈Mn

ϕ(f)

un =
∑

f monic

ϕ(f)udeg(f)

(lemma 7.2.2)
=

∑
f monic

∑
g|f,

g monic

|g| µ
(
f

g

)
udeg(f)

=
∑

g monic

∑
h monic

qdeg(g)µ(h)udeg(g)+deg(h)

=

 ∑
g monic

(qu)deg(g)

( ∑
h monic

µ(h)udeg(h)

)

=
Zq(qu)

Zq(u)

(a)
=

1− qu
1− q2u

= (1− qu)
∑
n≥0

(q2u)n

=
∑
n≥0

q2nun −
∑
n≥0

q2n+1un+1

= 1 +
∑
n≥1

q2n

(
1− 1

q

)
un.
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Here we applied that Z(u) = 1
1−qu , which we have seen in the proof of theorem 5.1. We conclude

that for n ≥ 1, we have
1

qn

∑
f∈Mn

ϕ(f)

qn
=

(
1− 1

q

)
=

1

ζq(2)
,

as ζq(s) = 1
1−q1−s .

Corollary 7.4. Let n ≥ h ≥ 1. Then

〈Nϕ(f)
|f|

(•;h)〉n =
qh+1

ζq(2)
.

Proof. This follows directly from theorem 7.3 and lemma 6.7.

Note that this corollary is the direct analogue of theorem 2.36

7.2 The variance of
∑ϕ(f)

|f | in short intervals

In this section we calculate the variance of
∑ ϕ(f)

|f | in short intervals. First note that it is sufficient

to calculate the variance of Nϕ in short intervals, as we have that

VarnNϕ(f)
|f|

(•;h) =
1

qn

∑
A∈Mn

∣∣∣∣Nϕ(f)
|f|

(A;h)− 〈Nϕ(f)
|f|

(•;h)〉n
∣∣∣∣2

=
1

qn

∑
A∈Mn

∣∣∣∣∣∣
∑

f∈I(A;h)

ϕ(f)

qn
− 1

qn

∑
B∈Mn

∑
f∈I(B;h)

ϕ(f)

qn

∣∣∣∣∣∣
2

=
1

q3n

∑
A∈Mn

∣∣∣∣∣∣
∑

f∈I(A;h)

ϕ(f)− 1

qn

∑
B∈Mn

∑
f∈I(B;h)

ϕ(f)

∣∣∣∣∣∣
2

=
1

q2n
VarnNϕ(•;h)

We will hence calculate VarnNϕ(f)
|f|

(•;h) by calculating VarnNϕ(•;h). We do this by applying

theorem 6.10 to α = ϕ. We first prove that ϕ has property (∗).

Lemma 7.5. Let f ∈ Fq[T ], s.t. f(0) 6= 0. Then ϕ(f) = ϕ(f∗).

Proof. Fix f ∈ Fq[T ] with f(0) 6= 0 and suppose that f factors into irreducible polynomials as

f = P k11 . . . P knn . By lemma 6.2 f∗ = (P ∗1 )k1 . . . (P ∗n)kn . Since f(0) 6= 0, we know that Pi(0) 6= 0
for all i. Hence by corollary 6.3 we know that the P ∗i are again irreducible. Furthermore we
know that deg(f) = deg(f∗), as f(0) 6= 0. Applying lemma 7.2.3, we conclude that

ϕ(f∗) = |f∗|
∏
P |f∗

monic,
irreducible

(
1− 1

|P |

)
= |f∗|

n∏
i=1

(
1− 1

|P ∗i |

)
= |f |

n∏
i=1

(
1− 1

|Pi|

)
= ϕ(f).
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In the proof of lemma 7.2 we saw that ϕ is multiplicative and from the definition it follows
that ϕ is even, so we conclude that ϕ has property (∗). Applying theorem 6.10 and using that
ϕ(Tm) = (q − 1)qm−1, we see that for 0 ≤ h ≤ n− 2

VarnNϕ(•;h) =
1

ϕev(Tn−h)2

∑
χ mod Tn−h

χ 6=χ0 even

n∑
m1,m2=0

(q−1)2q2n−m1−m2−2M(m1;ϕχ)M(m2;ϕχ).

(7.1)

We need to find a relation between M(m;ϕχ) =
∑
f∈Mm

ϕ(f)χ(f) and the zeroes of L(u, χ),
before we can estimate the terms in the sum. Let χ be an even character. We will first
assume that χ is also primitive and later adapt this proof in the case that χ is not prim-
itive. Recall from section 5.3 that we have defined the L-function associated to a charac-
ter χ by L(u, χ) =

∑
f monic χ(f)udeg(f). Furthermore we have seen that for even characters

L(u, χ) = (1 − u)L∗(u, χ). Here L∗(u, χ) is the completed L-function of χ. It is a finite poly-
nomial in u of degree at most N = degQ − 2 = n − h − 2. Moreover if χ is primitive it
has exactly degree N . Hence we can write L∗(u, χ) =

∏N
j=1(1 − αj(χ)u). By the Riemann

Hypothesis, we know that |αj(χ)| =
√
q for each j. Therefore we have the (final) expression

L∗(u, χ) = det(IN −
√
quΘχ), where Θχ ∈ U(N) is the unitarized Frobenius matrix of χ. We

have the following lemma.

Lemma 7.6. Let χ be a primitive even character mod Tn−h. M(m;ϕχ) is a polynomial in

q
1
2 of degree 3m if m ≤ N . If m ≥ N + 1, then M(m;ϕχ) is a polynomial in q

1
2 of degree

m+ 2N + 1.

Proof. We first compute the generating function of M(m;ϕχ):

∑
m≥0

M(m;ϕχ)um =
∑
m≥0

 ∑
f∈Mm

ϕ(f)χ(f)

um

=
∑

f monic

ϕ(f)χ(f)udeg(f)

(lemma 7.2.2)
=

∑
f monic

∑
g|f,

g monic

|g| µ
(
f

g

)
χ(g · f

g
)udeg(f)

=
∑

g monic

∑
h monic

qdeg(g)µ(h)χ(g)χ(h)udeg(g)+deg(h)

=

 ∑
g monic

χ(g)(qu)deg(g)

( ∑
h monic

χ(h)µ(h)udeg(h)

)
=
L(qu, χ)

L(u, χ)
.

Denote by λj(M) the coefficient of xj in the expression det(IN −xM). In particular λ0(M) = 1,
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λ1(M) = −Tr M and λN (M) = (−1)N det(M). We see that

L(qu, χ) = (1− qu) det(IN − uq
3
2 Θχ) = (1− qu)

N∑
j=0

λj(Θχ)q
3j
2 uj

=

N∑
j=0

λj(Θχ)q
3j
2 uj −

N∑
j=0

λj(Θχ)q
3j+2

2 uj+1

=

N∑
j=0

λj(Θχ)q
3j
2 uj −

N+1∑
j=1

λj−1(Θχ)q
3j−1

2 uj

=

N+1∑
j=0

(
λj(Θχ)− λj−1(Θχ)q−

1
2

)
q

3j
2 uj ,

where we have defined λ−1(Θχ) = 0 = λN+1(Θχ). To express 1
L(u,χ) , we use corollary 4.8, which

says that
1

det(IN − xM)
=
∑
k≥0

Tr SymkM xk.

Then

1

L(u, χ)
=

1

(1− u) det(IN − uq
1
2 Θχ)

=
∑
l≥0

ul
∑
k≥0

q
k
2 Tr SymkΘχ u

k.

We hence find that

∑
m≥0

M(m;ϕχ)um =
∑
l≥0

N∑
j=0

∑
k≥0

(
λj(Θχ)− λj−1(Θχ)q−

1
2

)
Tr SymkΘχq

3j+k
2 uj+k+l

=
∑
m≥0

∑
j+k≤m

0≤j≤N+1
k≥0

(
λj(Θχ)− λj−1(Θχ)q−

1
2

)
Tr SymkΘχq

3j+k
2 um.

Defining
Aj,k(χ) := λj(Θχ)Tr SymkΘχ,

we conclude that

M(m;ϕχ) =
∑

j+k≤m
0≤j≤N+1

k≥0

Aj,k(χ)q
3j+k

2 −Aj−1,k(χ)q
3j+k−1

2 . (7.2)

To estimate this, we want to know the maximum q-dependency. That is, we want to know the
term with the largest exponent, such that the corresponding coefficient is non-zero. Looking
at the exponent 3j+k

2 , it is clear that this is maximal when you first choose j maximal, and
then k maximal. When m ≤ N , this means that j = m and k = 0. Note that in this case
Aj,k(χ) = Am,0(χ) = λm(Θχ). In general this is non-zero. When m ≥ N + 1, this means
that j = N + 1 and k = m − (N + 1). This however gives us a problem, as in this case
Aj,k(χ) = AN+1,m−(N+1)(χ) = 0, as λN+1(Θχ) = 0. The next possibility for a maximum q
dependency is given by the same choice of j and k, when we look at the other term in the sum,
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which is Aj−1,k(χ)q
3j+k−1

2 . For this term Aj−1,k(χ) = AN,m−(N+1)(χ), which is not zero in
general. Now 3j + k − 1 = 3(N + 1) + m − (N + 1) − 1 = m + 2N + 1. We hence find that

M(m;ϕχ) is a polynomial in q
1
2 of degree 3m if m ≤ N . If m ≥ N + 1, then M(m;ϕχ) is a

polynomial in q
1
2 of degree m+ 2N + 1.

We now want substitute this into relation (7.1), to estimate the maximum q-dependency of the
variance, but this is not as easy as it looks, as it turns out there is a lot of cancellation of terms.
Let us first consider M(m,ϕχ). By lemma 7.6, we know that we can write this as follows.

Definition 7.7. For m ≤ N , define the coefficients xl(m) with 0 ≤ l ≤ 3m, s.t.

M(m,ϕχ) =
∑

0≤l≤3m

xl(m)q
3m−l

2 = x0(m)q
3m
2 + x1(m)q

3m−1
2 + · · ·+ x3m(m)

For m ≥ N + 1, define the coefficients yl(m) with 0 ≤ l ≤ m+ 2N + 1, s.t.

M(m,ϕχ) =
∑

0≤l≤m+2N+1

yl(m)q
m+2N+1−l

2 = y0(m)q
m+2N+1

2 + y1(m)q
m+2N

2 + · · ·+ ym+2N+1(m)

Furthermore we generalize our definition of Aj,k(χ), for some notational convenience.

Definition 7.8. Define

Aj,k(χ) =

{
λj(Θχ)Tr SymkΘχ if 0 ≤ j ≤ N, 0 ≤ k
0 otherwise

We will often abbreviate this to Aj,k. Just remember that Aj,k still depends on χ. From relation
(7.2) it follows that for m ≤ N

xl(m) =
∑

3j+k=3m−l
j+k≤m

Aj,k −
∑

3j+k−1=3m−l
j+k≤m

Aj−1,k =
∑

3j+k=3m−l
j+k≤m

Aj,k −
∑

3j+k=3m−l−2
j+k≤m−1

Aj,k. (7.3)

Using the same reasoning for m ≥ N + 1, we also see that

yl(m) =
∑

3j+k=m+2N+1−l
j+k≤m

Aj,k −
∑

3j+k=m+2N−1−l
j+k≤m−1

Aj,k. (7.4)

Notice that these are finite sums by our definition of Aj,k, so we don’t need to worry about
convergence. We now prove some useful lemmas about the coefficients xl and yl.

Lemma 7.9. Fix m ≤ N and l ≤ 3m, and suppose L ≤ min(m, l). Then

L∑
i=0

xl−i(m− i) =
∑

3j+k=3m−l
j+k≤m

Aj,k −
∑

3j+k=3m−l−2−2L
j+k≤m−1−L

Aj,k.

Furthermore if L = min(l,m), then this last term is zero, so

L∑
i=0

xl−i(m− i) =
∑

3j+k=3m−l
j+k≤m

Aj,k.
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Proof. The first equality follows directly from (7.3).

L∑
i=0

xl−i(m− i) =

L∑
i=0

 ∑
3j+k=3m−l−2i
j+k≤m−i

Aj,k −
∑

3j+k=3m−l−2−2i
j+k≤m−1−i

Aj,k


=

L∑
i=0

∑
3j+k=3m−l−2i
j+k≤m−i

Aj,k −
L∑
i=0

∑
3j+k=3m−l−2−2i
j+k≤m−1−i

Aj,k

=

L∑
i=0

∑
3j+k=3m−l−2i
j+k≤m−i

Aj,k −
L+1∑
i=1

∑
3j+k=3m−l−2i
j+k≤m−i

Aj,k

=
∑

3j+k=3m−l
j+k≤m

Aj,k −
∑

3j+k=3m−l−2−2L
j+k≤m−1−L

Aj,k.

Furthermore if L = min(m, l), then either m = L or l = L. In the first case m−L−1 = −1, so if
j + k ≤ m−L− 1, then one of j, k is negative and Aj,k = 0. In the last case the last summation
becomes ∑

3j+k=3m−3l−2
j+k≤m−l−1

Aj,k.

Now j + k ≤ m − l − 1 implies that j is at most m − l − 1 or k would be negative. Now the
largest 3j + k can become for non-negative k and j is 3m− 3l− 3. Hence this summation is also
zero.

For y we prove almost the same cancellation.

Lemma 7.10. Fix m ≥ N + 1 and l ≤ m+ 2N + 1, and suppose L ≤ l. Then

L∑
i=0

yl−i(m+ i) = −
∑

3j+k=m+2N−1−l
j+k≤m−1

Aj,k +
∑

3j+k=m+2N+1−l+2L
j+k≤m+L

Aj,k.

Furthermore if L = l, then this last term is zero, so

l∑
i=0

yl−i(m+ i) = −
∑

3j+k=m+2N−1−l
j+k≤m−1

Aj,k.
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Proof. The proof is the same as in 7.9. By (7.4), we have

L∑
i=0

yl−i(m+ i) =

L∑
i=0

 ∑
3j+k=m+2N+1−l+2i

j+k≤m+i

Aj,k −
∑

3j+k=m+2N−1−l+2i
j+k≤m+i−1

Aj,k


=

L∑
i=0

∑
3j+k=m+2N+1−l+2i

j+k≤m+i

Aj,k −
L∑
i=0

∑
3j+k=m+2N−1−l+2i

j+k≤m+i−1

Aj,k

=

L+1∑
i=1

∑
3j+k=m+2N−1−l+2i

j+k≤m+i−1

Aj,k −
L∑
i=0

∑
3j+k=m+2N−1−l+2i

j+k≤m+i−1

Aj,k

= −
∑

3j+k=m+2N−1−l
j+k≤m−1

Aj,k +
∑

3j+k=m+2N+1−l+2L
j+k≤m+L

Aj,k.

Furthermore if L = l, then the last summation becomes

∑
3j+k=m+2N+1+l

j+k≤m+l

Aj,k.

Since j ≤ N , (or else Aj,k = 0), the largest 3j + k occurs when j = N and k = m + l − N . In
this case 3j + k = 3N + m + l −N = 2N + m + l ≤ m + 2N + 1 + l. Hence this summation is
zero.

Now we can start to estimate the terms in relation (7.1).

Theorem 7.11. Fix n and 0 ≤ h ≤ n− 2. For any primitive even character χ modulo Tn−h

N∑
m=0

q−mM(m,ϕχ) =

N∑
α=−2N

 ∑
3j+k=2N+α
j+k≤N

Aj,k

 q
α
2 .

Proof. As we can use lemma 7.9, we only need to rewrite the sums. Note that m ranges from 0
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to N , so we know that

N∑
m=0

q−mM(m,ϕχ) =

N∑
m=0

3m∑
l=0

xl(m)q
m−l

2

(a)
=

N∑
m=0

m∑
α=−2m

xm−α(m)q
α
2

(b)
=

N∑
α=0

N∑
m=α

xm−α(m)q
α
2 +

−1∑
α=−2N

N∑
m=−α2

xm−α(m)q
α
2

(c)
=

N∑
α=0

N−α∑
i=0

xN−α−i(N − i)q
α
2 +

−1∑
α=−2N

N+α
2∑

i=0

xN−α−i(N − i)q
α
2

(d)
=

N∑
α=0

 ∑
3j+k=2N+α
j+k≤N

Aj,k

 q
α
2 +

−1∑
α=−2N

 ∑
3j+k=2N+α
j+k≤N

Aj,k −
∑

3j+k=−2
j+k≤α2−1

Aj,k

 q
α
2

(e)
=

N∑
α=−2N

 ∑
3j+k=2N+α
j+k≤N

Aj,k

 q
α
2 .

Here at (a) we used the transformation α = m − l. Next at (b) we interchanged the order of
summation and at (c) we used the transformation i = N −m. Finally at (d) we applied lemma
7.9 with l = N − α, m = N and L = N − α, L = N + α

2 respectively. At (e), we used that the
sum

∑
3j+k=−2
j+k≤α2−1

Aj,k is trivially zero.

Theorem 7.12. Fix n and 0 ≤ h ≤ n− 2. For any primitive even character χ modulo Tn−h

n∑
m=N+1

q−mM(m,ϕχ) = −
N∑

α=−2N

 ∑
3j+k=2N+α
j+k≤N

Aj,k

 q
α
2 +

2N−n∑
α=−2n

 ∑
3j+k=2n+α
j+k≤n

Aj,k

 q
α
2 .
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Proof. This time we apply lemma 7.10. so we know that

n∑
m=N+1

q−mM(m,ϕχ) =

n∑
m=N+1

m+2N+1∑
l=0

yl(m)q
−m+2N+1−l

2

(a)
=

n∑
m=N+1

2N+1−m∑
α=−2m

y2N+1−m−α(m)q
α
2

(b)
=

N∑
α=−2n

min(n,2N+1−α)∑
m=max(N+1,−α2 )

y2N+1−m−α(m)q
α
2

=

N∑
α=2N+1−n

2N+1−α∑
m=N+1

y2N+1−m−α(m)q
α
2

+

2N−n∑
α=−2N−2

n∑
m=N+1

y2N+1−m−α(m)q
α
2

+

−2N−3∑
α=−2n

n∑
m=α

2

y2N+1−m−α(m)q
α
2

(c)
=

N∑
α=2N+1−n

N−α∑
i=0

yN−α−i(N + 1 + i)q
α
2

+

2N−n∑
α=−2N−2

n−(N+1)∑
i=0

yN−α−i(N + 1 + i)q
α
2

+

−2N−3∑
α=−2n

n+α
2∑

i=0

y2N+1−α2−i(−
α

2
− i)q α2

(d)
=

N∑
α=2N+1−n

− ∑
3j+k=2N+α
j+k≤N

Aj,k

 q
α
2

+

2N−n∑
α=−2N−2

− ∑
3j+k=2N+α
j+k≤N

Aj,k +
∑

3j+k=2n+α
j+k≤n

Aj,k

 q
α
2

+

−2N−3∑
α=−2n

− ∑
3j+k=−2
j+k≤−α2−1

Aj,k +
∑

3j+k=2n+α
j+k≤n

Aj,k

 q
α
2

(e)
= −

N∑
α=−2N

 ∑
3j+k=2N+α
j+k≤N

Aj,k

 q
α
2 +

2N−n∑
α=−2n

 ∑
3j+k=2n+α
j+k≤n

Aj,k

 q
α
2 .

Here at (a) we used the transformation α = 2N + 1 −m − l. Next at (b) we interchanged the
order of summation and at (c) we used the transformation i = m− (N + 1) at the first two sums
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and the transformation i = m + α
2 at the last sum. Next at (d) we applied lemma 7.10 three

times. On the first sum with l = N − α, m = N + 1 and L = N − α. On the second sum with
l = N−α, m = N +1 and L = n− (N +1). On the third sum with l = 2N +1− α

2 , m = −α2 and
L = n + α

2 . Finally at (e) we rearranged the terms and used that
∑

3j+k=−2
j+k≤−α2−1

Aj,k is trivially

zero. Also at (e) we applied the fact that
∑

3j+k=2N+α
j+k≤N

Aj,k is trivially zero for α < −2N .

Adding theorem 7.11 and theorem 7.12 together, we find that for primitive even characters χ

n∑
m=0

q−mM(m,ϕχ) =

2N−n∑
α=−2n

 ∑
3j+k=2n+α
j+k≤n

Aj,k

 q
α
2 .

Looking at the term α = 2N −n = n− 2h− 4, we see that this has coefficient
∑

3j+k=n+2N
j+k≤n

Aj,k.

The only 0 ≤ j ≤ N , k ≥ 0 that solve this are j = N, k = n − N = h + 2. Hence we conclude
that

Theorem 7.13. Fix n and 0 ≤ h ≤ n− 2. For any primitive even character χ modulo Tn−h

n∑
m=0

q−mM(m,ϕχ) = AN,h+2(χ)q
n−2h−4

2 +O
(
q
n−2h−5

2

)
.

Before we substitute this into relation (7.1), we turn our attention to non-primitive characters.
We claim that

Theorem 7.14. Fix n and let 0 ≤ h ≤ n − 2. Suppose χ is a non-primitive even character
modulo Tn−h. Then

n∑
m=0

q−mM(m,ϕχ) = A′N,h+2(χ)q
n−2h−4

2 +O
(
q
n−2h−5

2

)

for some A′j,k(χ), defined below.

Proof. Note that to show the cancellation that occurred for primitive characters, we didn’t
actually use the definition of Aj,k, except that it is zero when j, k < 0 or j > N . Now we will
show that for a non-primitive character χ, we also have a formula like relation (7.2), but for
some different function A′j,k. Since this function A′j,k will also have the property that it is zero
when j, k < 0 or j > N , we can go through the exact same arguments, only with A′j,k instead
of Aj,k, to see that for non-primitive characters this theorem holds. For non-primitive even

characters χ modulo Tn−h, we know that we can write L(u, χ) = (1−u)
∏N
j=1(1−αj(χ)u). Here

αj(χ) are the inverse roots of χ. By the Riemann hypothesis, we know that either αj(χ) = 0 or

|αj(χ)| = q
1
2 . Now write αj(χ) = βj(χ)q

1
2 , (hence βj(χ) = 0 or |βj(χ)| = 1). Define λ′j(χ) to be

the coefficients of the polynomial of degree at most N in u, given by
∏N
j=1(1 − βj(χ)u). Then
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∏N
j=1(1−βj(χ)u) =

∑N
j=0 λ

′
j(χ)uj . The proof ofM(m,ϕχ) = L(qu,χ)

L(u,χ) still holds, so we find that

M(m,ϕχ) =
L(qu, χ)

L(u, χ)
=

(1− qu)
∏N
j=1(1− βj(χ)q

3
2u)

(1− u)
∏N
j=1(1− βj(χ)q

1
2u)

= (1− qu)

 N∑
j=0

λ′j(χ)q
3j
2 uj

∑
k0≥0

uk0

 N∏
j=1

∑
ki≥0

βj(χ)kiq
ki
2 uki


=

N+1∑
j=0

(
λ′j(χ)− λ′j−1q

− 1
2

)
q

3j
2 uj

∑
k0≥0

uk0

∑
k≥0

( ∑
k1+···+kN=k

N∏
i=1

βi(χ)ki

)
q
k
2 uk



=


∑
m≥0

∑
j+k≤m

0≤j≤N+1
k≥0

λ′j(χ)

( ∑
k1+···+kN=k

N∏
i=1

βi(χ)ki

)
q

3j+k
2 um



−


∑
m≥0

∑
j+k≤m

0≤j≤N+1
k≥0

λ′j−1(χ)

( ∑
k1+···+kN=k

N∏
i=1

βi(χ)ki

)
q

3j+k−1
2 um

 .

Hence if we define

A′j,k(χ) =

{
λ′j(χ)

(∑
k1+···+kN=k

∏N
i=1 βi(χ)ki

)
if 0 ≤ j ≤ N, 0 ≤ k,

0 otherwise,

we see that for non-primitive χ

M(m;ϕχ) =
∑

j+k≤m
0≤j≤N+1

k≥0

A′j,k(χ)q
3j+k

2 −A′j−1,k(χ)q
3j+k−1

2 . (7.5)

Comparing relation (7.5) to (7.2), we see that they are the same up to the coefficients Aj,k and
A′j,k. One can now make exactly the same arguments we made to prove theorem 7.13, to prove
theorem 7.14.

Finally we substitute our results of theorems 7.13 and 7.14 into relation (7.1). This relation
consists of a sum over characters, which we can split into a sum over primitive and a sum over

non-primitive characters. By our work in section 5.2, we know that there are O
(
ϕ(Tn−h)

q

)
=

O(qn−h−2) non-primitive characters modulo Tn−h. It follows that the sum over all non-primitive
characters is estimated by

1

ϕev(Tn−h)2
O(qn−h−2)(q − 1)2q2n−2O(qn−2h−4) = O(q2n−h−4).

Here we have also used that ϕev(Tn−h) = qn−h−1. We then find
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VarnNϕ(•;h) =
1

ϕev(Tn−h)2

∑
χ mod Tn−h

χ 6=χ0 even

n∑
m1,m2=0

(q − 1)2q2n−m1−m2−2M(m1;ϕχ)M(m2;ϕχ)

=
1

ϕev(Tn−h)2

∑
χ mod Tn−h

χ 6=χ0 even, primitive

(
|AN,h+2(χ)|2 q3n−2h−4 +O

(
q3n−2h− 9

2

))
+O(q2n−h−4)

=

∑
χ mod Tn−h

χ6=χ0 even, primitive

|AN,h+2(χ)|2

qn−h−1
(

1− 1
q

) q2n−h−3 +O
(
q2n−h− 7

2

)
+O

(
q2n−h−4

)
= E

χ mod Tn−h

χ even, primitive

[
|AN,h+2(χ)|2

]
q2n−h−3 +O

(
q2n−h− 7

2

)
.

Now let us consider |AN,h+2(χ)|2. By definition it is given by

|AN,h+2(χ)|2 = |λN (Θχ)|2
∣∣∣Tr Symh+2Θχ

∣∣∣2 =
∣∣(−1)N det(Θχ)

∣∣2 ∣∣∣Tr Symh+2Θχ

∣∣∣2 =
∣∣∣Tr Symh+2Θχ

∣∣∣2 .
By theorem 5.10, as q →∞,

E
χ mod Tn−h

χ even, primitive

[∣∣∣Tr Symh+2Θχ

∣∣∣2] =

∫
PU(N)

∣∣∣Tr Symh+2U
∣∣∣2 dU =

∫
U(N)

∣∣∣Tr Symh+2U
∣∣∣2 dU.

Finally by corollary 4.20, this last integral is equal to 1. We conclude that

Theorem 7.15. Fix 0 < h < n− 3. As q →∞,

VarnNϕ(•;h) ∼ q2n−h−3.

Furthermore we conclude

Theorem 7.16 (Restatement of theorem 1.2).
Fix 0 < h < n− 3. As q →∞,

VarnNϕ(f)
|f|

(•;h) ∼ q−h−3.



Chapter 8

The variance of the Euler totient
function over Z

8.1 Introduction

In this chapter we will revisit the Euler totient function over Z and look more closely at the
variance in short intervals. One might expect, in analogue of theorem 1.2, that the averaged

variance of
∑x+H
n=x+1

ϕ(n)
n would be inversely proportional with the size of the interval H. It

turns out this is not the case. Numerical simulations suggest that the averaged variance is not
inversely proportional, but constant. See for example figure 8.1, which takes H = x. That is

1

X

X∑
x=1

( ∑
x<n<x+H

ϕ(n)

n
− H

ζ(2)

)2
 X→∞−−−−−→ C, (8.1)

for some constant C. Note that, even though it is not inversely proportional, relation (8.1) is still

quite a strong result. We know by theorem 2.36 that
∑x+H
n=x+1

ϕ(n)
n gets infinitely large, roughly

of size H
ζ(2) . Furthermore the error term we got was very bad, as it also becomes infinitely large,

(just slower than H
ζ(2) ). Result (8.1) would suggest that this error term is actually finite, so that

H
ζ(2) would be an almost perfect approximation of

∑x+H
n=x+1

ϕ(n)
n . Unfortunately, we cannot prove

relation (8.1). We can get very close and even make the prediction that C = 1
6ζ(2) −

1
6ζ(2)2 , but

we can only give a definitive proof under certain assumptions.

In section 8.4 we prove this for H = x. In section 8.6 we also look at short intervals, even
though this is much more difficult. We can however make another assumption to make it easier
to calculate the variance. It turns out that in this case the variance in this case also converges
to the constant 1

6ζ(2) −
1

6ζ(2)2 .

Theorem 8.1 (Restatement of theorem 1.3).
Let H = Θ(Xδ), 0 < δ ≤ 1. Assuming 8.21 and 8.24, we find

1

X

X∑
x=1

( ∑
x<n<x+H

ϕ(n)

n
− H

ζ(2)

)2
 X→∞−−−−−→

1

6ζ(2)
− 1

6ζ(2)2
.

Later in this chapter we see what assumptions we actually need.

74
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Figure 8.1: 1
X

∑X
x=1

(∑2x
n=x+1

ϕ(n)
n − x

ζ(2)

)2

for 2.5 · 105 ≤ X ≤ 107.

8.2 A new function G(y)

Recall the fractional part function, defined in the proof of corollary 2.17 by {x} = x− [x]. Define
G : R≥1 → R by

G(y) :=

∞∑
n=1

µ(n)

n

{ y
n

}
. (8.2)

Note that this infinite sum converges for every y ∈ R≥1. This follows from the fact that n > y

implies
{
y
n

}
= y

n . Hence for some fixed y the sequence
(∑N

n=1
µ(n)
n

{
y
n

})
is a Cauchy sequence,

as for n > y the terms become yµ(n)
n2 . We prove two statements about G(y).

Lemma 8.2. Let m be a positive integer and let 0 < ε < 1. Then

G(m+ ε)−G(m) =
ε

ζ(2)
.

Proof. Fix m ∈ N and 0 < ε < 1. For each n, we have that
[
m
n

]
=
[
m+ε
n

]
, as otherwise there

would be an integer between m
n and m+ε

n , implying that there would be a multiple of n between
m and m+ ε. Hence{

m+ ε

n

}
−
{m
n

}
=
m+ ε

n
−
[
m+ ε

n

]
− m

n
+
[m
n

]
=
ε

n
.
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It follows that

G(m+ ε)−G(m) =

∞∑
n=1

µ(n)

n

{
m+ ε

n

}
−
∞∑
n=1

µ(d)

n

{m
n

}
=

∞∑
n=1

µ(n)

n

({
m+ ε

n

}
−
{m
n

})

= ε

∞∑
n=1

µ(n)

n2
=

ε

ζ(2)
,

applying corollary 2.14.

Theorem 8.3. Let x,H ∈ R≥1. Then∑
x<n≤x+H

ϕ(n)

n
− H

ζ(2)
= G(x)−G(x+H).

Proof. Fix n,m ∈ Z≥1. Note that{
m+ 1

n

}
−
{m
n

}
=
m+ 1

n
−
[
m+ 1

n

]
− m

n
+
[m
n

]
=

1

n
+
[m
n

]
−
[
m+ 1

n

]
.

Now
[
m
n

]
=
[
m+1
n

]
, except when there is an integer k, such that m

n < k ≤ m+1
n . This happens

whenm < kn ≤ (m+1), which is exactly the case when n|m+1. In this last case
[
m
d

]
=
[
m+1
d

]
−1.

We see that

G(m+ 1)−G(m) =

∞∑
n=1

µ(n)

n

{
m+ 1

n

}
−
∞∑
n=1

µ(n)

n

{m
n

}
=

∞∑
n=1

µ(n)

n

({
m+ 1

n

}
−
{m
n

})

=

∞∑
n=1

µ(n)

n2
−
∑
n|m+1

µ(n)

n

=
1

ζ(2)
− ϕ(m+ 1)

m+ 1
.

For the last equation we applied corollary 2.14 and corollary 2.34. Now for x,H ∈ R≥1, we see
that

G(x+H)−G(x) = G(x+H)−G([x+H]) +

[x+H]−1∑
m=[x]

(G(m+ 1)−G(m))− (G(x)−G([x]))

(lemma 8.2)
=

{x+H}
ζ(2)

+

 [x+H]− [x]

ζ(2)
−

x+[H]∑
n=x+1

ϕ(n)

n

− {x}
ζ(2)

=
H

ζ(2)
−

∑
x<n≤x+H

ϕ(n)

n
.
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8.3 The expected value of G(y)2

As we are interested in the variance of
∑
x<n≤x+H

ϕ(n)
n , by the previous theorem we are interested

in (G(x+H)−G(x))
2
. More specifically we are interested in

E
x∈Z≥1

( ∞∑
n=1

µ(n)

n

{
x+H

n

}
−
∞∑
n=1

µ(n)

n

{x
n

})2
 ,

where we introduced the symbol Ex∈Z≥1
for limX→∞

1
X

∑X
x=1. (This is definitely an abuse of

notation, as we don’t have a probability measure on Z≥1. It however does make our intentions
clear.) We are interested in the expectation value, when we take x uniformly from {1, ..., X} and
X →∞. This expectation value turns out to be very difficult to calculate. What we can however
calculate is the same expression with the sum and expectation value interchanged. For example,

we might be interested in Ex∈Z≥1

[∑∞
m,n=1

µ(m)µ(n)
mn

{
x
n

}{
x
m

}]
, which is one of the terms if you

expand the square. We cannot calculate this, but we can calculate

∞∑
m,n=1

µ(m)µ(n)

mn
E

x∈Z≥1

[{x
n

}{ x
m

}]
=

1

6ζ(2)2
+

1

12ζ(2)
. (8.3)

The question is whether these two values are the same. Numerical simulations suggest that the
expectation value we are interested in indeed coincides with this value, as you can see in figure
8.2. Whether we are allowed to interchange the sum and expectation value is a question we will
come back to in section 8.5. Let us first show how to prove relation (8.3).

Lemma 8.4. Let m,n be positive integers. Fix x ∈ Z≥1. Then

mn∑
k=1

{
x+ k

m

}{
x+ k

n

}
=

(m− 1)(n− 1)

4
+

gcd(m,n)2 − 1

12
.

Proof. Note that if x ≡ rm mod m and x ≡ rn mod n with 0 ≤ rm < m, 0 ≤ rn < n, then{
x
m

}{
x
n

}
= rm

m
rn
n . It follows that

{
x+mn
m

}{
x+mn
n

}
=
{
x
m

}{
x
n

}
. We say that

{
x
m

}{
x
n

}
is

periodic with period mn. It is hence sufficient to prove that

mn∑
k=1

{
k

m

}{
k

n

}
=

(m− 1)(n− 1)

4
+

gcd(m,n)2 − 1

12
.

If m and n are coprime, then when k runs from 1 to mn, the pair (k mod m, k mod n) runs over
all pairs (rm, rn) exactly once. Hence for coprime m,n the lemma is trivial as

mn∑
k=1

{
k

m

}{
k

n

}
=

(
m−1∑
rm=0

rm
m

)(
n−1∑
rn=0

rn
n

)
=

(
m− 1

2

)(
n− 1

2

)
.

Let us turn our attention to the general case. Write d = gcd(m,n). First note that
{
x
m

}{
x
n

}
is

not only periodic with period mn, but also with period lcm(m,n) = mn
d . Hence

mn∑
k=1

{
k

m

}{
k

n

}
= d

mn
d∑

k=1

{
k

m

}{
k

n

}
.
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Figure 8.2: 1
X

∑X
x=1

(∑50000
n=1

ϕ(n)
n

{
x
n

})2

for 102 ≤ X ≤ 3 · 104.

The next question is which pairs (k mod m, k mod n) are attained when k runs over the integers
from 1 to mn

d , as it clearly cannot reach all pairs. We claim that k reaches exactly all pairs (rm, rn)
such that rm ≡ rn mod d. Suppose that for some k we find that (k mod m, k mod n) = (rm, rn).
Then k = rm + lmm = rn + lnn, implying that rm− rn = lnn− lmm, so d has to divide rm− rn.
Furthermore there are mn

d pairs (rm, rn) with 0 ≤ rm < m, 0 ≤ rn < n s.t. rm ≡ rn mod d: if
you fix rn, then there are m

d choices for rm ≡ rn mod d. If there is a pair that (k mod m, k mod n)
does not attain, then by the pigeon hole principle there exists a pair that (k mod m, k mod n)
attains twice, (when k runs from 1 to mn

d ). Hence there exist 0 ≤ k < k′ < mn
d s.t. k ≡ k′ mod m

and k ≡ k′ mod n. By the first statement the difference between k and k′ is a multiple of m,
by the second it is a multiple of n. Hence the difference between k and k′ is a multiple of
lcm(m,n) = mn

d . This is not possible. We conclude that the claim is true. Now we use the
fact that (k mod m, k mod n) attains exactly the pairs (rm, rn) with rm ≡ rn mod d in our
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calculation:

mn∑
k=1

{
k

m

}{
k

n

}
= d

mn
d∑

k=1

{
k

m

}{
k

n

}

= d

d−1∑
l=0

 ∑
0≤rm<m

rm≡l mod d

rm
m


 ∑

0≤rn<n
rn≡l mod d

rn
n


= d

d−1∑
l=0

m
d −1∑
tm=0

l + dtm
m

 n
d−1∑
tn=0

l + dtn
n


(a)
= d

d−1∑
l=0

(
l

d
+
m− d

2d

)(
l

d
+
n− d

2d

)

=
1

d

d−1∑
l=0

(
l2 +

m+ n− 2d

2
l +

(m− d)(n− d)

4

)
(a,b)
=

(d− 1)(2d− 1)

6
+

(m+ n− 2d)(d− 1)

4
+

(m− d)(n− d)

4

=
(m− 1)(n− 1)

4
+
d2 − 1

12
.

Here at (a) we used the general identity
∑n
k=1 k = n(n+1)

2 , while at (b) we used that
∑n
k=1 k

2 =
n(n+1)(2n+1)

6 .

Corollary 8.5. Let m,n be positive integers. Then

E
x∈Z≥1

[{ x
m

}{x
n

}]
=

1

mn

(
(m− 1)(n− 1)

4
+

gcd(m,n)2 − 1

12

)
.

Proof. By applying lemma 8.4 to the first mn
[
X
mn

]
integers and using 0 ≤

{
x
m

}{
x
n

}
< 1 for the

remaining mn
{
X
mn

}
integers, it follows that

1

X

X∑
x=1

{ x
m

}{x
n

}
≥ 1

X

[
X

mn

](
(m− 1)(n− 1)

4
+

gcd(m,n)2 − 1

12

)
and

1

X

X∑
x=1

{ x
m

}{x
n

}
≤ 1

X

[
X

mn

](
(m− 1)(n− 1)

4
+

gcd(m,n)2 − 1

12

)
+
mn

X

{
X

mn

}
.

Now take the limit X →∞ to see that the required statement holds.

Lemma 8.6.
∞∑

m,n=1

µ(m)µ(n)

m2n2
· gcd(m,n)2 =

1

ζ(2)
.
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Proof. This proof requires a couple of variable transformations. Start by writing d = gcd(m,n)
and m = dm′, n = dn′. Then we see that

∞∑
m,n=1

µ(m)µ(n)

m2n2
·gcd(m,n)2 =

∞∑
d=1

∞∑
m′,n′=1

gcd(m′,n′)=1

µ(dm′)µ(dn′)

(dm′)2(dn′)2
·d2 =

∞∑
d=1

∞∑
m′,n′=1

gcd(m′,n′)=1

µ(dm′)µ(dn′)

(dm′n′)2
.

We now claim that
µ(dm′)µ(dn′) = µ(d)µ(dm′n′)

for coprime m′, n′. Note if d and m′ or d and n′ are not coprime or if one of the d,m′, n′ contains
a square, then both sides are zero. If d, m′ and n′ are the product of respectively td, tm and tn
distinct primes, then

µ(dm′)µ(dn′) = (−1)td+tm(−1)td+tn = (−1)tm+tn = (−1)td(−1)td+tm+tn = µ(d)µ(dm′n′).

We see that

∞∑
d=1

∞∑
m′,n′=1

gcd(m′,n′)=1

µ(dm′)µ(dn′)

(dm′n′)2
=

∞∑
d=1

∞∑
m′,n′=1

gcd(m′,n′)=1

µ(d)µ(dm′n′)

(dm′n′)2
=

∞∑
d=1

∞∑
m′,n′=1

µ(d)µ(dm′n′)

(dm′n′)2
.

In the last equality we dropped the condition in the sum that m′, n′ are coprime. If they are
not, then µ(dm′n′) = 0. Now write k = m′n′ and change the sum over m′, n′ into a sum over k
and a sum over n′|k. Then

∞∑
d=1

∞∑
m′,n′=1

µ(d)µ(dm′n′)

(dm′n′)2
=

∞∑
d=1

∞∑
k=1

∑
n′|k

µ(d)µ(dk)

(dk)2
=

∞∑
d=1

∞∑
k=1

µ(d)µ(dk)σ0(k)

(dk)2
,

where σ0 denotes the divisor function. Finally we write l = dk and transform the sum over d
and k into a sum over l and k|l. Then

∞∑
d=1

∞∑
k=1

µ(d)µ(dk)σ0(k)

(dk)2
=

∞∑
l=1

µ(l)

l2

∑
k|l

σ0(k)µ

(
l

k

)
.

In example 2.11, we have seen that E = σ0 ∗ µ. Applying corollary 2.14 for the last equality, we
see that

∞∑
m,n=1

µ(m)µ(n)

m2n2
· gcd(m,n)2 =

∞∑
l=1

µ(l)

l2

∑
k|l

σ0(k)µ

(
l

k

)
=

∞∑
l=1

µ(l)E(l)

l2
=

∞∑
l=1

µ(l)

l2
=

1

ζ(2)
.

Theorem 8.7.

∞∑
m,n=1

µ(m)µ(n)

mn
E

x∈Z≥1

[{x
n

}{ x
m

}]
=

1

6ζ(2)2
+

1

12ζ(2)
.

Proof.

∞∑
m,n=1

µ(m)µ(n)

mn
E

x∈Z≥1

[{x
n

}{ x
m

}]
(corollary 8.5)

=

∞∑
m,n=1

µ(m)µ(n)

m2n2

(
(m− 1)(n− 1)

4
+

gcd(m,n)2 − 1

12

)
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=
1

6

∞∑
m,n

µ(m)µ(n)

m2n2
−1

4

∞∑
m,n

µ(m)µ(n)

mn2
−1

4

∞∑
m,n

µ(m)µ(n)

m2n
+

1

4

∞∑
m,n

µ(m)µ(n)

mn
+

1

12

∞∑
m,n

µ(m)µ(n)

m2n2
·gcd(m,n)2.

Now we can split each of the first four sums into a product of a sum over m and a sum over n.

We then use theorem 2.31 and corollary 2.14, stating that
∑∞
k=1

µ(k)
k = 0 and

∑∞
k=1

µ(k)
k2 = 1

ζ(2) ,

to see that the first sum equals 1
ζ(2)2 and the other three sums are zero. For the last sum we

apply lemma 8.6. We conclude that the theorem holds.

8.4 The variance of
∑ϕ(n)

n in the interval [x, 2x]

Recall that we are interested in (G(x + H) − G(x))2. Unfortunately the technique described
in the previous section does not help us when H = xδ, because knowing x mod n, you do not
have a clue about [xδ] mod n. It can quite literally be every value between 0 and n. Hence the
combinatorial arguments in the proof of lemma 8.4 cannot be replicated, while these arguments
were actually the key to dropping the difficult fractional part function. In section 8.6 we make
an additional assumption to be able to replicate some of the arguments. This assumption is
however not necessary when we look at the interval [x, 2x]. Knowing x mod n, we clearly know
2x mod n. We hence turn our attention here to calculate the sum

∞∑
m,n=1

µ(m)µ(n)

mn

(
E

x∈Z≥1

[{x
n

}{ x
m

}]
− E
x∈Z≥1

[{
2x

n

}{ x
m

}]
− E
x∈Z≥1

[{x
n

}{2x

m

}]
+ E
x∈Z≥1

[{
2x

n

}{
2x

m

}])
.

This calculation will turn out to be more tedious as we need to consider the parity of m and n.
We hence need some additional lemmas before we can prove theorem 8.13, stating that the sum
above equals

1

6ζ(2)
− 1

6ζ(2)2
.

Lemma 8.8. Let m,n be positive integers and suppose that m is odd. Fix x ∈ Z≥1. Then

mn∑
k=1

{
2(x+ k)

m

}{
x+ k

n

}
=

(m− 1)(n− 1)

4
+

gcd(m,n)2 − 1

24
.

Proof. As in the proof of lemma 8.4, it is sufficient to consider the case x = 0, as
{

2x
m

}{
x
n

}
is

periodic with period mn. Since m is odd, this period is the same as that of
{
x
m

}{
x
n

}
. Defining

d = gcd(m,n) we can argue analogously as in lemma 8.4, to see that when k runs over the
integers 1 to mn

d , the pair (2k mod m, k mod n) runs over the pairs (rm, rn) with 0 ≤ rm < m,
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0 ≤ rn < n, and rm ≡ 2rn mod d. Note that d is odd, because m is odd. We find that

mn∑
k=1

{
2k

m

}{
k

n

}
= d

mn
d∑

k=1

{
2k

m

}{
k

n

}

= d

d−1∑
l=0

 ∑
0≤rm<m

rm≡2l mod d

rm
m


 ∑

0≤rn<n
rn≡l mod d

rn
n


= d

d−1
2∑
l=0

m
d −1∑
tm=0

2l + dtm
m

 n
d−1∑
tn=0

l + dtn
n


+ d

d−1∑
l= d+1

2

 m
d −2∑

tm=−1

2l + dtm
m

 n
d−1∑
tn=0

l + dtn
n


= d

d−1∑
l=0

m
d −2∑
tm=0

2l + dtm
m

 n
d−1∑
tn=0

l + dtn
n


+ d

d−1
2∑
l=0

(
2l +m− d

m

) n
d−1∑
tn=0

l + dtn
n


+ d

d−1∑
l= d+1

2

(
2l − d
m

) n
d−1∑
tn=0

l + dtn
n


= d

d−1∑
l=0

 m
d −2∑

tm=−1

2l + dtm
m

 n
d−1∑
tn=0

l + dtn
n

+ d

d−1
2∑
l=0

 n
d−1∑
tn=0

l + dtn
n


= d

d−1∑
l=0

2l

m

m

d
+
d

m

m
d −2∑

tm=−1

tm

 l

n

n

d
+
d

n

n
d−1∑
tn=0

tn


+ d

d−1
2∑
l=0

 l

n

n

d
+
d

n

n
d−1∑
tn=0

tn


(a)
= d

d−1∑
l=0

(
2l

d
+
m− 3d

2d

)(
l

d
+
n− d

2d

)
+ d

d−1
2∑
l=0

(
l

d
+
n− d

2d

)

=
1

d

d−1∑
l=0

(
2l2 +

m+ 2n− 5d

2
l +

(m− 3d)(n− d)

4

)
+

d−1
2∑
l=0

(
l +

n− d
2

)
(a,b)
=

(d− 1)(2d− 1)

3
+

(m+ 2n− 5d)(d− 1)

4
+

(m− 3d)(n− d)

4

+
(d− 1)(d+ 1)

8
+

(d+ 1)(n− d)

4

=
(m− 1)(n− 1)

4
+
d2 − 1

24
.
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Again at (a) we used
∑n
k=1 k = n(n+1)

2 , while at (b) we used that
∑n
k=1 k

2 = n(n+1)(2n+1)
6 .

Corollary 8.9. Let m,n be positive integers. Then

E
x∈Z≥1

[{
2x

m

}{x
n

}]
=


1
mn

(
(m−2)(n−1)

4 +
gcd(m2 ,n)2−1

6

)
if m is even,

1
mn

(
(m−1)(n−1)

4 + gcd(m,n)2−1
24

)
if m is odd.

Proof. If m is even, we can define m′ = m
2 . Applying corollary 8.5, we see that

E
x∈Z≥1

[{
2x

m

}{x
n

}]
= E
x∈Z≥1

[{ x

m′

}{x
n

}]
=

1

m′n

(
(m′ − 1)(n− 1)

4
+

gcd(m′, n)2 − 1

12

)
=

2

mn

(
(m2 − 1)(n− 1)

4
+

gcd(m2 , n)2 − 1

12

)
=

1

mn

(
(m− 2)(n− 1)

4
+

gcd(m2 , n)2 − 1

6

)
.

If m is odd, the statement follows directly from lemma 8.8, in exactly the same way as corollary
8.5 follows from lemma 8.4.

Lemma 8.10. Let m,n be positive integers. Then

E
x∈Z≥1

[{
2x

m

}{
2x

n

}]
=



1
mn

(
(m−2)(n−2)

4 + gcd(m,n)2−4
12

)
if m is even, n is even,

1
mn

(
(m−2)(n−1)

4 + gcd(m,n)2−1
12

)
if m is even, n is odd,

1
mn

(
(m−1)(n−2)

4 + gcd(m,n)2−1
12

)
if m is odd, n is even,

1
mn

(
(m−1)(n−1)

4 + gcd(m,n)2−1
12

)
if m is odd, n is odd.

Proof. If both m and n are even, then we define m′ = m
2 , n′ = n

2 and apply corollary 8.5 to see
that

E
x∈Z≥1

[{
2x

m

}{
2x

n

}]
= E
x∈Z≥1

[{ x

m′

}{ x
n′

}]
=

1

m′n′

(
(m′ − 1)(n′ − 1)

4
+

gcd(m′, n′)2 − 1

12

)
=

4

mn

(
(m2 − 1)(n2 − 1)

4
+

gcd(m2 ,
n
2 )2 − 1

12

)
=

1

mn

(
(m− 2)(n− 2)

4
+

gcd(m,n)2 − 4

12

)
.

At the final step we used that gcd(m2 ,
n
2 ) = gcd(m,n)

2 . Next if m is odd, n is even, we define
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n = 2n′ and apply corollary 8.9:

E
x∈Z≥1

[{
2x

m

}{
2x

n

}]
= E
x∈Z≥1

[{
2x

m

}{ x
n′

}]
=

1

mn′

(
(m− 1)(n′ − 1)

4
+

gcd(m,n′)2 − 1

24

)
=

2

mn

(
(m− 1)(n2 − 1)

4
+

gcd(m, n2 )2 − 1

24

)
=

1

mn

(
(m− 1)(n− 2)

4
+

gcd(m,n)2 − 1

12

)
.

Here we applied at the final step the fact that gcd(m, n2 ) = gcd(m,n), which follows from the
fact that m is odd. The proof for m even and n odd is of course analogous, as the expression is
symmetric in m and n. Finally if both m and n are odd, then (2x mod m, 2x mod n) runs over
the same pairs as (x mod m,x mod n) as x runs from 1 to mn

gcd(m,n) , only in a different order.

Hence

E
x∈Z≥1

[{
2x

m

}{
2x

n

}]
= E
x∈Z≥1

[{ x
m

}{x
n

}]
=

1

mn

(
(m− 1)(n− 1)

4
+

gcd(m,n)2 − 1

12

)
.

Finally we need two more lemmas, stating the values of some infinite sums over even or odd
integers.

Lemma 8.11. ∑
n even

µ(n)

n2
= − 1

3ζ(2)
and

∑
n odd

µ(n)

n2
=

4

3ζ(2)
.

Proof. We know that∑
n even

µ(n)

n2
=
∑
n

µ(2n)

(2n)2

(a)
=
∑
n odd

µ(2n)

(2n)2

(b)
= −1

4

∑
n odd

µ(n)

n2
.

At (a) we used the fact that if n is even, then 2n is not square free, so µ(2n) = 0. At (b) we used
the fact that if n is odd, then µ(2n) = −µ(n). Now apply corollary 2.14 to see that

1

ζ(2)
=

∞∑
n=1

µ(n)

n2
=
∑
n even

µ(n)

n2
+
∑
n odd

µ(n)

n2
=

3

4

∑
n odd

µ(n)

n2
.

This immediately implies both statements from the lemma.

Lemma 8.12.

1. ∑
m odd,
n odd

µ(m)µ(n)

m2n2
gcd(m,n)2 =

4

3ζ(2)
.
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2. ∑
m even,
n odd

µ(m)µ(n)

m2n2
gcd(m,n)2 =

∑
m odd,
n even

µ(m)µ(n)

m2n2
gcd(m,n)2 = − 1

3ζ(2)
.

3. ∑
m even,
n even

µ(m)µ(n)

m2n2
gcd(m,n)2 =

1

3ζ(2)
.

Proof. Using the same reasoning as in the proof of lemma 8.11 and using that gcd(2m, 2n) =
2 gcd(m,n), we see that

∑
m even,
n even

µ(m)µ(n)

m2n2
gcd(m,n)2 =

∑
m odd,
n odd

µ(2m)µ(2n)

(2m)2(2n)2
gcd(2m, 2n)2 =

1

4

∑
m odd,
n odd

µ(m)µ(n)

m2n2
gcd(m,n)2

and

∑
m even,
n odd

µ(m)µ(n)

m2n2
gcd(m,n)2 =

∑
m odd,
n odd

µ(2m)µ(n)

(2m)2n2
gcd(2m,n)2 = −1

4

∑
m odd,
n odd

µ(m)µ(n)

m2n2
gcd(m,n)2.

This last statement also holds for the sum with m odd and n even. Now by lemma 8.6 we know
that

1

ζ(2)
=

∞∑
m,n=1

µ(m)µ(n)

m2n2
gcd(m,n)2 =

3

4

∑
m odd,
n odd

µ(m)µ(n)

m2n2
gcd(m,n)2.

All the statements from the lemma immediately follow.

Finally we apply all these lemmas to derive the following theorem.

Theorem 8.13.

∞∑
m,n=1

µ(m)µ(n)

mn

(
E

x∈Z≥1

[{x
n

}{ x
m

}]
− E
x∈Z≥1

[{
2x

n

}{ x
m

}]
− E
x∈Z≥1

[{x
n

}{2x

m

}]
+ E
x∈Z≥1

[{
2x

n

}{
2x

m

}])
=

1

6ζ(2)
− 1

6ζ(2)2
.
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Proof. Applying corollary 8.5, corollary 8.9 and lemma 8.10, we see that

∞∑
m,n=1

µ(m)µ(n)

mn

(
E

x∈Z≥1

[{x
n

}{ x
m

}]
− E
x∈Z≥1

[{
2x

n

}{ x
m

}]
− E
x∈Z≥1

[{x
n

}{2x

m

}]
+ E
x∈Z≥1

[{
2x

n

}{
2x

m

}])
=

∑
m odd,
n odd

µ(m)µ(n)

m2n2

(
gcd(m,n)2 − 1

12

)

+
∑

m even,
n odd

µ(m)µ(n)

m2n2

(
5(gcd(m,n)2 − 1)

24
−

gcd(m2 , n)2 − 1

6

)

+
∑

m odd,
n even

µ(m)µ(n)

m2n2

(
5(gcd(m,n)2 − 1)

24
−

gcd(m, n2 )2 − 1

6

)

+
∑

m odd,
n odd

µ(m)µ(n)

m2n2

(
gcd(m,n)2

6
−

gcd(m2 , n)2

6
−

gcd(m, n2 )2

6
+

1

6

)

(a)
=

∑
m odd,
n odd

µ(m)µ(n)

m2n2

(
gcd(m,n)2 − 1

12

)
−

∑
m even,
n odd

µ(m)µ(n)

m2n2

(
gcd(m,n)2 − 1

24

)

−
∑

m odd,
n even

µ(m)µ(n)

m2n2

(
gcd(m,n)2 − 1

24

)
+
∑

m odd,
n odd

µ(m)µ(n)

m2n2

(
gcd(m,n)2 + 2

12

)
.

At (a) we applied that gcd(m2 , n) = gcd(m,n) is m is even and n is odd, and gcd(m, n2 ) =

gcd(m,n) is m is odd and n is even. We also used that gcd(m2 , n) = gcd(m, n2 ) = gcd(m,n)
2 if

both m and n are even and square free. We now apply lemma 8.12 for the odd/even sums with
a factor gcd(m,n). We split the sums with constant factor into odd/even sums over m or n and
apply lemma 8.11. We see that the expression above equals

1

12
· 4

3ζ(2)
− 1

12
· 16

9ζ(2)2
+

1

24
· 1

3ζ(2)
− 1

24
· 4

9ζ(2)2
+

1

24
· 1

3ζ(2)
− 1

24
· 4

9ζ(2)2
+

1

12
· 1

3ζ(2)
+

2

12
· 1

9ζ(2)2

=

(
8

72
+

1

72
+

1

72
+

2

72

)
1

ζ(2)
+

(
− 32

216
− 4

216
− 4

216
+

4

216

)
1

ζ(2)2

=
1

6ζ(2)
− 1

6ζ(2)2
.

Again the question is whether interchanging the sum and the expectation value is allowed. That
is, the question is if

lim
X→∞

1

X

X∑
x=1

( 2x∑
n=x

ϕ(n)

n
− x

ζ(2)

)2
 = lim

X→∞

1

X

X∑
x=1

( ∞∑
n=1

µ(n)

n

{
x+H

n

}
−
∞∑
n=1

µ(n)

n

{x
n

})2
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coincides with the value we found above. In the introduction we have seen figure 8.1, where this
value is shown for X upto 107. It clearly looks to coincide, but this is of course not a proof. In
the next section we research the interchanging of sum and expectation value.

8.5 On convergence and interchanging the average and the
infinite sum

The question we address in this section is whether we are allowed to interchange the two limits
in the expression

lim
M,N→∞

M∑
m=1

N∑
n=1

lim
X→∞

1

X

X∑
x=1

f(x,m, n) (8.4)

for different f , without changing its value. Of course for us the most interesting case is the case
where f is given by

f(x,m, n) =
µ(m)µ(n)

mn

({x
n

}{ x
m

}
−
{

2x

n

}{ x
m

}
−
{x
n

}{2x

m

}
+

{
2x

n

}{
2x

m

})
,

as this case would give us a result for the variance of ϕ(n)
n . The short answer is that we do

not know if we are allowed to interchange the two limits. There are not many theorems on
interchanging an infinite sum and an ‘infinite average’. The only result the author could find
was applying Lebesgue’s dominated convergence theorem for summations, see for example [4].
This gives us the following theorem.

Theorem 8.14. Suppose we have a function f : (Z≥1)3 → R and a function g : (Z≥1)2 → R,
such that

|f(x,m, n)| ≤ g(m,n) for all x ∈ Z≥1.

If

lim
M,N→∞

M∑
m=1

N∑
n=1

g(m,n) <∞,

then

lim
M,N→∞

M∑
m=1

N∑
n=1

lim
X→∞

1

X

X∑
x=1

f(x,m, n) = lim
X→∞

1

X

X∑
x=1

lim
M,N→∞

M∑
m=1

N∑
n=1

f(x,m, n).

These requirements are however far stronger than we have. The only thing we do know is that
for the interesting f , stated above, we have

lim
M,N→∞

M∑
m=1

N∑
n=1

∣∣∣∣∣ lim
X→∞

1

X

X∑
x=1

f(x,m, n)

∣∣∣∣∣ <∞ (8.5)

This is of course a much weaker statement than the requirement in theorem 8.14. As weak as
relation (8.5) may seem, it turns out that it is not even true for

f(x,m, n) =
µ(m)µ(n)

mn

{x
n

}{ x
m

}
.
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This is the case we studied in section 8.3. Even though figure 8.2 seems to imply that the two
values studied in this section do coincide, we have no justification of this, as the expression
(8.4) does not converge absolutely. Even though we cannot prove it, we are convinced that

the calculated value coincides with the variance of ϕ(n)
n in short intervals, due to the numerical

simulations. We hence make the following assumption.

Assumption 8.15. Changing the two limits in the expression

lim
M,N→∞

M∑
m=1

N∑
n=1

lim
X→∞

1

X

X∑
x=1

f(x,m, n)

does not change its value, for

f(x,m, n) =
µ(m)µ(n)

mn

({x
n

}{ x
m

}
−
{

2x

n

}{ x
m

}
−
{x
n

}{2x

m

}
+

{
2x

n

}{
2x

m

})
.

Corollary 8.16 (Corollary of theorem 8.13). Assuming 8.15, we find that

lim
X→∞

1

X

X∑
x=1

( 2x∑
n=x

ϕ(n)

n
− x

ζ(2)

)2
 =

1

6ζ(2)
− 1

6ζ(2)2
.

We conclude this section by proving and disproving relation (8.5) for the different f mentioned
above.

Lemma 8.17. The expressions

lim
M,N→∞

M∑
m=1

N∑
n=1

µ(m)µ(n)

m2n2

and

lim
M,N→∞

M∑
m=1

N∑
n=1

µ(m)µ(n)

m2n2
· gcd(m,n)2

converge absolutely.

Proof. The first is clear as

∞∑
m,n=1

|µ(m)µ(n)|
(mn)2

≤
∞∑

m,n=1

1

(mn)2
=

( ∞∑
m=1

1

m2

)( ∞∑
n=1

1

n2

)
= ζ(2)2.

For the second expression, we reason as in lemma 8.6 and see that

∞∑
m,n=1

|µ(m)µ(n)|
(mn)2

· gcd(m,n)2 =

∞∑
d=1

∞∑
m′,n′=1

gcd(m′,n′)=1

|µ(dm′)µ(dn′)|
(dmn)2

=

∞∑
d=1

∞∑
m′,n′=1

|µ(d)µ(dmn)|
(dmn)2

≤

( ∞∑
d=1

1

d2

)( ∞∑
m=1

1

m2

)( ∞∑
n=1

1

n2

)
= ζ(2)3.
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Corollary 8.18. For

f(x,m, n) =
µ(m)µ(n)

mn

({x
n

}{ x
m

}
−
{

2x

n

}{ x
m

}
−
{x
n

}{2x

m

}
+

{
2x

n

}{
2x

m

})
,

we have

lim
M,N→∞

M∑
m=1

N∑
n=1

∣∣∣∣∣ lim
X→∞

1

X

X∑
x=1

f(x,m, n)

∣∣∣∣∣ <∞.
Proof. Following the exact reasoning as in the proof of theorem 8.13, we see by applying corollary
8.5, corollary 8.9 and lemma 8.10 that

lim
M,N→∞

M∑
m=1

N∑
n=1

∣∣∣∣∣ lim
X→∞

1

X

X∑
x=1

f(x,m, n)

∣∣∣∣∣
=

∑
m odd,
n odd

|µ(m)µ(n)|
m2n2

(
gcd(m,n)2 − 1

12

)
−

∑
m even,
n odd

|µ(m)µ(n)|
m2n2

(
gcd(m,n)2 − 1

24

)

−
∑

m odd,
n even

|µ(m)µ(n)|
m2n2

(
gcd(m,n)2 − 1

24

)
+
∑

m odd,
n odd

|µ(m)µ(n)|
m2n2

(
gcd(m,n)2 + 2

12

)
.

Now the respective summations converge absolutely by lemma 8.17.

Lemma 8.19. The expression

lim
N→∞

N∑
n=1

µ(n)

n

does not converge absolutely.

Proof. Note that
N∑
n=1

|µ(n)|
n
≥
∑
pi≤N

1

pi
,

where the last sum is taken over all primes smaller or equal to N . This inequality follows from
the fact that for every prime pi, |µ(pi)| = 1. It is well known that the latter series diverges as
N →∞. We give the proof as is written in [1]. If the series does converge, then there exist a M
s.t. ∑

pi>M

1

pi
<

1

2
.

Define Q =
∏
pi≤M pi. If a prime p divides the integer 1 + nQ for some n, then by definition of

Q it follows that p > M . Hence

N∑
n=1

1

1 + nQ
≤
∞∑
t=1

 ∑
pi>M

1

pi

t

<

∞∑
t=1

(
1

2

)t
= 1.

However
N∑
n=1

1

1 + nQ
≥
∫ N

1

dx

1 + xQ
=

log(1 + xQ)

Q

∣∣∣∣x=N

x=1

≥ log(1 +NQ)

Q
.

This diverges as N →∞, so we have derived a contracdiction.
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Corollary 8.20. For

f(x,m, n) =
µ(m)µ(n)

mn

{x
n

}{ x
m

}
,

the expression

lim
M,N→∞

M∑
m=1

N∑
n=1

∣∣∣∣∣ lim
X→∞

1

X

X∑
x=1

f(x,m, n)

∣∣∣∣∣
does not converge.

Proof. Following the proof of theorem 8.7, we see that

lim
M,N→∞

M∑
m=1

N∑
n=1

∣∣∣∣∣ lim
X→∞

1

X

X∑
x=1

f(x,m, n)

∣∣∣∣∣
=

∞∑
m,n=1

|µ(m)µ(n)|
m2n2

(
(m− 1)(n− 1)

4
+

gcd(m,n)2 − 1

12

)

≥
∞∑

m,n=1

|µ(m)µ(n)|
m2n2

(
mn

4
+

gcd(m,n)2

12

)

=
1

12

∞∑
m,n

|µ(m)µ(n)|
m2n2

· gcd(m,n)2 +
1

4

∞∑
m,n

|µ(m)µ(n)|
mn

.

Now the last sum does not converge by lemma 8.19.

8.6 The variance of
∑ϕ(n)

n in short intervals

The last section of this chapter is maybe even less definitive than the other sections. We

calculate the variance of
∑ ϕ(n)

n in the interval [x, x + H] where H = Θ(xδ). Again we look at

Ex∈Z≥1

[{
x+H
n

}{
x
m

}]
, but in this section we see this as an entirely stochastic process, instead

of a deterministic sum. (So we calculate the chance that
{
x+H
n

}{
x
m

}
is some value and then

use this to calculate the ‘expectation value’). This enables us to actually calculate it, which we
would not be able to do otherwise.

As noted at the start of section 8.4, we do not know anything about [xδ] mod m if we know
x mod n for some m,n. This is easily seen. For example if δ = 1

2 , then y = [xδ] implies
y2 ≤ x < (y + 1)2. Since the gaps between y2 and (y + 1)2 get larger and larger, at some point
the gaps will be much bigger than n. Hence if we fix some large y ∈ Z and let x ∈ Z range in
between y2 and (y+ 1)2, we will find every possible value for x mod n and with about the same
probability, (because the gap is so large). This qualitative argument persuades us to make the
following assumption.

Assumption 8.21. Fix m,n ∈ Z≥1. For any 0 < δ < 1, there exists no correlation between
x mod n and [xδ] mod m.

We will need this assumption in this entire section. It will enable us to make predictions about

the variance of
∑ ϕ(n)

n in the interval [x, x+H] for H = Θ(xδ). We will apply the same techniques
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as in section 8.4, so again we will only be ably to calculate

∞∑
m,n=1

µ(m)µ(n)

mn

(
E

x∈Z≥1

[{x
n

}{ x
m

}]
− E
x∈Z≥1

[{
x+H

n

}{ x
m

}]
− E
x∈Z≥1

[{x
n

}{x+H

m

}]
+ E
x∈Z≥1

[{
x+H

n

}{
x+H

m

}])
and show that the numerical simulations suggest 1

X

∑X
x=1

(∑x+H
n=x+1

ϕ(n)
n − x

ζ(2)

)2

to converge to

the same value. We first start by taking H = [xδ] and show that our assumption predicts the
same value 1

6ζ(2) −
1

ζ(2)2 as derived in section 8.4 for the variance in the interval [x, 2x]. Note

that by assumption 8.21 the specific value of δ does not matter.

Lemma 8.22. Assuming 8.21, we have for any m,n

E
x∈Z≥1

[{ x
m

}{x+ [xδ]

n

}]
=

1

mn

(
(m− 1)(n− 1)

4

)
.

Proof. By assumption 8.21 there is no correlation between x mod m and [xδ] mod n. Hence any
pair (x mod m,x+ [xδ] mod n) is attained with equal probability. Since there are mn different
such pairs, we conclude that

E
x∈Z≥1

[{ x
m

}{x+ [xδ]

n

}]
=

1

mn

(
m−1∑
rm=0

rm
m

)(
n−1∑
rn=0

rn
n

)
=

1

mn

(
(m− 1)(n− 1)

4

)
.

Theorem 8.23. Assuming 8.21, we have

∞∑
m,n=1

µ(m)µ(n)

mn

(
E

x∈Z≥1

[{x
n

}{ x
m

}]
− E
x∈Z≥1

[{
x+ [xδ]

n

}{ x
m

}]

− E
x∈Z≥1

[{x
n

}{x+ [xδ]

m

}]
+ E
x∈Z≥1

[{
x+ [xδ]

n

}{
x+ [xδ]

m

}])
=

1

6ζ(2)
− 1

6ζ(2)2
.

Proof. Note that by assumption 8.21 and corollary 8.5

E
x∈Z≥1

[{
x+ [xδ]

n

}{
x+ [xδ]

m

}]
= E
x∈Z≥1

[{x
n

}{ x
m

}]
=

1

mn

(
(m− 1)(n− 1)

4
+

gcd(m,n)2 − 1

12

)
.

Substituting this, together with lemma 8.22, we see that

∞∑
m,n=1

µ(m)µ(n)

mn

(
E

x∈Z≥1

[{x
n

}{ x
m

}]
− E
x∈Z≥1

[{
x+ [xδ]

n

}{ x
m

}]

− E
x∈Z≥1

[{x
n

}{x+ [xδ]

m

}]
+ E
x∈Z≥1

[{
x+ [xδ]

n

}{
x+ [xδ]

m

}])
=

∞∑
m,n=1

µ(m)µ(n)

m2n2

(
gcd(m,n)2 − 1

6

)
=

1

6ζ(2)
− 1

6ζ(2)2
.
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Figure 8.3: 1
X

∑X
x=1

(∑x+2[xδ]
n=x

ϕ(n)
n − x

ζ(2)

)2

, where X ranges from 0 to 2.5 · 107 and δ = 1
2 ,

5
6 ;

together with the predicted value for the variance.

Here we applied lemma 8.6 and corollary 2.14.

Again we make another assumption to make this into a final theorem.

Assumption 8.24. Changing the two limits in the expression

lim
M,N→∞

M∑
m=1

N∑
n=1

lim
X→∞

1

X

X∑
x=1

f(x,m, n)

does not change its value, for f(x,m, n) equal to

µ(m)µ(n)

mn

({x
n

}{ x
m

}
−
{
x+ [xδ]

n

}{ x
m

}
−
{x
n

}{x+ [xδ]

m

}
+

{
x+ [xδ]

n

}{
x+ [xδ]

m

})
.

Theorem 8.25 (Restatement of theorem 1.3).
Let H = Θ(xδ), 0 < δ ≤ 1. Assuming 8.21 and 8.24, we find

1

X

X∑
x=1

( ∑
x<n<x+H

ϕ(n)

n
− H

ζ(2)

)2
 X→∞−−−−−→

1

6ζ(2)
− 1

6ζ(2)2
.

In figure 8.3 you see the numerical simulations for different 0 < δ < 1 for X up to 2.5·107. Clearly
the convergence is much slower than in the [x, 2x]-case. Even more, for δ = 1

4 , (not shown in
the figure), it is not even clear whether we have convergence at all, although the variance does
seem to oscillate around the right value. A reason could be that x ≤ X must be very large,
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Figure 8.4: 1
X

∑X
x=1

(∑x+2[xδ]
n=x

ϕ(n)
n − x

ζ(2)

)2

and 1
X

∑X
x=1

(∑x+2[xδ]+1
n=x

ϕ(n)
n − x

ζ(2)

)2

, where X

ranges from 0 to 2.5 · 106 and δ = 1
4 ,

1
2 ,

5
6 ; together with the predicted values for the respective

variance.

before x mod n and [xδ] mod m become uncorrelated. Another reason might be that it turns
out the parity of H strongly influences the variance. This is seen when you take H = 2[xδ] or
H = 2[xδ] + 1, as in figure 8.4. For the even H the variance is much lower then for the odd H.
It turns out that our model predicts the same results!

Lemma 8.26. Assuming 8.21, we have for any m,n

E
x∈Z≥1

[{ x
m

}{x+ 2[xδ]

n

}]
=


1
mn

(
(m−1)(n−1)

4 + 1
4

)
if m is even, n is even

1
mn

(
(m−1)(n−1)

4

)
otherwise.

Proof. If n is odd, then the statement is clear by the same arguments as in the proof of lemma
8.22. Suppose that m is odd and n is even. Then if x mod m is known, there are a n

d possible
values for x mod n, where d = gcd(m,n). Exactly half of these values are odd, and half of
these values are even. Since by assumption 8.21, there is no correlation between x mod m and
[xδ] mod n, we only know that 2[xδ] mod n is even and every even value is equally probable.
From this we conclude that if we know x mod m, then every value of x+ 2[xδ] mod n is equally
probable. The statement of the lemma follows in the same way as in the proof of lemma 8.22.
Finally if both m and n are even, then x mod m and x mod n have the same parity. Hence
x mod m and x+ 2[xδ] mod n have the same parity. There are 2

mn pairs (rm mod m, rn mod n)
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with the same parity and each of these pairs is equally probable. We conclude that

E
x∈Z≥1

[{ x
m

}{x+ 2[xδ]

n

}]

=
2

mn

1∑
l=0

 ∑
0≤rm<m

rm≡l mod 2

rm
m


 ∑

0≤rn<n
rn≡l mod 2

rn
n


=

2

mn

m
2 −1∑
tm=0

2tm
m

 n
2−1∑
tn=0

2tn
n

+
2

mn

m
2 −1∑
tm=0

1 + 2tm
m

 n
2−1∑
tn=0

1 + 2tn
n


=

2

mn

 2

m

m
2 −1∑
tm=0

tm

 2

n

n
2−1∑
tn=0

tn

+
2

mn

1

2
+

2

m

m
2 −1∑
tm=0

tm

1

2
+

2

n

n
2−1∑
tn=0

tn


(a)
=

2

mn

(
(m− 2)(n− 2)

16
+

(
1

2
+
m− 2

4

)(
1

2
+
n− 2

4

))
=

1

mn

(
1

2
+
m+ n− 4

4
+

(m− 2)(n− 2)

4

)
=

1

mn

(
(m− 1)(n− 1)

4
+

1

4

)
.

Again at (a) we applied the identity
∑n
k=1 k = n(n+1)

2

Lemma 8.27. Assuming 8.21, we have for any m,n

E
x∈Z≥1

[{ x
m

}{x+ 2[xδ] + 1

n

}]
=


1
mn

(
(m−1)(n−1)

4 − 1
4

)
if m is even, n is even

1
mn

(
(m−1)(n−1)

4

)
otherwise.

Proof. If either m or n is odd, we could use the same arguments as in the proof of lemma 8.26
to show the statement. If both m and n are odd, then x mod m and x+ 2[xδ] + 1 mod n have
different parity, so we conclude that

E
x∈Z≥1

[{ x
m

}{x+ 2[xδ] + 1

n

}]

=
2

mn

1∑
l=0

 ∑
0≤rm<m

rm≡l mod 2

rm
m


 ∑

0≤rn<n
rn 6≡l mod 2

rn
n



=
2

mn


(
m−1∑
rm=0

rm
m

)(
n−1∑
rn=0

rn
n

)
−

 1∑
l=0

 ∑
0≤rm<m

rm≡l mod 2

rm
m


 ∑

0≤rn<n
rn 6≡l mod 2

rn
n





=
1

mn

(
(m− 1)(n− 1)

4
− 1

4

)
,

applying the previous lemma.
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Theorem 8.28. Assuming 8.21, we have

∞∑
m,n=1

µ(m)µ(n)

mn

(
E

x∈Z≥1

[{x
n

}{ x
m

}]
− E
x∈Z≥1

[{
x+ 2[xδ]

n

}{ x
m

}]

− E
x∈Z≥1

[{x
n

}{x+ 2[xδ]

m

}]
+ E
x∈Z≥1

[{
x+ 2[xδ]

n

}{
x+ 2[xδ]

m

}])
=

1

6ζ(2)
− 2

9ζ(2)2

Proof. Applying lemma 8.26, we see that the value we want to calculate equals

∞∑
m,n=1

µ(m)µ(n)

m2n2

(
gcd(m,n)2 − 1

6

)
− 1

2

∑
m even,
n even

µ(m)µ(n)

m2n2
=

1

6ζ(2)
− 2

9ζ(2)2
.

At the last equality we applied corollary 2.14, lemma 8.6 and lemma 8.12.

Theorem 8.29. Assuming 8.21, we have

∞∑
m,n=1

µ(m)µ(n)

mn

(
E

x∈Z≥1

[{x
n

}{ x
m

}]
− E
x∈Z≥1

[{
x+ 2[xδ] + 1

n

}{ x
m

}]

− E
x∈Z≥1

[{x
n

}{x+ 2[xδ] + 1

m

}]
+ E
x∈Z≥1

[{
x+ 2[xδ] + 1

n

}{
x+ 2[xδ] + 1

m

}])
=

1

6ζ(2)
− 1

9ζ(2)2

Proof. Applying lemma 8.27, we see that the value we want to calculate equals

∞∑
m,n=1

µ(m)µ(n)

m2n2

(
gcd(m,n)2 − 1

6

)
+

1

2

∑
m even,
n even

µ(m)µ(n)

m2n2
=

1

6ζ(2)
− 1

9ζ(2)2
.

Again we applied corollary 2.14, lemma 8.6 and lemma 8.12.



Chapter 9

Concluding remarks

9.1 The relation between theorems 1.2 and 1.3

In this thesis we have seen a couple of examples of analogous statements in Z and Fq[T ], such
as the prime number theorem 2.20 and the prime polynomial theorem 5.1. We have also seen
relation (1.1) in the introduction of this thesis and its analogue in Fq[T ], theorem 1.1. It might be
surprising that the results about the variance of the Euler totient function, in particular theorem
1.2 and the theorem 1.3, are not analogous. This is due to the high amount of cancellation in
Fq[T ]. Recall lemma 7.6, stating that M(m;ϕχ) is a finite polynomial in q

1
2 of degree 3m if

m ≤ N , and of degree m+ 2N + 1 if m ≥ N + 1. In chapter 7 the next step was to focus on the
cancellation of the coefficients, before we went on to calculate the variance of ϕ. If one ignores
the cancellation and you would immediately calculate the variance, you would find that

VarnNϕ(f)
|f|

(•;h) ∼ 1

q
.

In this case you would find an analogue of theorem 1.3, (up to a constant), as
1

ζq(2) −
1

ζq(2)2 = 1
q −

1
q2 . We conclude that the analogue of this theorem does not hold in

Fq[T ] due to the high amount of cancellation.

Note that this is not new. We give one easy example of a similar phenomenon. Recall that the
statement

∑
n<x µ(n) = o(x) is equivalent to the prime number theorem. In number theory we

also have a conjecture stating that
∑
n<x µ(n) = O

(
x

1
2 +ε
)

for any ε > 0. It turns out that this

statement is equivalent to the Riemann hypothesis, see for example [14]. Now in Fq[T ] it turns
out that a much stronger statement is true, due to the high amount of cancellation in this ring.
It turns out that for any n ≥ 2 ∑

f∈Mn

µ(f) = 0.

A proof of this is for example given in [3].
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