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Abstract

A Dutch tech company, Ordina, was developinga VR trainingapplication for job interviewees. By order of that
company, we were firstly requested to find the best medium to present the application,a head-mounted
display (HMD) or a Desktop monitor. The best medium, inthis case, elicits the highest perceived immersion. To
find the best medium we conducted a job interview under three different conditions duringthe development
of the application.The three conditions were the Desktop condition, the HMD condition,and the real life
control condition. The firstfactor that differed across all conditions was the presentation method. To measure
the perceived immersion of the participants we used the Slater-Usoh-Steed Questionnaireand the Presence
Questionnaire. We expected that the Real condition had the highest perceived immersion, followed by the
HMD condition with the Desktop condition being the lowest. In contrastto our expectation, the results from
the questionnaires showed that participants had an equally high perceived immersioninthe Real and HMD
condition. However, as expected, italsorevealedthatthe Desktop condition hadthe lowest perceived
immersion.Secondly, the company requested that we create a conversational partner who was ableto elicit
human-likeverbal behaviorin participants. Tosee if our conversational partner could achievethis, we
analyzed the verbal behavior from the job interviews mentioned above. The second factor that differed was
the conversational partner.This partner was an embodied conversational agentinthe HMD and Desktop
versionora real human inthe real version. To measure the verbal behavior of the participants, weused the
participants’ total words spoken, words longer than six letters, disfluencies,and types. We expected the
highest scores on all verbal behavior variables for the real interview. Besides, we expected the HMD and
Desktop to have the same scores on the verbal behavior variables. The results fromthe verbal behavior
variables showed that the Real conditionindeed had the highest scores. As expected, the results also showed
that the Desktop and HMD versions had the same scores. We adviseinvestingmost resources in developing
the conversational agentwith the primaryfocus on natural language processing. The reason for this is that the
verbal behavior variables indicated that participants in both the HMD and Desktop version did not behave
similarly to the Real condition. Participants' behavior mightresemble real conversations more by developing
the natural language processing of the application.
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1. Introduction

Recentyears has shown a greatincrease in consumer-oriented head-mounted displays (HMD)
(Lamkin, 2016). An HMD is a display which users wearon theirheads (Shibata, 2002). Examples of
such consumer-oriented HMDs are the Oculus Rift, Google Cardboard and Samsung Gear VR
(Lamkin, 2016). A Virtual Reality (VR) is often presented usingan HMD. A VR is eitheran actual or
syntheticenvironment (Steuer, 1992). Usually, VRis utilized in entertainment settings such as
gaming (Lamkin, 2016). Many researchers and developers have tested the usefulness of VRin other
contexts such as therapy, training, and education. Besides this, there isarise in the use of artificial
intelligence (Al) inthe automation of tasks (Taub, 2015). This developmentisaccompanied by
embodied conversational agents (ECAs) (Bickmore etal., 2011; Kopp et al., 2005; Swartoutet al.,
2010 Lane etal., 2011). ECAs are autonomous agents with ahuman-like body and communicative
abilities. In concert with Al, they are used to automate tasks in both the digital and the real world

(Bickmore etal., 2011; Kopp etal., 2005; Swartoutet al., 2010 Lane et al., 2011).
1.1 Examples of ECA utilized in the real world and research

An example of where ECAs have been used to automate tasksisin museums. Herein ECAs have
functioned as guides to engage with visitors and provide information where needed (Kopp et al.,
2005; Bickmore etal., 2008; Bickmore etal., 2011; Swartoutet al., 2010). Besides such practical
implementations, several researchers have conducted studies concerning human-ECA interactions.
These studiesindicate that ECAs can elicit behaviorin humans similarto human-human interactions
(Krameretal., Gratch etal., 2007; Gratch & Marsells, 2004). ECAs can use multiple modalities, such
as speech, facial expressions and hand gestures to communicate messages. Therefore, itis possible
that such an agent exhibits human-like behavior. Users can then attribute human characteristics to
the agent; this processis called anthropomorphization (Cassell, 2000). Other findings suggest that
users apply ‘social heuristics' during human-ECA interactions. This suggestion means that they
behave similarly to normal human-human socialinteractions. The anthropomorphization of the ECA
mentioned above probably causes such behavior (Rickenberg & Reeves, 2000). Besides, people have
a tendencyto ascribe mental characteristics to otherentities. People also have this tendency when
theyare notsure if the otherhas a mind (Caporeal, 1986). People show this same behavior when

interacting with ECAs (Caporeal, 1986).



1.2 Research on Virtual Reality and IntakeVR

Apart fromthe use and study of ECAs, VR has also been studied in a multitude of settings. Among
these settings are therapy, training, education and task performance. VR training basesitself on the
assumptionthat knowledge orskills acquiredina VR will transferto the real world (Waller, 1998). As
stated before, trainingand therapy have been afocus of VRresearch. Studies have shown that VR
therapy has positive effects on social phobias (Klingeretal., 2005; Anderson, 2005). Multiple
experiments also showed that VR training could enhance social skills (Parsons, 2002, 2004).

By the research mentioned above, it seems fairto suggest that the use of VR has found
successin several fields. One otherfield that could profit from furtherresearchis the field of
conversations andinterviewsin VR as studies on this subjectare scarce (Villanietal., 2012). Such
researchis relevantas people with interview anxiety may be helped by undergoing VR exposure
therapy. Researchers have already proposed VR as a method for exposure therapy (Goriniand Riva,
2008). Also, researchers have used VRto treat anxiety disorders successfully (Schultheis etal., 2002;
Krijnetal., 2004; Repettoand Riva, 2011; Anderson, 2005). Furthermore, researchinthe field of VR
interviews isrelevantasinterview and conversation skillslearned in VR could transfer to real world
interviews. Studies have already shown such transfer of skills in navigation training and otherfields
(Rose etal., 2010; Hamblin, 2005; Waller, 1998). It isthusrelevanttosee if such transference also
holdsforjob interviewsinVRandifitis usable as a treatment method forjobinterviewanxiety.
Also, explorativeresearch is needed to see whether the desktop or HMD performs betterin
interviews. The developers need thisinformation toimplement the correct presentation method for
the application.

The Dutch tech company Ordinafound success with their VR presentation training app,
APPlause. Following this, they wanted to create asimilarapplication toimprove job interview skills
of interviewees. IntakeVR, the name of the application, is naturally aimed at people who want to
traintheirjobinterview skills. The application allows users to have a certain flexibility conventional
training does not offer. Forexample, asitisa digital application, one candoit in the comfort of their
home. Moreover, ifitwere mobile, one can use itwheneverorwhereverone seesfit. Also, such a
digital application can be updated to add capabilities to the software.

Some people might be more nervous oranxious than others duringajobinterview
(Posthuma, Morgeson & Campion, 2002). IntakeVR might reduce such anxiousness by servingas a
tool for VR exposure therapy. Such areduction has already been shown inthe field of public
speakingand mightalso be true for the area of jobinterviews (Anderson, 2005). Next to reducing
anxiety, IntakeVR has many other potential uses. Forexample, it could be an extension of acoach's

standard training. Also, IntakeVR could function asarefresherortestto see if users have the needed



skills. Companies could use IntakeVR as a cheaperalternative to expensive real life coaching by

training more people atthe same time.
1.3.1 Theory of telepresence

Researchingrelevanttheoretical concepts could benefit the development process of this application.
Therefore, inthe next paragraph, we will explain telepresence and presence. Theseare two crucial
concepts needed to fully understand the impact of VR on the userexperience and behavior. Before
we go intotelepresence, we willfirst explain presence. Presenceis described as the impression of
beingina certain environment ata certaintime (Gibson, 1966). Presence is taken for grantedin an
unmediated situation. ‘What s there to experience for a person otherthan the immediate physical
surroundings?’ This experience is different from when acommunication device mediates perception.
Oneisthenforcedto perceive twoindependent environments concurrently: The physical
environment where one is present and the environment presented by the medium (Steuer, 1992).
‘Telepresence’ can be defined as the experience of presence in a ‘mediated environment’. Thus
favoringit overthe physical environment at that moment (Steuer, 1992). Telepresenceis a
conjunction ofimmersion and interactivity. Itis afunction of the vividness of the representation —

which leads toimmersion —and of the ability tointeract with the virtual environment (Steuer 1992).
1.3.2 factors of immersion

The firstfactor of telepresenceisimmersion. The factors of immersion are closely related to the
factors of realism because they depend onvividness. These factors are sensory breadth and sensory
depth. Sensory breadth is the ability of acommunication mediumto presentinformation across the
senses. Gibson (1966) defines relevant perceptual systems: the orientation system, the visual
system, the auditory system, the haptictouch system and the sense of taste and smell.

Sensory depthisthe depth of the sensory information available for each perceptual channel.
It might be described as the quality of the virtual environment. Animage is perceived as being of
higher quality when the informational depthis greater (Slater, 2003). Amongst the visual aspects of
sensory depth are the field of view(FOV), the field of regard(FOR), display size, display resolution,
stereoscopy, head-based rendering (produced by head tracking), the realism of lighting, frame rate

and refresh rate (Slater, 2003). For an in-depth explanation of these aspects see Slater (2003).
1.3.3 factors of interactivity

The second factor of telepresence isinteractivity. Interactivity is defined as the extent to which users
can participate in modifying the form and content of a mediated environmentin real time. Forthe

purpose of this study, interactivity will be defined as a stimulus-driven variable. It is determined by



the technological structure of the medium. Multiple factors contribute to interactivity; examples are
speed, range, and mapping. Foran in-depth explanation of these factors see Steuer (1992).

In this study, the actual conversationis anotheraspect of interactivity. Research has shown
that participants behave differently in human-computer conversations compared to human-human
conversations (Hauptmann & Rudnicky, 1988). Participants use a smallervocabulary, shorter
answers, and fewerdisfluencies when talking to acomputer (Hauptmann & Rudnicky, 1988).
Anotherstudy done by Hill and colleagues (2015) showed that during human-human conversations,
participants used longerwords and more types than when they conversed with a chatbot. The

numberof typesis defined asthe numberof unique words used i.e. size of vocabulary.
1.4 The best presentation method and use of ECA

Before we returntothe currentstudy on jobinterviewsin VR, we will first explain our definition of
the ‘best presentation method’. Also, we will explain why we want the human-ECA interaction to be
similarto human-human interaction. Ordina wants IntakeVR to create a realisticexperience forthe
user. The relevance of a realisticexperience in a VR training applicationis that training transferto
real-world settings benefits from arealisticsimulation (lJsselstein & Riva, 2003). The best
presentation method can present the most realisticexperience forthe useri.e. the highest
perceived immersion. We will be investigating two presentation methods that might be able to
achieve this:an HMD and a desktop computer monitor. Two reasons led us to try both methods of
presentation. The firstis that performance in VR differs based on the presentation medium; HMD or
Desktop monitor (Waller, 1998; Ruddle et al., 1999; Silva, 2009; Pausch, 1997; Gruchalla, 2004). The
second reasonisthat a study by Sadagicand colleagues (2000) found that HMD users did not report
a higheroverall sense of immersion compared to desktop users.Ordina also wants IntakeVR to elicit
behaviorthatissimilarto human-human behaviorto have the best training transferto the real
world. Thismeans thatthe interaction between the userand the ECA needs toresemble human-
humaninteractions (Lortie & Guitton, 2011). Such a realisticinteraction - in this case the
conversation - might be achieved by usingan ECA. The reason that ECAs mightachieve thisisthat
humans use social behaviorintheirinteractions with ECAs. This social behaviorresembles
interactions with other humans (Rickenberg & Reeves, 2000). This resemblance mightalso extend to
speech behavior, and thisisthe mainreasonforthe use of an ECA in this study. A secondary reason
isthat the preceding studies only focused on verbal behavior between humans and bodiless agents
(Hauptmann & Rudnicky, 1988; Hill etal., 2015). Computers and chatbots have not beenable to
elicitbehaviorsimilarto human-human conversations (Hauptmann & Rudnicky, 1988; Hill et al.,

2015). Thus addingan ECA might change a user’s behavior.



1.5 The present study

The firstfocus of this study will be on finding the best presentation method for the application. To
testthis, we will compare ajob interview conducted inthree environments. These environments are
a Desktop VR (Desktop condition), an HMD VR (HMD condition) and a real life interview (Real
condition). The real lifeinterview will serve as the control condition. This way we can see if the HMD
or Desktop performs betterregarding perceived immersion. We can then conclude whichisthe best
presentation method in the context of interviewtraining.

We will find the best presentation method by comparing the perceived immersion between
conditions. To measure the perceived immersion, we will use the Presence Questionnaire (PQ)
constructed by Witmer and Singer(1988) along with the Slater-Usoh-Steed (SUS) questionnaire
(Slater, Steed, McCarthy & Maringelli, 1998; Usoh, et al., 1999).

In thisfirstanalysis, the perceived immersionisthe dependentvariable. The independent
variableisthe presentation methodi.e. the real, HMD or desktop interview. We expect the real
interview to be mostimmersive. This due to (tele)presence being taken forgrantedinan
unmediated environment (Steuer, 1992). We expect participants to have a higher perceived
immersion inthe HMD experiment compared to the Desktop version. Thisis because a more sensory
breadth and a greatersensory depth would be closertothe real world regarding sensory aspects. In
turn, thiswould influence the perceived immersion (Bowman & McMahan, 2007). The first research
guestionis: ‘Whatis the best presentation method inthe context of VRjob interviews?’.

The second focus of this study will be the verbal behavior of the participants caused by the
ECA. To investigatethis, we will compare the results from two human-ECA interviews with one
human-humaninterview. This way we can see if participants' verbal behavior from the human-ECA
interviews resembles the participants' verbal behavior from the human-humaninterview. To
measure verbal behavior, we will use the total word count, disfluencies, total words longerthan six
letters, and total types, which were used by in the studies done by Hauptmann & Rudnicky (1988)
and Hill and colleagues (2015).

In this second analysis, the verbal behavioris the dependent variable. The independent
variable isthe conversational partneri.e. the ECA orthe humaninterviewer. We expect the
participantsto use fewerwords, shorter words, fewer disfluencies, and fewer typesin both the
desktop and the HMD experiment compared to the real interview. This expectationisin line with the
studies done by Hauptmann & Rudnicky (1988) and Hill etal. (2015). The second sub-questionis:
‘Can the ECA elicitverbal behavior thatis similarto human-human verbal behavior?'.

Takentogether, the present study will firstly attempt to find mostimmersive presentation

method using questionnaires. Secondly, this study will attempt to discover whetherthe ECA can



elicitverbal behaviorthatis similarto human-human verbal behavior. This willbe done by analyzing
the verbal behaviorvariables. Thesetwo pieces of information will then be used duringthe

development of the jobinterview training application, IntakeVR.



2. Method

2.1 Design and Procedure

This study consists of a jobinterviewin Dutch and three questionnaires. The experiment simulated
an interview concerningan IT position focusing on general software engineering. The participants
sat at a deskinaroom with a computer. They wore a head-mounted display (HMD) in the first
condition. Inthe second condition, theysat acrossa computer monitor. Inthe 3rd condition, the
participantssatin a room with aninterviewer. There weretwo versions of the VRinterview, an HMD
version, and a desktop monitorversion. The interview with the real interviewer is the ‘Real
condition'.

Each participantsat ina comfortable chair. The researcherexplained the experiment to the
participant. The participantthen signed the informed consent and proceeded with the Immersion
Tendency Questionnaire (ITQ). We used the ITQto indicate ifimmersive tendencies differed
between conditions. In the HMD condition, the HMD was placed on the participant. In Desktop
condition, the screensimply turned on, and the application started. In the Real condition, the
participant satacross a deskfromthe interviewer. Atthis point, the interview would begin. It lasted
for about 3 to 6 minutes depending on the answerlength of the participants. The participant had to
use the spacebarto record his or her verbal response in both the HMD and Desktop condition. The
participant was instructed to press and hold the spacebar like awalkie-talkie. After recording their
message, the application processed the answerand gave a reaction. This process went back and
forth until the end of the interview. All recorded audio was saved and transcribed. Afterthe
experiment, we compared the audio file tothe transcript to correct the transcript where needed.
We laterused the transcript to extract the verbal behavior variables. The experiment closed with
two questionnaires, the Presence Questionnaire (PQ) and the Slater-Usoh-Steed Questionnaire
(SUS). All questionnaires were completed using a desktop computer, the monitor, and Google

Form:s.
2.2.1 Materials

To presentthe virtual application and the ECA, we used an Asus ROG desktop computer. The
computerran Windows 10. It had an i7-5820K processor, 32 GB of RAM and 2 NVIDIA GeForce GTX
970 graphics cards. Forthe presentation of the sound, we used the Hercules XPS 2.040 Slim. To

record the voice of the participant, we used the microphone of a Logitech C270 webcam. We used



Unity 5.3.4f1 to both, run and develop the experiment. To produce the mouth movement, we used
Salsa by Crazy Minnow Studio. We used Adobe Mixamo to generate the animations. We used Adobe
Fuse to create the digital body of the ECA. Textures were created using Adobe Photoshop. Forthe
textto speech and speech totext processing, we used Dragon Nuance. We used Api.Alto process
the language. We used Google forms tofill out the questionnaires by the participants. The
guestionnaires used were the SUS (Usoh et al. 2000), the ITQ (Witmer & Singer, 1998) andthe PQ
(Witmer & Singer, 2005). All questionnaires are availablein Appendix A, B, and C respectively. We
used ITQ to measure the immersion tendency of the participant. We used the PQ and the SUS to
measure the perceived immersion. All questionnaires used a 7 point Likert-scale. IBMSPSS 20.0,
Microsoft Word 2016 and Microsoft Excel 2016 were used to analyze the data. The researcher
participatedinajob interview trainingat Ordinaand recorded multiple interviews. This experience
was usedtocreate questions forthe interview used inthis study. Also, cooperation with several
coaches provided insight and concrete questions and answers. All interview questions are available

inAppendixD.
2.2.2 Conversational agent (API.Ai)

To conduct the conversation (in Dutch) with the participant, we used APl.Aias a part of the ECA.
API.Aiisaweb service that can be usedto build speech-to-text, natural language processing
systems. For more information about developing using API.Ai, we referyou to theirwebsite (APl &
Docs, 2016).

In our case, the conversational agent was able to react based on predetermined contexts
and predetermined keywords. For example, in the context: ‘ervaring' (experience) The following

guestion came up:
‘Hoeveel jaar ervaring heb je in totaal met softwareontwikkeling?’
(How many years of experience do you have developing software?)

In this case, the APl searches the participant’s answerfora numberin letterform (one, two, etc.) or

digitform (1, 2, etc.). It thenusesthatnumberinits nextresponse.
An example of a participant’sanswer could be: ‘7jaar’ (7 years). The API'sresponse would be:
‘Hebjein die 7 jaar ook met Scrum moeten werken?’

(Did you work with Scrum in those 7 years?)



2.2.3 HMD

To presentthe HMD condition, we used an HMD (Oculus Rift DK2). The Oculus Rift DK2 isa head
mounted Virtual Reality headset. The screensize of the device was 5,7 inch. The display resolution
was 1920 * 1080 pixels (960 * 1080 pixels per eye) with a contrast ratio of 1000:1. The refreshrate
was 75hz with a response time of 5ms. The distance tothe screen was 6.4 cm. There was a
horizontal visual angle of 100 degrees'and vertical visual angle of 100 degrees'. The Oculus allowed
the participantstolook around in the VR. Thus the Field of Regard had a full 360 degrees'inthe both

horizontal and vertical angle.
2.2.4 Desktop monitor

To present the Desktop condition, we used aBenq GL2450 computerscreen. The screen size was 24
inch. The display resolution was 1920 * 1080 pixels with a contrastratio of 1000:1. The refresh rate
was 75hz with a response time of 5ms. The distance to the display was 60 cm. There was a
horizontal visual angle of 18 degrees'and vertical visual angle of 10.6 degrees'. These angles were

alsothe Field of Regardin the case of the Desktop condition.
2.3 Stimuli

In the case of the Real condition, the room was an office with two chairs and a desk. The interviewer
was the researcherand used the same structured interview questions as inthe VR interviews. The
stimuliinthe VR conditions was similar, consisting of an office room with the ECA, the interview, a
plantand a whiteboard. The ECA was a blonde Caucasian female avatar with aheight of 175 cm. The
ECA sat ina chair, greeted the participant and the interview commenced. We provideastill of both
the room and the ECA below (figure 1). The Desktop condition had no possibility to look around.
Therefore, the FORand FOV were identical. The HMD condition had the ability tolook around due to
the head tracking of the HMD. The sensory depth (FOV and FOR) inthe HMD conditionis thus
greaterthan the Desktop condition. Also, the participantsin the HMD condition saw eitherthe
application orthe black casing of the HMD. The participantsin the Desktop conditionsaw the

application onthe computer monitorand the actual room surrounding them.



Figure 1. A still from the Desktop condition. With the female avatar, aplantand a white board. Also
a start and stop button at the right top to control the software. On the right side, there is atextbox
to display the processed text of the participantand anothertextbox to display the text spoken by
the ECA.

2.4 Participants

The sample consisted of 37 Dutch participants, rangingin age from 21 to 51 years (M= 28.68, SD =
7.16 ). They were all software developers recruited from the Dutch tech company, Ordina. One
participant was excluded due to atechnical failure during the experiment. The remaining 36 had an
age Mof 28.01 yearsand an SD of 6.17; 3 were female (8.33%), 33 were male (91.67%). We were
not looking foradifference based on gender. Therefore, we did not evenly divide participants based
on gender. The participants were evenly distributed across the three conditions; 12 (1 female; 11
males) inthe HMD condition, 12(12 males) inthe Desktop condition and 12 in the Real condition (2
females; 10males). All participants possessed normal vision or were wearing vision prescription

glasses or contact lenses.
2.5.1 Statistical Analyses of the PQ, ITQ and Verbal Behavior

To analyze pre-testtendencies, we conducted a one-way Multivariate Analysis of Variance
(MANOQVA) 1X 3. The presentation method was the independentvariable i.e. the HMD, Desktop and
Real condition. The scores on the ITQ were the dependent variable using the provided scales
(Witmeretal., 1998). To analyze the influence of the presentation method on the perceived
immersion, we conducted a MANOVA 1 X 3. The presentation method was the independent

variable. The scores onthe PQ were the dependent variable using the provided scales (Witmeretal.,



2005). We conducteda MANOVA 1 X 2 to determinethe influence of the conversational partneron
the verbal behavior. The conversational partner was the independent variablei.e. the ECA, and the
real interviewer. The dependent variable was the verbal behaviori.e. total words, disfluencies, types
and wordslongerthansix letters. The results of the MANOVA VB and MANOVA PQ Questionnaire
are available in Appendix E.

Overall, p-values <.05were considered statistically significant (two-tailed). In the case of Box

M’s test, p-values <.001 were considered statistically significant (two-tailed).
2.5.2 Data reduction and further analyses

The PQ had five scales. We ran a Principal Component Analysis (PCA) to reduce the number of
scales. This analysis returned one component which was called PQSUB. Therefore, an ANCOVA was
conductedtodetermine the effect of the presentation method onthe perceived immersion after
controlling forverbal behavior. The verbal behavior (VBTOTAL) was the covariate.

The SUS had six questions. We ran a PCA to reduce the number of dimensions. This analysis
returned one componentwhich was called SUSTOTAL. Therefore, an ANCOVAwas conducted to
determine the effect of the presentation method on the perceived immersion after controlling for
the verbal behavior. The verbal behavior (VBTOTAL) was the covariate.

Verbal behavior(VB) had foursub-variables, the total number of words, words longer than
six letters, disfluencies, and types. We rana PCA to reduce the number of dimensions. This analysis
returned one component which was called VBTOTAL. Therefore, two ANCOVAs were run to
determine the effect of the conversational partner on the verbal behavior of the participants after
controlling forthe perceived immersion. The first one used the perceived immersion - according to
the SUSTOTAL - as the covariate. The second one used the perceived immersion - according to the
PQSUB - as a covariate. The results of the PCAs of the PQ, the SUS, and VB are available in Appendix
F.



3. Results

For the purpose of legibility, all unviolated assumptions were left out of the results section. We only
reported violated assumptions. As stated in the method section, the results of the MANOVAs of the
PQand the VBare available in AppendixE. Nextto this, the PCAs of the PQ, SUS and VB are available

in AppendixF.
3.1 Pretestimmersion tendency analysis

A one-way multivariate analysis of variance (MANOVA) was run to determine differences between
immersive tendency across the three presentation methods using the pretest Immersive Tendency
Questionnaire. Based on Wilk's Aitis shown that there were no differences amongthe conditionsin
the pre-test Immersive Tendency Questionnaire based onthe presentation method, F(12, 56) = 2.26
p =0.49; Wilk'sA=0.79, partial n? =.11. These resultsindicatethat there was nodifference in

immersive tendencies between conditions.

3.2 Influence of the conversational partner analysis

Two one-way analyses of covariance (ANCOVA) were used to analyze the influence of the
conversational partner onthe verbal behavior after controlling for the perceived immersion. The
firstone used the scores of the SUSTOTAL as a covariate. The second one used the scores of the
PQSUB as a covariate. | An ANCOVA was runto determinethe effect of the conversational partner
on the verbal behavior (VBTOTAL) after controlling for the perceived immersion (SUSTOTAL). The
covariate - the participants'perception accordingtothe SUSTOTAL - was not related tothe
participants'behavior (F(1,32) =.03, p =.86, r = .03). There was an effect of the conversational
partneron the participants’ behavior after controlling for the participants' perception (F(2,32) =
10.86, p = .00, partial n? = .40). Planned contrasts revealed that participantsin the Real condition
had higherscoresonthe VBTOTAL compared to both the Desktop condition (¢(32)=-3.66, p =.00, r =
.54) and the HMD condition (t(32) =-4.23, p =.00, r = .60). Participants from the HMD and Desktop
condition thus behaved differently than those from the Real conditioni.e. using alower number of

all verbal behaviorvariables. Figure 2 shows the average scores of the VBTOTALand the SUSTOTAL.
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Figure 2. A graph showingthe average SUSTOTALscores onthe firsty-axis. The SUSTOTALscores
revealed thatthe participants from Real condition and HMD condition were equally high. The scores
of the participants fromthe Desktop condition werelower than both other conditions. The second y-
axisshows the average VBTOTALscores. The VBTOTALscores revealed that the scores of the
participants of the Desktop and the HMD condition were equally low. The scores of the participants

of the Real condition were higherthan both other conditions.

An ANCOVAwasrunto determinethe effect of the conversational partner onthe verbal behavior
(VBTOTAL) after controlling forthe perceived immersion (PQSUB). The covariate - the participants'
perception accordingtothe PQSUB - was not related to the participants'behavior(F(1,32)=.13, p =
.72, r=.00). There was an effect of the conversational partner on the participants' behavior after
controlling forthe participants' perception (F(2,32) =9.76, p = .00, partial n? =.38). Planned
contrasts revealed that participantsin the Real condition had higherscores onthe VBTOTAL
compared to both the Desktop condition (t(32) =-3.29, p =.00, r =.50) and the HMD condition,
(t(32)=-4.16, p=.00 , r = .59). Participants from the HMD and Desktop condition thus behaved
differently thanthose fromthe Real conditioni.e. using lower number of all verbal behavior

variables. Figure 3shows the average scores of the VBTOTAL and the PQSUB.
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Figure 3. A graph showingthe average PQSUB scores on the firsty-axis. The PQSUB scores revealed
that the participants of the Real condition and HMD condition were equally high. The scores of the
participants of the Desktop condition were lowerthan both other conditions. The second y-axis
shows the average VBTOTALscores. The VBTOTAL scores revealed that the scores of the participants
of the Desktop and the HMD condition were equally low. The scores of the participants of the Real

condition were higherthan both other conditions.

3.3 Influence of the presentation method analysis

We used two ANCOVAs to analyze the influence of the presentation method on the perceived
immersion after controlling forthe verbal behavior. The first one analyzed the influence of the
presentation method onthe scores of the SUSTOTAL. The second one analyzed the same influence
on the scores of the PQSUB. Both used the scores of the VBTOTALas the covariate.

An ANCOVA was runto determinethe effect of the presentation method on the perceived
immersion (SUSTOTAL) after controlling forthe verbal behavior (VBTOTAL). We transformed the
data of the SUSTOTAL scores as it violated the assumption of equality of variance. Levene’s test
resultedin F(2,33)=8.55, p = .00 and Hartley’s Fy.x = 4.72 was above the critical value 4.5 both
violating the assumption of equality of variance (Pearson & Hartley, 1954). Afterthe transformation,
we redid the ANCOVA to determinethe effect of the presentation method on the perceived
immersion (SUSTOTALsqrt) after controlling for the verbal behavior(VBTOTAL). The covariate - the
participants' verbal behavior - was not related to the participants' perceived immersion (F(1,32) =
.13, p=.72, r=.06). There was an effect of the presentation method on the participants' perceived
immersion after controlling forthe participants' verbal behavior (F(2,32) =9.48, p = .00, partial n? =
.37). Planned contrasts revealed that participants from the Real and HMD conditions had an equal

level of perceived immersion according to the PQSUB (t(32) =-.017, p =.99, r = .60). It also showed



that participants from the Desktop condition had alowerlevel of perceived immersion according to
the PQSUB compared to the HMD condition (t(32) =-3.12, p=.00, r =.54). Figure 2 mentioned above
showsthe average scores of the PQSUB and the VBTOTAL. An ANCOVA was runto determine the
effect of the presentation method on the perceived immersion (PQSUB) after controlling forthe
verbal behavior(VBTOTAL). The covariate - the participants' verbal behavior - was not related to the
participants' perception (F(1,32)=.13 p=.72, r=.00). There was an effect of presentation method
on the participants' perception after controlling for the participants' behavior (F(2,32)=11.73, p =
.00, partial n?=.42). Planned contrasts revealed that participants from the Real and HMD conditions
had an equal level of perceived immersion according to the PQSUB (t(32) = -.55, p =.59, r =.10). It
also showed that participants from the Desktop condition had alowerlevel of perceived immersion
accordingto the PQSUB compared to the HMD condition (t(32) =-3.84, p =.00, r = .56). Figure 3
mentioned above shows the average scores of the PQSUB and the VBTOTAL.



4. Discussion

The firstaim of this study was to find out which presentation method was the bestin the context of
VR jobinterviews. This finding could then lead to a decision on which presentation method - HMD or
desktop - would be the best option forthe IntakeVR application. This study firstly compared the PQ
and SUS questionnaires from three conditions. The first condition was the Real condition which
would conducta real life interview. The second condition was the HMD condition. This condition
used an HMD, a keyboard, and a VRto carry out the digital version of the interview. The last
condition was the Desktop condition. This condition used acomputer monitor, akeyboard,anda VR
to conduct the digital version of the interview. The second aim was to create an ECA that coul d elicit
verbal behaviorthat resembles human-human verbal behavior. This study secondly compared the
verbal behavior of three conditions. The first one was the human interviewerin the Real condition.
Thissecond one was the ECA in the HMD condition. The last one was the ECAin the Desktop

condition.
4.1.1 Results from the pre-experiment Immersion Tendency Questionnaire

The resultsfromthe first pre-experiment questionnaire - the Immersion Tendency Questionnaire -
showed thatall conditions did not significantly differ from each other. Thisresult meansthat
participantsin every condition on average did not have ahighertendency tobe immersed than
participants from anothercondition. This result leads to the conclusion that theirimmersive

tendencies are notan explanation forthe results of the other analyses.
4.1.2 The perceived immersion hypothesis

Our hypothesis concerning the participant's perception was that the Real condition had the highest
perceived immersion. Next to this we expected that the participants from the HMD condition had a
lower perceived immersion, and the participants from the Desktop condition had the lowest
perceived immersion. We must reject our hypothesis as we have found that the participants from
the Real and HMD condition have an equally high perceived immersion on average. This resultis not
inline with the literature; the Real condition was not more immersive than the HMD condition
which should be the case according to Steuer(1992). Areason for thisresult could be that
participants only experienced one condition. Therefore, we do not know anything about the within-
participant perception of the different conditions. This lack of knowledgein concert with the
guestionnaires might have led to the high scoresinthe HMD condition. The questionnairesinturn
globally asked: ‘was this experienceimmersive? instead of ‘was this experienceimmersive

comparedto the real world?’. The general answerin both the HMD and Real condition was ‘yes, this



experience wasimmersive'. The reason forthisresponse inthe HMD condition was probably due to
the sufficiently great sensory depthin this condition. However, we also found that the participants
fromthe Desktop condition had the lowest perceived immersion. This lastresultisinline with
results from Bowman & McMahan (2007). The differencein sensory depthis probably the cause of
thisdifferencein perceived immersion; the HMD condition had a greatersensory depth whichin

turn produced a higherlevel of perceived immersion.
4.1.3 Verbal Behavior Hypothesis

Our hypothesis concerning the Verbal Behavior stated that the Real condition had the highest scores
on all fourvariables compared tothe HMD and Desktop condition. These variables were word count,
words longerthansix letters, disfluencies, and total types. Our results support this hypothesis. The
Real condition had the highestscores on all variables and the HMD, and Desktop conditions had the
same scores. We thusfail to reject our hypothesis. Thisresultisinline with the results from both Hill
and colleagues (2015) and Hauptmann and Rudnicky (1988). The reason forthese resultsis probably
due to the participants knowing who they were dealing with. In the case of the Real condition,
participants knew they were conversing with another human. Therefore, they probably expected an
adult natural language processing. However, participants knewthey were talkingtoacomputerin
the case of the HMD and Desktop condition. The expectation of an adultlevel of natural language
processing might have lacked inthe case of these conditions. Thus, they expected alower
comprehension and lower language processing skills. Therefore, they used fewer words, shorter
words, and fewer types. Also, the tools - the microphone and the web services - might have caused
the applicationtorequestarepeatof the participant's last answer. This repetition might have
causedthe participantto use fewerwords, shorterwords, and fewertypes during the follow-up
answers. Disfluencies were more frequentin the Real condition compared to both the HMD and
Desktop condition. Disfluencies are a common occurrence in human-to-humaninteractions. These
were therefore expectedinthe real interview (Bortfeld et al., 2001). Both the HMD condition and
Desktop condition had to communicate usingthe spacebar. Itis possible that this method gave the
participants time to answer fluently. It might have even given them time to practice theiranswer

causing fewerdisfluencies.
4.2 Overall Conclusion and implications

Overall, itseemsthat people perceive a higherlevel of immersioninthe HMD condition compared
to the Desktop condition. This level of immersion resembles real world experiences according to the
guestionnaires. Thus the HMD would be the best presentation method, answering our first question.

However, the participants did not behave like they weretalkingto a real personin both virtual



worlds. They might only have had a sense of telepresenceregarding visual immersion. They did not
have this sense of telepresence concerningtheirinteractions with the ECA. Answering our second
guestion, thisresulttells us that an ECA was notenough to elicit verbal behavior similarto human-
humaninteractioninourcase. A higherability of natural language processingis probably needed to
elicitthisbehavior. Furtheranalysis showed that participants' perception did not influence their
behaviorandvice versa. This means thatan increase in behavior scores would not show anincrease
insensory-perceptual scores and vice versa. In practice, this ensures us that the visual aspects of the
application can probably be developed independently fromthe level of interactivityand vice versa.
One can thus safely add more features tothe ECA, i.e. more natural language processing capabilities,
hopingtoelicita more human-human likeinteraction. One would in that case probably not have to

worry about a change in sensory perception.
4.3 Problems and errors

During our study, we came across several problems and errors. There was one case where the
applicationfailed to save the data (technical error) whichisless than a 3 percent fail rate. This failure
was nota bigprobleminourcase, as we found a replacement participant relatively soon. The
desktop version of the application had afeedback window next tothe ECA. This window functioned
as afeedback screen fordevelopment purposes. The developers forgot to take it out before the
experiment. In ourexperiment, the window showed the participants exactly what the ECA said, and
it showed the participant’s speech registered by the application. The application did not always
registerthe participant's speech correctly. Therefore, it might have influenced the perception of the
participantsin the desktop version as they saw the processed text. Either the microphone orthe
speech processing service caused theseinaccuracies. Itis still unclear which one caused this. The
lenses of the HMD had scratches on them. We were not able to fix that; this unclearview mightalso
have influenced the results of the HMD condition.

The interview followed a standard script. Certain keywords were needed to progress the
interview inthe Desktop and HMD conditions. Surrounding words were not necessary. Insome
cases, any answerwould suffice. The application would be less credibleif participants became aware
of these faults. Dragon Nuance provided the ECAs voice. The voice, however, did not sound very
natural. We are unaware of natural sounding text-to-speech voices. This unnatural sounding voice
could have influenced the credibility of the application. Lastly, the participantsin both the HMD and
Desktop conditions encountered delays in the conversation. Naturally, this was not presentin the
Real condition. Delays happened due to the language processes. Fora graphical depiction of the

complete process, see Appendix G. These delays could have influenced the perception of the



participants and the credibility of the application as such delays do not usually occurin the real

world.
4.4 future advice

The most important advice we have is that more resources should be spent on the development of
the interaction of the application. Herein, the primary focus should be onthe natural langu age
processing of the ECA. A great place to start would be the ability to process the participant'sinput
correctly. Examples of changes that could improve this ability are: finding a better performing
microphone ora better-performing speech processing service. These changes would increase the
credibility as the application does not repeatedly asks what the participant said. Also, these changes
would cause the application to make fewer mistakes concerning the natural language processing. In
turn, the application would then be ablertoreturnthe correct output. Furthermore, the application
follows ascriptedinterviewand is therefore very static. Dynamiclanguage processingwould be
relevantto create a more natural and human-like experience. Lastly, we adviseto remove the text
feedback screeninthe Desktop version. We stated the reason for this above: the application made
mistakesinthe language processing, which were visible. This, in turn, made the application less

credible.
4.5 Closing statement

In conclusion, only one goal is met. The HMD achieves the first goal as the perceived immersion
matches that of the real world accordingto the questionnaires. However, the ECA fails to meet the
goal of eliciting verbal behaviorthatresembles human-human verbal behavior. Intuitively, training
should thus nottransferto real life. Therefore, we do not label IntakeVR as a useable product yet.
We do acknowledge the potential of its use and with further development —primarily on the natural

language processing of the ECA - we are certain it will serve its purpose.
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Appendix A

SLATER-USOH-STEED QUESTIONNAIRE (SUS)

1. Pleaserateyoursense of beinginthe virtual environment, onascale of 1to 7, where 7

representsyour normal experience of beingin aplace.

2. Towhat extentwere there times during the experience when the virtualenvironment was

thereality foryou?

3. Whenyouthinkback to the experience, do you think of the virtual environment more as

images that you saw or more as somewherethatyouvisited?

4,  Duringthe time of the experience, which was the strongest onthe whole, yoursense of

beinginthe virtual environment or of being elsewhere?

5.  Consideryourmemory of beinginthe virtual environment. How similarin terms of the
structure of the memory isthis to the structure of the memory of other places you have
beentoday? By ‘structure of the memory’ considerthings like the extentto whichyou
have a visual memory of the virtual environment, whetherthat memoryisin color, the
extenttowhich the memory seems vivid orrealistic, its size, location in yourimagination,
the extentto whichitis panoramicinyourimagination, and othersuch structural

elements.

6. Duringthe time of yourexperience, did you often think to yourself that you were actuallyin

the virtual environment?



AppendixB
Immersion Tendency Questionnaire

1. Do you easily become deeply involved in movies ortvdramas?

I I I I I I I
NEVER OCCASIONALLY OFTEN

2. Do youeverbecome soinvolvedinatelevision program or book that people have problems

gettingyourattention?

I I I I I I I
NEVER OCCASIONALLY OFTEN

3. How mentally alertdoyoufeel atthe presenttime?

I I I I I I
NOT ALERT MODERATELY FULLY ALERT

4. Do you everbecome soinvolvedinamovie that you are not aware of things happeningaround

you?

I I | | I I
NEVER OCCASIONALLY OFTEN

5. How frequently doyou find yourself closely identifying with the charactersina story line?

I I I I I I I I
NEVER OCCASIONALLY OFTEN

6. Do youeverbecome soinvolvedinavideogame thatitisas if youare inside the game rather

than movingajoystick and watching the screen?

I I I I I I I
NEVER OCCASIONALLY OFTEN

7. How physically fitdoyou feel today?

I I I I I I I
NOTFIT MODERATELY FIT EXTREMELY FIT




8. How good are you at blocking out external distractions when you are involved in something?

I I I I I I I I
NOT VERY GOOD SOMEWHAT GOOD VERY GOOD

9. When watching sports, doyou everbecome soinvolvedinthe game thatyoureact as if you were

one of the players?

I I I | | I
NEVER OCCASIONALLY OFTEN

10. Do you everbecome soinvolvedinadaydreamthatyou are not aware of things happening

aroundyou?

I I I I | I
NEVER OCCASIONALLY OFTEN

11. Do you everhave dreams that are soreal thatyou feel disoriented when you awake?

I I I I I I I |
NEVER OCCASIONALLY OFTEN

12. When playing sports, do you become soinvolvedin the game that youlose track of time?

I I I I I I I I
NEVER OCCASIONALLY OFTEN

13. How well doyou concentrate on enjoyable activities?

I I I I I I I
NOT AT ALL MODERATELY ~ WELL VERY WELL

14. How often doyou play arcade or video games? (OFTEN should be takento mean every day or

every two days, on average.)

I I I I I I I
NEVER OCCASIONALLY OFTEN

15. Have you evergotten excited during a chase or fight scene on TV or in the movies?

I | | I I I I I
NEVER OCCASIONALLY OFTEN




16. Have you ever gotten scared by something happeningonaTV show orin a movie?

I I I I I I I I
NEVER OCCASIONALLY OFTEN

17. Have you everremained apprehensive or fearful long after watchinga scary movie?

I I I I I I I I
NEVER OCCASIONALLY OFTEN

18. Do you everbecome soinvolvedin doing somethingthatyou lose all track of time?

I I I I I I | I
NEVER OCCASIONALLY OFTEN




Appendix C
Presence Questionnaire

1. How much were you able to control events?

NOTATALL SOMEWHAT COMPLETELY

2. How responsive was the environment to actions that you initiated (or performed)?

NOT RESPONSIVE MODERATELY RESPONSIVE COMPLETELY RESPONSIVE

3. How natural did your interactions with the environment seem?

EXTREMELY ARTIFICIAL BORDERLINE COMPLETELY NATURAL

4. How much did the visual aspects of the environmentinvolve you?

NOTATALL SOMEWHAT COMPLETELY

5. How natural was the mechanism which controlled movement through the environment?

EXTREMELY ARTIFICIAL BORDERLINE COMPLETELY NATURAL

6. How compelling was your sense of objects moving through space?

NOTATALL MODERATELY COMPELLING VERY COMPELLING

7. How much did your experiencesinthe virtual environment seem consistent with your real world

experiences?




NOT CONSISTENT MODERATELY CONSISTENT VERY CONSISTENT

8. Were you able to anticipate what would happen nextinresponseto the actions that you

performed?

NOT AT ALL SOMEWHAT COMPLETELY

9. How completely wereyou able to actively survey or search the environment using vision?

NOTATALL SOMEWHAT COMPLETELY

10. How compelling was your sense of moving around insidethe virtual environment?

NOTATALL MODERATELY COMPELLING VERY COMPELLING

11. How closely were you able to examine objects?

NOTATALL PRETTY CLOSELY VERY CLOSELY

12. How well could you examine objects from multiple viewpoints?

NOTATALL SOMEWHAT EXTENSIVELY

13. How involved were you in the virtual environment experience?

NOT INVOLVED MILDLY INVOLVED COMPLETELY ENGROSSED

14. How much delay did you experience between your actions and expected outcomes?

NO DELAYS MODERATE DELAYS LONG DELAYS



15. How quickly did you adjust to the virtual environment experience?

NOT AT ALL SLOWLY LESS THAN ONE MINUTE
16. How proficientin moving andinteracting with the virtual environment did you feel at

the end of the experience?

NOT PROFICIENT REASONABLY PROFICIENT VERY PROFICIENT

17. How much did the visual display quality interfere or distract you from performing assigned tasks

or required activities?

NOT AT ALL INTERFERED SOMEWHAT PREVENTED TASK PERFORMANCE

18. How much did the control devices interfere with the performance of assigned tasks orwith other

activities?

NOTATALL INTERFERED SOMEWHAT INTERFERED GREATLY

19. How well could you concentrate on the assigned tasks or required activities rather than on the

mechanisms used to perform those tasks or activities?

NOT AT ALL SOMEWHAT COMPLETELY

20. How much did the auditory aspects of the environmentinvolveyou?

NOT AT ALL SOMEWHAT COMPLETELY



21. How well could youidentify sounds?

NOT AT ALL SOMEWHAT

22. How well could youlocalize sounds?

COMPLETELY

NOT AT ALL SOMEWHAT

COMPLETELY



AppendixD

Responses of the agent, Ina

Hallo, ik benIna, wat is jouw naam?

Userinput

Aangenaam Snamen, kan je beginnen metiets overjezelf te vertellen? Wat vind jij leuk om te doen?

Userinput

Oke, Zoals je weet hebben we een positie voor een softwareontwikkelaar. Wat is jouw
ervaringsniveau? Hoeveel jaarervaring heb je in totaal met software ontwikkelen?

Userinput

Hebje indie Snummersjaren ook metScrum moeten werken?

Userinput

En hoe beviel dat?

Userinput

Ik kan mij wel voorstellen dat je het SbijvoeglijkErvaring vindt. Wat vind je eigenlijk leuk aan je werk
als Softwareontwikkelaar?

Userinput

oke, dat snap ik wel. Welke rol hebjijgraagineenteam?

Userinput



Dat is mooi, we kunnen wel een Srollen gebruiken. Werk je eigenlijk liever frontend of backend?

Userinput

We hebbeniemand hard nodigvoor $frontback, dus dat komt mooi uit! Kan je misschien een
voorbeeld gevenvan een project waarje Sfrontback werk deed?

Userinput

Ik denk datik nugenoegweet. Ik wil je bedanken voorje komst, eneenfijne dagwensen.

*Everythingwithan S isavariable and will be used by API.Alinits response.



Appendix E
MANOVA verbal behavior and MANOVA Presence Questionnaire

For the purpose of legibility, assumptions were only reported if they were violated. Allassumptions

that were notviolated were left out.
1.1 MANOVA Verbal behavior

A One-way multivariate analysis of variance (MANOVA) was run to determine the influence of the
conversational partner onthe verbal behavior. Verbalbehavior had 4 variables: word count,
Disfluencies, Types and Six letters. We transformed word count data using the square root
transformation asitviolated the assumption of equality of variance. Levene’s test resulted in F(2,33)
=5.78, p =.01. and Hartley’s Fy,,x= 6.41 was above the critical value 4.5 (Pearson & Hartley, 1954)
both violating the assumption of equality of variance.

Results from the MANOVA showed that the conversational partnerhad an effectonall
variables. The p-values were between word count SQRT (F(2,33) = 15.56, p = .00, n? = .49 with
observed powerof.99) and disfluencies (F(2,33) = 6.42, p= .00, n?= .28 with observed power of
.88).

Planned contrasts showed that participantsin the real interviewhad higherscoresonall
fourvariables comparedto both the HMD and Desktop condition. The p-values were between
Disfluencies (HMD condition, t(32) =-2.83, p =.01) and total word count (HMD condition,t(32) = -
5.17, p =.00).

1.2 MANOVA Presence Questionnaire

A One-way multivariate analysis of variance (MANOVA) was run to determine differences between
the scores on the presence questionnaire across the three levels ofimmersion. PQ had five scales:
Involved/Control(IC), Adaption/Immersion(Al), Visual Fidelity(VF), Interface Quality(IQ) and Sound.
We transformed the data of the VF scale usingthe logarithm transformation asitviolated the
assumption of equality of variance. Levene’s test resulted in F(2,33) =9.87, p = .00. and Hartley’s
Fuiax = 17.16 was above the critical value 4.5 (Pearson & Hartley, 1954) both violating the assumption
of equality of variance.

Resultsfromthe MANOVA showed thatthe level of immersion had an effecton IC, Al and VF
log. The p-valueswerebetween IC(F(2,33) = 14.79, p =.00, n? = .47 with an observed power of .99)
and Al (F(2,33) =9.93, p = .00, n? = .38 with an observed power of .98). IQ showed no effect (F(2,33)
=.24, p =.79, n? = .01 withan observed power of .08), and Sound also showed no effect (F(2,33) =
.43, p=.65, n?=.03 withan observed powerof.11).



Planned contrasts showed that participantsin the real interviewhad the same scoreson all
three scales that showed an effect. The p-values were between VF (£(32) =-.55, p =.59) and IC ((32)
=-.72, p = .48). The scores fromthe HMD condition was higheron all three scales that showed an

effect compared to the Desktop condition. The p-values were between Al (t(32) =-4.10, p = .00) and
IC (¢(32) = -4.10, p = .00).



Appendix F

Principal component analysis of the Presence Questionnaire, The SUS Questionnaire and the Verbal

behaviorscores.
1.1 Dimension reduction Presence Questionnaire

A principal componentanalysis (PCA) was conducted on the 3 scales of the PQ with orthogonal
rotation (varimax). These scales were the IC, Al, VF asthese were the scales that showed an effect.
The Kaiser—Meyer—Olkin measure verified the sampling adequacy forthe analysis, KMO =.76 (‘good’
accordingto Field, 2009), all 3 KMO values forindividual items were >.75, whichiswell above the
acceptable limit of .5(Field, 2009). Bartlett’s test of sphericity x2 (10) = 69.68, p =.00, indicated that
correlations between items were sufficiently large for PCA. Aniinitial analysis was run to obtain
eigenvaluesforeach componentinthe data. 1 componenthad eigenvalues over Kaiser’s criterion of
1 and incombination explained 85.41% of the variance. The scree plot showed an inflexion that
wouldjustify retaining component 1. Visual inspection of the scree plot and Kaiser’s criterion
indicated thatonly one component should be retained. Table 5shows the factor loadings. The items
that clusteron the same components suggested that component 1represented ageneral PQ
perception of presence. The sum of the IC, Al, and VF scales was used in the resultsection. This scale

was referred to as PQSUB.

Component1
IC .92
Al .93
VF .93

Table 5. Component Matrix of the scales that showed differences across the three groups of the PQ.

1.2 Dimension reduction SUS - Questionnaire

A principal componentanalysis (PCA) was conducted on the 6 items of the SUS with orthogonal
rotation (varimax). The Kaiser—Meyer—Olkin measure verified the sampling adequacy forthe
analysis, KMO = .81 (‘great’ accordingto Field, 2009), all KMO valuesforindividual items were >.75,
whichiswell above the acceptable limit of .5(Field, 2009). Bartlett’s test of sphericity 2 (15) =
109.78, p =.000, indicated that correlations between items were sufficiently large for PCA. An initial
analysis was run to obtain eigenvalues foreach componentinthe data. 1 component had

eigenvalues overKaiser’s criterion of 1and in combination explained 62.20% of the variance. The



scree plot showed inflexions that would justify retaining component 1. Visual inspection of the scree
plotand Kaiser’s criterionindicated that only one component should be retained. Table 6shows the
factor loadings after rotation. All items clustered suggesting that the single componentrepresented
a general SUS perception of presence. The sum of all 6 items was used in the resultsection. This

variable was referred to as SUSTOTAL.

Component1
susQl .88
SUS Q2 .86
SUS Q3 .85
SUS Q4 .80
SUS Q5 .66
SUS Q6 .66

Table 6. The component matrix of the six questions of the SUS questionnaire.

1.3 Dimension reduction Verbal behavior

A principal componentanalysis (PCA) was conducted on the 4 scales of VB with orthogonal rotation
(varimax). The Kaiser—-Meyer—Olkin measure verified the sampling adequacy forthe analysis, KMO =
.80 (‘good’ accordingto Field, 2009), all KMO values forindividualitems were >.71, which is well
above the acceptable limit of .5 (Field, 2009). Bartlett’s test of sphericity 2 (6) = 202.45, p =.000,
indicated that correlations between items were sufficiently large for PCA. Aninitial analysis was run
to obtain eigenvalues foreach componentinthe data. 1 component had eigenvalues overKaiser’s
criterion of 1 and in combination explained 88.79% of the variance. The scree plot showed inflexions
that would justify retaining component 1. Visual inspection of the scree plot and Kaiser’s criterion
indicated that only one component should be retained. Table 7shows the factor loadings after
rotation. All items clustered one the single component suggesting that the componentrepresents a

general Verbal behavior. The sum of all 4 items was used in the result section. This was referred to

as VBTOTAL.
Component1
Types .98
Six letter .94

Disfluencies | .86

Word count | .98

Table 7. Component matrix of the variable of verbal behavior.



Appendix G

Graphical depiction of the complete speech process.

speech input memmly intake app wesp Dragon Nuance

intake app memp APIAl s intake app

Dragon Nuance ey intake app messsp speech output

Figure 4. Graphical depiction of the process from the participants’ speech until the applications
speech output. The recorded speech had to be sent from the application to Dragon Nuance which
converteditto a piece of text. That processed text had to be sent back to the application which sent
itto Api.Al.Inturn, itsentan answerback to the application based onthe user’s processed text. This
answerwould then again have to be sentto Dragon Nuance which converted the textto speech. The

converted speech was sent back to the application which delivered it to the uservia the speakers.



