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1 Introduction

Recommender systems have become more and more intertwined in our ev-
eryday usage of the web. Think about the recommended videos on Youtube
or the recommended items on Amazon. These systems collect information on
the preferences of its users for a certain set of items, like movies, songs, books,
travel destinations, and many more. This information can be gathered in an
explicit way (by collecting ratings of users) or in an implicit way [38][21][53]
(by monitoring users’ behavior, such as songs heard or books read). The
aim of a recommender system is to reduce information overload by retriev-
ing the most relevant information and services from a huge amount of data.
In order to do so recommender systems may use demographic features of
its users (like age, nationality, gender). With the popularity of services like
Facebook, social information, like followers, followed, twits and posts can be
used to gather information. More recently a growing trend towards the use
of information from the Internet of things has started. Information like GPS
location, RFID or health signals.

Recommender systems try to balance factors like accuracy, novelty, dis-
persity and stability in the recommendations. They use several different
sources of information for providing users with predictions and recommenda-
tions of items. The most common methods are collaborative filtering meth-
ods. These methods are often used together with other filtering techniques,
like content-based or social ones. Collaborative filtering is very intuitive be-
cause it is based on the human decision making process. It does not only
consider its own experiences, but it also takes into account the experiences
of a large group of acquaintances.

Since the implementation of recommender systems in the Internet has in-
creased, the systems are used in a lot of areas [56]. Most research is done on
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movie recommendation studies [18][81]. However, a lot of literature is also fo-
cused on different topics, like music [38][52][78], television [84][6], applications
in markets [22], web search [50], books [53][23], documents [72][61][60][62],
e-learning [86][13], e-commerce [31][19], and others.

Throughout the years recommender systems have been evolving in sev-
eral ways. Hybrid techniques have been applied on recommender systems by
merging current techniques to get the advantages of both [15]. Apart from
hybrid techniques, the design of recommender systems has been evolving
alongside the Internet in three phases. In the first phase the systems were
mainly based on the information from the web. The second phase incorpo-
rated social information into the design. Lastly, in the more recent third
phase information from the internet of things was added.

The remainder of this article is structured as follows: In Section 2 the
foundations of recommender systems will be explained, looking at the con-
siderations for recommender systems. So which methods, algorithms and
models can be used based on the information from the web (the first phase).
Section 3 shows the use of social information in recommender systems for
making recommendations based on trust, reputation and credibility (the sec-
ond phase). Section 4 focuses on the trends in recommender systems. In this
section techniques based on location-aware recommendation systems will be
described. Finally, Section 5 will summarize the history of recommender
systems and will show areas for future research.

2 Foundation of recommender systems

In this section a general description will be given of the foundations of recom-
mender systems, like taxonomies, algorithms, methods, filtering approaches,
databases, etc. After that the cold-start problem will be explained. This
problem describes the difficulty in recommending on a small set of data.
Next, the kNN algorithm will be described. This is the algorithm that is
most used in recommender systems based on collaborative filtering. Finally,
similarity measures will be given for comparing users and items.

2.1 Fundamentals

When designing a recommender system several considerations have to be
made on the following aspects:
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• The type of data available in the database (ratings, features and content
for the items that can be ranked, social information, location-aware
information).

• The filtering algorithm used (demographic, content-based, social-based,
context-aware, hybrid).

• The model chosen (based on direct use of data: memory-based, or a
model generated using such data: model-based).

• The employed techniques: probabilistic approaches, Bayesian networks,
nearest neighbors algorithm; bio-inspired algorithms like neural net-
works, genetic algorithms; fuzzy model, singular value decomposition
to reduce sparsity levels, etc.

• The sparsity level of the database and the designed scalability.

• The performance of the system based on time and memory consumance.

• The objective sought (e.g. predictions and top N recommendations).

• The desired quality of the results, like novelty coverage and precision.

2.1.1 Databases

In order to do research on recommender systems there has to be a public
database in order to investigate techniques, methods and algorithms. By
using these databases research can replicate experiments and validate tech-
niques or even improve on current techniques. In Table 1 examples of public
databases are shown. From these databases Last.Fm and Delicious are the
only databases that use implicit ratings and social information.

2.1.2 Filtering algorithms

The internal functions of a recommender system are determined by the fil-
tering algorithm used. The filtering algorithms can be divided in [2][17]: (1)
content-based filtering, (2) demographic filtering, (3) collaborative filtering[69]
and (4) hybrid filtering[15].
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Without social information With social information
MovieLens 1M Movielens 10M Netflix Jester EachMovie Book-crossing ML Last.Fm Delicious

Ratings 1 million 10 million 100 million 4.1 million 2.8 million 1.1 million 855598 92834 104833
Users 6040 71567 480189 73421 72916 278858 2113 1892 1867
Items 3592 10681 17770 100 1628 271379 10153 17632 69226
Range {1,...,5} {1,...,5} {1,...,5} -10, 10 [0,1] {1,...,10} {1,...,5} Implicit Implicit
Tags N/A N/A N/A N/A N/A N/A 13222 11946 53388
Tags assignment N/A N/A N/A N/A N/A N/A 47957 186479 437593
Friends relations N/A N/A N/A N/A N/A N/A N/A 25434 15328
Items Movies Movies Movies Jokes Movies Books Movies Music URL’s

Table 1: Most often used memory-based recommender systems public
databases.

Demographic filtering Demographic filtering is the most basic filter-
ing method. It is used to identify the types of users that like certain objects.
It uses information like age, gender, education, etc. Items are recommended
to a user based on the ratings given by other users that have a lot of common
demographic features. The principle is that users with common personal at-
tributes also have common preferences. Even though this filtering approach
does not yield comparable results to the other filtering approaches, it still per-
forms better than randomly guessing. It is better to use this filtering method
in a hybrid approach with one of the other filtering methods to increase the
accuracy.

Content-based filtering Recommendation system using content-based
filtering approaches recommend items to the user that are similar to the ones
the user preferred in the past. The rating of an item is based on the ratings
assigned by the user to items that are similar to the new item. Content-
based filtering has its roots in information retrieval and information filtering
research. Because of the early advancements in these fields and the im-
portance of text-based applications, many content-based systems focus on
recommending items containing textual information, such as documents or
websites. The content of the items considered is therefore represented by
keywords. For example, a document is represented by the 100 most impor-
tant words, where the importance of a word is determined by some weighting
measure. The most well known and often used measure in information re-
trieval is TF-IDF, short for term frequency-inverse document frequency. The
measure TF-IDF [63] is the product of two statistics, term frequency and in-
verse document frequency. There are various ways to define these statistics.
In case of the term frequency tf(t, d), taking the raw frequency is easiest.
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Count the number of times term t occurs in document d and that will be the
value. By denoting this value as ft,d this scheme gives the value tf(t, d) = ft,d.
Other ways do determine the value of term frequency are [45]: (a) boolean
frequencies: tf(t, d) = 1 if t occurs in the document and zero otherwise, (b)
logarithmically scaled frequency: tf(t, d) = 1 + logft,d or zero if ft,d is zero,

and (c) augmented frequency: tf(t, d) = 0.5 + 0.5 · ft,d
max{ft′,d:t′∈d}

, which is

the raw frequency divided by the maximum raw frequency of any term in
the document. The inverse document frequency idf(t,D) is a measure of
how much information a term provides in all the documents. The formula
for this value is: idf(t,D) = log N

|{d∈D:t∈d}| . This formula divides the total
number of documents N by the number of documents containing the term
|{d ∈ D : t ∈ d}|, and then takes the logarithm of that quotient. The
tf-idf value is than calculated by taking the product of these statistics, so
tdidf(t, d,D) = tf(t, d) · idf(t,D).

Besides the information retrieval techniques, other techniques for content-
based recommendation have been used, like the naive Bayesian classifier [58]
which basically computes a prediction of a rating based on the chance the
new item has of falling in a certain rating class. This chance is based on the
features of the new item which are compared with the features of items that
are already rated. Other techniques are machine learning techniques, such as
clustering [68] or decision trees [27]. Clustering techniques work by grouping
those users together who have similar preferences. Once a cluster is made,
predictions for items, for a single user in this cluster, are given by taking an
average of the ratings of the other users in this cluster for that particular
item. From this, recommendations can be presented to the user based on the
estimated ratings for the items. Decision trees can also be used for recom-
mending items. To use a decision tree in a content-based recommendation
process, first the decision tree has to be build for each user. Building this
decision tree is done by using the content of the items already rated by the
user. The features of the items are used to build a model of the user’s pref-
erences and this information gain is used as the splitting criteria. For a new
item a value is given by traversing the constructed tree using the content
information of the item and assigning the value at the end of the traversed
path. All techniques mentioned above are based on a model, learned from
the underlying data, by using statistical and machine learning techniques.

Using content-based filtering also has its limitations. There are three
main limitations when using content-based filtering, namely:
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• Limited content analysis: content-based systems are limited by the
features that are explicitly associated with the items that are recom-
mended. To get a sufficient set of features, it should be possible for the
content to be parsed automatically, or the features should be assigned
manually. Even though automatic parsing is easy for text features, this
is not the case for features of images or videos. On top of that, manual
assignment is not practical due to the limitations of resources. Another
problem arising in limited content analysis is that two different items
that are represented by the same features are indistinguishable to the
system.

• Overspecialization: If a system only recommends items which score
highly against a user’s profile, the user is limited to only being recom-
mended items that are similar to the items already rated by the user.
So the range of items is limited. In order to cope with this limitation
some sort of randomness has to be added. A second problem is the
diversity. Users should not only be recommended items that are too
similar too the items the user has already seen, because then the user
is never recommended something new.

• The new user problem: this is the most difficult problem to solve in rec-
ommender system and more details on this problem will be explained
in section 2.2. The limitation is that the user has to have rated a suffi-
cient number of items. When the user has only rated a small number
of items, the system will not really understand the user’s preferences,
which will lead to less reliable ratings. Which will ultimately result in
new users not getting very accurate recommendations.

Collaborative filtering Collaborative filtering is the process of filter-
ing or evaluating items using the opinions of other people. This technique
gets its roots from something humans have been doing for years, namely
sharing opinions with each other. If a lot of people in your surrounding en-
vironment like a certain product, you might be tempted to get it as well.
On the other hand, when a lot of people dislike a product, you might not
want to get it. People are even able to distinguish opinions based on their
experience with other people, learning whose opinion to listen to and whose
not to listen to.

With the help of computers and the web the amount of opinions on items
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has increased drastically. Not only can a lot more opinions be used, but this
information can also be processed very fast in real time. So it is not only pos-
sible to determine what a large community thinks, but a personalized view
can also be created for items by using the opinions that are most appropriate
for a user.

In order to use collaborative filtering, ratings are important. A user has
to have given a value to a certain item. These values and their meaning can
be represented in a matrix. A ratings matrix is a table where each row rep-
resents a user and each column represents an item. A matrix cell can either
contain a value, which is the rating given by the user to that specific item,
or a blank, meaning the user has not rated the item.

In a collaborative filtering system a rating can be presented in several
forms:

• Scalar ratings: either numerical ratings, such as a star rating from 1-5,
or an ordinal rating, where the user has to choose between strongly
disagree, disagree, neutral, agree or strongly agree.

• Binary ratings: ratings with only two choices, like bad/good.

• Unary ratings: a rating indicating whether a user bought an item or
rate it positively.

These ratings can be gathered explicitly by asking users to rate items or
implicitly by looking at the users’ actions.

Collaborative filtering started being researched when the text repositories
shifted from having purely formal content to a mixture of formal and infor-
mal content. Content-based techniques became more inadequate to help
users find the items they were most interested in. There were two solutions
to this problem, either wait for the artificial intelligence to improve, or start
using human judgment.

The usage of collaborative filtering system has changed with the adap-
tation of the web. At first collaborative filtering systems were designed for
providing users with information explicitly. Users visited websites for the
main purpose of getting recommendations. Nowadays, these systems are
used extensively behind the scenes. Websites adapt the content by choosing
which news to provide to the users. There is only a limited amount of space
in which the providers can show information and collaborative filtering sys-
tems can help determine what information a user would like to see.
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Collaborative filtering systems can be used for a variety of tasks. Some
of the user tasks for which collaborative filtering can be used are:

• Finding new items a user might like. Nowadays there is a huge infor-
mation overload and it is hard to find interesting items. Collaborative
filtering helps tackle this problem by presenting the user with just a
few interesting items to choose from.

• Advising certain items. When a user has found a particular item of
interest, the user might want to know whether the item is good or bad.
Collaborative filtering can therefore present the opinions of other users
in the community to the user.

• Finding users a person might like. A user with a similar taste might
provide good recommendations to the current user. Focusing on these
users is just as important as focusing on the items itself, because this
can create a network from which predictions and recommendations can
be retrieved for the current user.

• Helping a group of people find something they all like. Collaborative
filtering can look at all the group members and recommend the items
which might be liked by the entire group the most.

Apart from user tasks a collaborative filtering system can also perform tasks
from a functional point of view. The most important ones begin recommend-
ing items and predicting the value of a given item. When a collaborative
filtering system recommends items it can show a number of items to a user
based on the usefulness of the items to the user. By predicting the ratings
a user might give to unrated items and ranking them from highest to low-
est, the system can provide the list of most useful items. Predicting values
is a more complicated task than just recommending items, because a value
might have to be given to a fairly new item, which has not received many
ratings yet. Giving the correct rating is much more complicated than just
recommending the item as an interesting item to look into.

Collaborative filtering has been introduced to improve the recommenda-
tion process at the point where content-based filtering could not perform well
enough. In contrast to content-based filtering, which assumes that items with
similar features are rated similarly, collaborative filtering assumes that people
with a similar taste also rate similarly. These two filtering techniques have
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been seen as two complimentary techniques. Where content-based filtering
can determine the relevance of items without the use of ratings, collaborative
filtering needs the ratings in order to present the user with a prediction or
recommendation. On the other hand collaborative filtering does not need
the content of items to make predictions. If the content of an item cannot be
extracted, the features of the item cannot be used in a content-based filtering
system. Collaborative filtering does allow the evaluation of those features,
because users provide this evaluation through ratings. One of the limitations
of content-based filtering was over-specialization. An item that does not
contain the exact same features will not be recommended, even though there
could be a high degree of similarity. Collaborative filtering can deal with this
limitation and can therefore give more unexpected recommendations.

The core algorithms of a collaborative filtering system can be divided
in non-probabilistic and probabilistic algorithms. When looking at non-
probabilistic algorithms, the most used algorithms are nearest neighbor algo-
rithms. The nearest neighbor algorithms can in turn be divided in user-based
and item-based nearest neighbor. More on the nearest neighbor algorithm
can be found in section 2.3. Other non-probabilistic techniques would be
dimensionality reduction techniques like matrix factorization, which will be
discussed in section 2.1.4. The probabilistic algorithms mainly just calculate
the probability that a user would assign a certain rating to an item. The
most used algorithms for this are based on Bayesian networks.

Because a collaborative filtering system works with ratings of users and
therefore has information about the users apart from the standard informa-
tion, these systems have to deal with privacy issues. The information a user
provides to the system has to be stored in a secure location. Users must trust
that the providers of the systems will not use their ratings or preferences for
other purposes except providing ratings and recommendations. So these sys-
tems have to have a good security system to protect all the information. This
field will always provide challenges because even well secured systems might
become exploited to reveal personal information.

Apart from the privacy issues a collaborative system also has to deal
with trust issues. Collaborative filtering systems use ratings as a base for
their recommendations, but it is not guarantied that all users rate items
honestly. When a producer wants to make its own items more appealing
it might provide very positive ratings for them and rate similar items from
other producers negatively. A collaborative filtering system has to be able
to distinguish between normal rating behavior and these so called shilling
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attacks. This is yet another challenge collaborative filtering has to deal with.

Hybrid filtering In a hybrid recommender system two or more recom-
mendation techniques are combined. In most systems collaborative filtering
is combined with another technique. By combining techniques the system
is able to minimize the limitations of the techniques when used separately.
There are several forms of hybrid recommender systems and in this section
some of these hybrid techniques are discussed.

The first way of combining recommendation techniques is in a weighted
fashion. In such a weighted hybrid recommender system the score of an item
is computed by taking the score of each individual technique into account.
One way to do this is to give each technique an equal weight at the start
and adjust this as more information about the prediction quality becomes
available. This technique is easy to implement and is pretty straightforward.
It is also easy to adjust the system after the evaluation step. By using this
technique the relative value of the individual techniques is the same for all
items considered. In practice this is not the case, as collaborative filtering
systems perform worse for items that have only a few ratings and content-
based filtering systems perform less when the features of items become more
difficult to extract.

Another way to combine techniques is to use switching. In such a hybrid
system a criterion is used to switch between the different techniques. For
example, the system starts with a content-based recommendation method
until it cannot make good recommendations anymore. At that point the sys-
tem switches to a collaborative filtering method. The collaborative filtering
method might provide recommendations which are not similar based on con-
tent. This switching technique cannot overcome all limitations of the individ-
ual filtering methods. It cannot overcome the cold-start new-user problem,
which will be discussed in section 2.2. Apart from the new-user problem,
this hybrid system also adds another parameter to the process, namely the
switching criterion. The biggest benefit of this hybrid method is that it can
deal with some of the weaknesses of the individual techniques by using the
strength of another technique. If a content-based method cannot make good
recommendations because the content of an item cannot be appropriately
evaluated, a collaborative method can use the ratings provide by users for
that particular item to still give a good recommendation in the end.

When a lot of predictions have to made a mixed hybrid might be useful.
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In a mixed hybrid system the recommendations from all individual techniques
are shown together. A content-based method shows the top recommendations
based on the content of the items, whereas a collaborative method running
simultaneously shows the top recommendations based on other users’ rat-
ings. By running different filtering methods, this hybrid method is able to
deal with the cold-start new-item problem. A new item cannot be easily
recommended by a collaborative system using ratings, because the item has
not received a sufficient amount of ratings yet. If the features of a new item
can be extracted, a content-based system might recommend this new item
and since a mixed hybrid system presents the top recommendations of all
individual filtering methods the item will still be recommended. This type
of hybrid recommender system can also deal with over-specialization, one
of the limitations of content-based filtering, because it runs a collaborative
filtering method which does not need the content of an item to give good
recommendations. So mixed hybrid systems are able to deal with the limi-
tations that the filtering methods cannot deal with when used individually.
Even though it can deal with several limitations the filtering methods have
when used separately, the new-user problem can still not be overcome using
this technique.

Feature combination is yet another way of combining different filtering
methods into a hybrid recommendation system. Looking at a combination
of content-based and collaborative filtering, feature combination used the in-
formation retrieved for collaborative filtering as input features fro a content-
based filtering method. In this way, it considers the collaborative data but
does not necessarily rely on it. Feature combination based hybrid recommen-
dater systems only use those features that can help in the recommendation
process of the second method.

The previous hybrid recommendation method have all used the filtering
methods in a simultaneous manner. Cascading is a form of hybrid recom-
mender system that uses the filtering methods in a sequential manner. This
technique first creates a candidate set of relevant items by using one of the
filtering methods and then uses the second filtering method to refine this can-
didate set even further. Cascading avoids using the second filtering method
on items that do not fit the user’s interest based on the techniques employed
in the first filtering method. This technique is more efficient than the hybrid
methods already discussed because in the second step only those items are
used which still need more discrimination. This is only a subset of all items.
Apart from using less data through the entire process, cascading is also not
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influenced by a technique performing bad as this technique only refines the
results of the technique that does present good recommendation.

Feature augmentation is another way to create a hybrid recommender
system using a sequential application of the individual filtering methods. In
such a hybrid system the first filtering method is used to produce ratings
or classification of the items. This information is then used as additional
information for the second filtering method. This differs from the feature
combination discussed earlier. In feature combination raw data for different
sources is combined, whereas in feature augmentation the results of the first
filtering methods are used as input.

It is not only possible to use the output of a filtering method as new
input material for the next filtering method, but it is also possible to use the
model that was created in the first filtering method as the input. This is what
meta-level hybrid recommender systems do. In the first filtering method a
model is created which represents a user’s interest and this model is used
as input for the second filtering method. A collaborative filtering method in
particular can benefit a lot from using a model, because it can operate more
easily on a model than just raw rating data.

So there are several ways to create a hybrid recommender system. The
systems discussed here show a clear distinction between hybrids where the
order of the individual filtering methods does not make a difference, such as
a weighting, switching, mixed or feature combination hybrid. Performance-
wise a content-based/collaborative filtering hybrid system does not differ
from a collaborative/content-based filtering hybrid system. In a feature aug-
mentation, cascade or meta-level hybrid system this is not the case. Here
the output from one filtering method is used as the input for the next filter-
ing method. If the order of the methods change, so does the entire process.
Since each method creates different output, the input for the second method
is also not the same, influencing the entire process. So not only the filter-
ing methods considered can determine what kind of hybrid recommender
system is created, also the order of the filtering methods used can result in
different hybrids. Here only content-based filtering and collaborative filtering
have been discussed as combinations, but demographic filtering could also be
incorporated in a hybrid recommender system.
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2.1.3 Recommendation methods

The recommendation methods can be divided into two categories, namely
memory-based methods and model-based methods.

The memory-based methods [2][17] are methods that only use the ratings
of items a user has presented and also uses ratings generated before the
referral process, meaning that it always updates its results and it always
uses the entire database. These kind of methods typically use similarity
measures to obtain the distance between two users or items. The advantages
of using these kind of methods are that the quality of the predictions is
pretty good and it is a relatively simple algorithm to implement in many
situations. Updating the database is also very easy, since it uses the entire
database when making predictions. Using the entire database also has a huge
disadvantage. Because the database has to be in memory and is used every
time a prediction is made, the performance is very slow. On top of that if a
user has no items in common with all the people who have rated the target
item, it can not make a prediction for this item due to a lack of information.

Model-based methods [2] use the information in the recommender system
to build a model which is based on the dataset of ratings. Meaning that some
information is extracted from the entire dataset and is used as a model to
make recommendations without having to use the entire dataset every time
a prediction is made. The Bayesian classifiers, clustering and decision tree
algorithms are examples of model-based methods. The advantages of using
model-based methods is that the models resulting from the algorithms used
are much smaller than the actual dataset itself. Which affects the scalability
of the system. The prediction speed is also faster, because only a small
sample of the dataset is considered instead of the entire dataset. This also
has its disadvantages. These systems are inflexible when it comes to adding
new data to the system. Every time new data is added, the model has to be
updated and this is a very time consuming task. Also, because it does not
use all the information available, it is possible that the system using model-
based methods might not give as accurate predictions as a memory-based
systems.

2.1.4 Sparsity and scalability

High levels of sparsity is one of the problems recommender databases face.
In order to reduce these sparsity problems in the databases, dimensionality
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reduction techniques can be applied [66]. The reduction methods are based
on a process called Matrix Factorization [35][43][44]. The idea behind matrix
factorization is to find two (or more) matrices such that when those matrices
are multiplied the result will be the original matrix. Matrix factorization
can be used to discover latent features underlying the interactions between
different kind of entities, like predicting ratings in collaborative filtering. In
a recommendation system the group of users and items can be represented
as a matrix containing the ratings a user has given to an item and some
blanks (the missing ratings to be predicted). The idea behind using ma-
trix factorization to solve the problem of filling the blanks in a database is
that there should be some latent features that determine how a user rates
an item. By discovering these features the system should be able to predict
a rating with respect to a certain user and a certain item, because the fea-
tures associated with the user should match the features associated with the
item. Matrix factorization works well for processing large databases and it
provides scalable approaches [76]. Other techniques are Latent Semantic In-
dex, Singular Value Decomposition and combinations of the two [77][87][16].
Although singular value decomposition provides good prediction results, the
process is computationally very expensive. It can only be used offline when
the preference information does not change.

2.1.5 Prediction quality and evaluation

One of the most important aspects of a recommender system is the quality
of the predictions. In order to improve the prediction quality of a system,
clustering techniques can be used. This can also reduce the cold-start prob-
lem when it is applied to hybrid filtering. In these hybrid recommendation
systems it is typical to use clusters of items [74]. Another method that is
used to improve the quality of the predictions is bi-clustering, which is the
clustering for both users and items [26]. Clustering is also used in recom-
mender systems based on social information. In these systems the clustering
improves several areas, such as tagging, explicit social links and explicit trust
information. The final part of a recommender system is the evaluation
of the system. The evaluation of recommender systems is done through typ-
ical information retrieval metrics, like Mean Absolute Error, Precision and
Recall. The MAE is a quantity that measures how close predictions are to
the evaluated outcome. It can be calculated with equation 1, where fi is the
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prediction and yi is the real value.

MAE =
1

n

n∑
i=1

|fi − yi| =
1

n

n∑
i=1

|ei| (1)

Precision and recall are closely related terms that describe the classification
quality of a system. Terms like true positives, true negatives, false positives
and false negatives are used to define these values. These terms compare the
results of the classifier considered with the actual value. The terms positive
and negative refer to the classifier’s prediction and the terms true and false
refer to whether the prediction is the same as the actual value. Table 2
illustrates this. Precision is calculated according to equation 2 and is also
called the positive predictive value. Recall is calculated according to equation
3 and is also referred to as the true positive rate or sensitivity.

Precision =
TP

TP + FP
(2)

Recall =
TP

TP + FN
(3)

Actual value
Positive Negative

Predicted
value

Positive True positive (TP) False positive (FP)
Negative False negative (FN) True negative (TN)

Table 2: Confusion matrix

2.2 The cold-start problem

The cold-start problem [69][2] is a problem that arises when it is not possi-
ble to make reliable recommendations due to a lack of initial ratings. The
cold-start problem can be divided in three types: new community, new item
and new user. The last one of these three types is the most difficult one to
solve.

The new community problem [70][37] occurs when a recommender system
is starting up in a community. At that point in the system has to cope with

15



the difficulty of obtaining a sufficient of data, for example ratings, to make
reliable recommendations. Some ways to tackle this problem are to encour-
age users tot give ratings through different means or to take collaborative
filtering based recommendations their is sufficient data, so when there are
enough users and ratings.

The new item problem [57] occurs when new items are added to the rec-
ommender systems. These items do not have initial ratings and might not
be taken into account in the recommendation process. This means that the
item will never become known the community of users and will therefore
never receive ratings. This leads to a vicious circle in which items in the
recommender system are never used in the recommendation process. A com-
mon approach to solve this problem is to have several users be responsible
for rating each new item in the system.

The new user problem [64] is the most difficult problem to solve in rec-
ommender systems. A new user entering a recommender system has not
provided the system with any ratings yet. Therefore personalized recom-
mendations based on memory-based collaborative filtering cannot be given.
On top of that, users may think that, when they enter a couple of ratings,
the system can already offer personalized recommendations. Usually this is
not the case, since the number of ratings provided by the user is not yet
sufficient enough to give very reliable recommendations. This may result in
users feeling that the recommender system does not provide the service that
is expected and they will stop using the system.

To tackle the new user problem, it is common to turn to additional in-
formation, apart from ratings, in order to be able to give recommendations
based on the data available for each user. The hybrid type of recommender
systems are mostly effected by the new user cold-start problem. Ahn [4]
present a new similarity measure which is composed of three factors of sim-
ilarity, proximity, impact and popularity. The similarity between users is
based on the similarity between ratings of the users based on those three
factors of similarity, utilizing domain specific interpretations of user ratings
on products. The tests done by the authors show that this measure per-
forms well for cold-start conditions. Bobadilla et al. [11] present another
new similarity measure to account for the lack of additional information of
new users. The metric consists of a linear combination of a group of simple
similarity measures in order to obtain a global similarity measure between
pairs of users. In this linear combination it is necessary to assign weights to
the different similarity measures to present the importance of each measure.
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The test done on this similarity measure show very promising results, as it
runs much faster than other measures and it also outperforms on accuracy.

2.3 The kNN algorithm

The most used algorithm in collaborative filtering recommender systems is
the kNN algorithm. The main reason for using this algorithm is that it is a
fairly simple algorithm and it has a reasonable accuracy. It is a very simple
straightforward implementation with good-quality predictions, but the simi-
larity measures encounter processing problems and cold-start situations [70]
due to the high level of sparsity in recommender system databases [43].

Another problem that arises when using the kNN algorithm is the low
scalability problem [43]. As the size of the databases increase, the generation
of a neighborhood becomes too slow. For every new user in the database
similarity measures must be processed. The item to item version of kNN re-
duces the scalability problem [67]. Instead of calculating neighbors for user,
the neighbors for items are calculated and the top n similarity values are
stored. For a certain amount of time this stored information is used for pro-
viding predictions and recommendations to users. Even though the stored
information does not have ratings from previous storage, for items outdated
information is less sensitive than for users.

In collaborative filtering calculating the similarity between users (or items)
accurately and precise is done by generating metrics. A series of metrics have
been used [2][17]: the Pearson correlation, cosine, constraint Pearson corre-
lation and mean squared differences. Similarity measures will be discussed
in section 2.4. Other metrics have been created to fit the constraints and
peculiarities that recommender systems have [12]. To give more importance
to more relevant items and users, the relevance concept has been introduced
[10]. Metrics have also been specifically created to deal with the cold-start
situations [4][11].

The kNN algorithm uses some of theses similarity measures. Similarity
measures compute the similarity between users x and y based on the respec-
tive ratings both users give to items. Whereas the item to item kNN does
the same for the similarity between items i and j.

A formal approach for the kNN algorithm can be found in [9]. To get a
basic understanding of the kNN algorithm an example will be given. Making
recommendations is based on the following three steps: (1) When a simi-
larity measure is selected, produce the set of k neighbors for user a. These
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neighbors are the nearest k users to a. (2) In order to obtain the predic-
tion of item i, one of the following aggregation approaches is used: average,
weighted sum and deviation from mean. (3) Choose the n items which match
the preferences of the user best. These will be the top-n recommendations.
Figure 1 shows a simple example of the user to user kNN. In this example k
is equal to 3, the similarity measure is 1 (mean squared differences) and the
aggregation approach used is the average.

When using item to item kNN the following steps are done: (1) First

Figure 1: User to user kNN algorithm example.

determine the set of item neighbors for each item present in the database.
(2) For each item which is not ranked by the user, calculate the prediction
value based on the ratings of the neighbors of the item. (3) Select the top-n
recommendations for the user. This procedure is faster than the user to user
kNN version because the first step can already be done beforehand.

Both of the approaches (user to user and item to item) can also be com-
bined [80]. This is done in such a way that the positive aspects of both
approaches are combined in the hybrid approach. This fusion is done in a
probabilistic fusion framework. This new framework has improved the pre-
diction quality and it is able to deal with the sparsity problem.

2.4 Similarity measures

Similarity is the measure of how much alike two data objects are. Similarity
in data mining is described as a distance with dimensions representing the
features of the data objects. When the distance between objects is small the
objects have a high degree of similarity, whereas a high distance between ob-
jects means a low degree of similarity. Care should be taken when calculating
the distance on features that are unrelated. The values of each feature have
to be normalized in order to prevent dominance of a single feature. Simi-
larity has a value in the range 0 to 1, where a value of one means that two
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objects are identical and a value of zero means the objects are completely
unidentical. In recommender systems the similarity between users and items
can be measured. The ratings of all items by users can be used (user to user)
or all users who have rated an item can be compared (item to item).

The kNN algorithm uses traditional similarity measures of statistical ori-
gin to determine the nearest neighbors. All these similarity metrics need are
the votes made by the users on the items. Some of the most common used
similarity measures will be discussed in this section, like Euclidean distance,
Manhattan distance, cosine distance and Pearson correlation.

The most common use of distance is the Euclidean distance. When
data is dense or continuous, this is the best proximity measure. The Eu-
clidean distance between two points is the length of the line segment con-
necting these points. The distance of between points p = (p1, p2, p3, ...) and
q = (q1, q2, q3, ...) is given by the Pythagorean formula:

d(p, q) =

√√√√ n∑
i=1

(qi − pi)2 (4)

The Manhattan distance is a metric in which the distance between two
points is the sum of the absolute differences of their coordinates. It is the
absolute sum of differences between all features of the object. The Manhattan
distance between two point is measured along the axes at right angles. The
distance of between points p = (p1, p2, p3, ...) and q = (q1, q2, q3, ...) is given
by the formula:

d =
n∑

i=1

|xi − yi| (5)

Another well know similarity measure is the cosine similarity metric. The
cosine similarity measure finds the normalized dot product between two at-
tributes. By determining the cosine similarity, the cosine of the angle between
the two objects is calculated. When the vectors representing the object in
an n-dimensional space overlap completely the angle is 0◦ and the cosine of
this angle is equal to 1, whereas a similarity of 0 is represented by an angle
of 90◦. One of the reasons for the popularity of cosine similarity is that it
is very efficient to evaluate, especially for sparse vectors. The cosine of two
vectors is derived by using the Euclidean dot product:

a · b = ||a||||b||cos(θ) (6)
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Given two vectors A and B, the similarity is calculated by the following
formula:

sim(A,B) = cos(θ) =
A ·B
||A||||B||

=

∑n
i=1AiBi√∑n

i=1A
2
i

√∑n
i=1B

2
i

(7)

The final similarity measure is the Pearson correlation [2]. This correla-
tion is a measure of the linear correlation between two variables. The values
for this measure range from −1 to 1, where 1 is complete positive correlation
and −1 is complete negative correlation. The value 0 denotes no correlation.
This correlation coefficient is used to measure the linear dependence between
the two variables. The similarity between two users x an y is measure as
follows:

sim(x, y) =

∑
s∈Sxy

(rx,s − rx)(ry,s − ry)√∑
s∈Sxy

(rx,s − rx)2
√∑

s∈Sxy
(ry,s − ry)2

(8)

In this equation, Sxy denotes the set of items that are rate by both users x
and y, so Sxy = {s ∈ S|rx,s 6= ∅ ∧ ry,s 6= ∅}, where rx,s and ry,s represent the
rating of users x and y for item s respectively.

3 Social information

Developments in the web through social media like Facebook have resulted in
recommender systems incorporating social information into their design (e.g.
followers and followed, friends lists, post). This new form of information [78]
has improved recommender systems. By adding social information the spar-
sity problem in memory-based recommender systems has been improved.
Social information reinforces memory-based information by assuming that
users that are connected through a network of trust have higher similarity in
their interest in items than non-connected users.

Social information is used for three main objectives: (a) to improve the
quality of prediction and recommendations [18][5], (b) to propose or generate
new recommender systems [41][75], (c) to explain the relationship between
social information and collaborative filtering [30][59].

When working with social information in recommender systems trust and
reputation have an important role [54]. Approaches for generating trust and
reputation measurements are done on two field, user trust and item trust. In
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user trust the credibility of a user is either calculated through explicit infor-
mation from other users [85][40] or it is calculated through implicit informa-
tion obtained through the social network [48]. For item trust the credibility
of the item is either calculated through users’ feedback [33] or by studying
how users work with the item [20].

By assigning labels to items, users can enable the recommender system
with extra information. The information then stored as a triple containing
information of the user, the item and a tag. This information space is called
a folksonomy. Folksonomies can be used to create tag recommendation sys-
tems [46] or to expand the recommendation process by using tags [25].

By allowing users to add content (e.g. comments, ratings, labels) and
enabling them to create social relationship links, content-based filtering has
become far more important. This contextual information has lead to an in-
crease in accuracy of predictions and recommendations made by the system.

3.1 Social filtering

As stated before, social information can be gathered explicitly or implicitly
through a network by using the information the user generates [59]. Both
explicit and implicit information sources can be combined to generate rec-
ommendations. Research using social information in recommender systems
is focused on three objectives.

Most of the research is focused on improving the recommendations by
referring to the extra information gained from the social information. Wo-
erndl and Groh [82] have added a social model to the collaborative filtering
process. This model is based on the fact that a person in a group, who
is seeking advice, is greatly influenced by the opinion of the leader of the
group or other group members. Through empirical studies they have showed
that adding social context does perform better than a standard collaborative
filtering approach. In their research Arazy et al. [5] have build a frame-
work using online social networks and electronic tools. Using this framework
they have tackled the cold-start problem and have increased the accuracy of
the recommendations. Fenkung and Hong [42] have also done research on
the effect of adding social network information to a standard collaborative
filtering process. Instead of picking just the nearest neighbors they also con-
sider the relationship of these neighbors with the user by looking at the social
network. They performed four experiment using different approaches: collab-
orative filtering with nearest neighbors, collaborative filtering with friends,
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collaborative filtering with nearest neighbors and friends and collaborative
filtering with nearest neighbors and amplifying friends’ preferences. The re-
sults show that the hybrid methods using not just nearest neighbors, but also
considering friends perform better than both methods used separately.

Another research area focuses not on improving existing recommender
systems, but create new systems based on social information or enable exist-
ing recommender systems to use social information. Siersdorfer and Sergei
[75] have build a recommender systems based on folksonomies. The model
they used captured dependencies between users, items, tags and other social
information by representing the information in a vector space model. The
results showed that when using folksonomies, the information present in just
the folsonomies (e.g. user, item, tag) is not sufficient. Other social informa-
tion, like contact and favorites have proven to be of great importance in the
recommendation process. In their research Li and Cheng [39] propose a sys-
tem for recommending blog articles that uses a combination of trust, social
relationship and semantic analysis. The trust indicates the trustworthiness
and reliability of the target, where the social relationship score indicates the
social intimacy in the blog social network. The semantic analysis just in-
dicates the how similar separate blog articles are. They give each of these
aspects a score and use these separate scores to give the final recommenda-
tion. They have showed that using these factors in a recommender system
yield good results in recommending blog articles.

A third research area is to explain the relationship between social infor-
mation and collaborative processes. This research does not focus on creat-
ing or improving recommender systems, but specifically focuses on a more
abstract level aiming to create principles. Bonhard [14] explains that the
relationship between recommender and recommendee have a significant im-
pact on decision-making. The research goals were to not only get a better
understanding of the way people seek advice, but also to apply this under-
standing in a recommender system test. They wanted to find out how this
influenced the decision-making process. Hossain and Fazio [30] present a
study in which the connection between social networks and a collaborative
process is explored. They look at academics’ network position and its effect
on their collaborative networks. Two types of networks of collaboration are
considered. One is on citations and the other is on co-authorship. By using
these types of networks and using this as a network position, they have de-
veloped a social networking that uses the academics as nodes instead of the
paper that are published. The result have shown that using the academic’s
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network position through the citations does not yield good results to predict
future collaborative links between academics. When using social informa-
tion, trust plays an important role. In their research Golbeck and Kuter [28]
present a study based on several trust inference algorithms. They state that
most algorithms that use trust do not take into account the changes in trust
between people. Because trust is changing a lot, so does the social network.
By presenting several types of trust inference algorithms they want to an-
swer several questions on trust and change. The results of their experiment
provide insight into which of the algorithms considered are most suitable for
certain applications.

3.2 Content-based filtering

In section 2.1.2 content-based filtering has already been discussed, but with
social information the usage of this filtering method has increased drastically.
New content is added to the items’ attributes by adding social information
(e.g. tags, comments, opinion). This extra information has produced new
information spaces (folksonomies). Using those information spaces, new re-
search on recommender system can be classified in two categories: (1) tag
recommendation systems, and (2) using tags in the recommendation process:

1. Recommender systems based on tags provide personalized item rec-
ommendation through the most representative tags. Jächke et al [32]
present two tag recommendation algorithms. The first algorithm is
an adaptation of user-based collaborative filtering and the second one
is a graph-based recommender algorithm. They evaluate and com-
pare both of these algorithms with other non-personalized methods,
showing that these new personalized algorithms outperform the non-
personalized methods. In the Marinho and Schmidt-Thieme [46] re-
search the collaborative filtering method is cast upon the tag recom-
mendation problem. By comparing the collaborative tagging to several
simpler tag recommenders they have shown that collaborative filtering
based on a user-tag profile matrix is a significant improvement over the
simpler tag recommendation methods. This research shows that users
with a similar tag vocabulary also tag the same way. This states the
importance of personalized tag recommendation systems.

2. The goal of methods using tags in the recommendation process is to
improve the capacity of current recommender systems. Tso-Sutter et al
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[79] discuss a method which allows tags to be incorporated in standard
collaborative filtering methods. They have also found an approach to
reduce the three dimensional correlation between users, items and tags
by first using their tag extension method and than fusing the results.
In their experiment they show that this fusion method outperforms
other basic models, especially with the incorporation of tags. Gedikli
and Jannach [25] use tags to express which features of an item users
like. From this point of view users not only add a tag to an item, but
also add a preference or rating to this tag. Since user ratings are sparse
in commercial recommender applications, they try to infer the user’s
opinion based on the tags the user add to an item. Evaluation of this
method has shown that it performs slightly better than other tag-based
recommender systems.

4 Internet of things

Looking at the evolution of recommender systems there is a tendency to
gather data in different ways and from different resources. This trend is the
same as the evolution of the web, which can be classified in three stages:
(1) at first recommender systems only used demographic information and
content-based information included in the items which was only gathered
explicitly. (2) With the web evolving with social information, recommender
systems also added this social information to the process. This information
can be gathered in several ways, as described in section 3. Users also aid
the inclusion of this information through tags, comments, etc. (3) With the
current Internet of things, context-aware information, such as geographic in-
formation or health signals can be added to the recommender systems.

Context-aware recommender systems [3][1] use extra contextual informa-
tion, such as time, location and wireless sensor information [24]. This con-
textual information can be gathered explicitly, implicitly, using data mining
or with combinations of these method (hybrids). Mobile applications already
use geographic information, which enables geographic recommender systems
better known as location-aware recommender systems. For these geographic
recommender systems [55] recommendations are given based on the location
of the user.

This section first gives an introduction of important concepts incorpo-
rated in this new field of recommender system research, such as Internet
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of things, privacy preservation and shilling attacks. Next, research on the
location-aware recommender systems will be discussed. This is the first step
of recommender systems into the Internet of things. These recommender
systems are the start of a very promising research field.

4.1 Introduction of concepts

There is a clear trend towards the collection of implicit information instead
of the traditional collection of information through explicit ways like ratings.
Gathering information implicitly can easily be applied to several everyday
situations, such as food purchased, access to sports facilities, use of public
transport systems and access to learning resources.

This incorporation of implicit information on everyday activities of users
allows the recommender systems to use more data, which can be used in the
collaborative filtering process. By gathering information through the Inter-
net of things, privacy and security issues become more important.

Privacy is an important issue in recommender systems [7] because these
systems contain information on millions of users. In order to preserve the
privacy in recommender systems, a level of uncertainty must be added to the
prediction [51]. Differential privacy can be used to achieve this. This method
constrains the computation in such a way that it is not possible to find the
records on which the prediction was based. By using these algorithms to pro-
duce uncertainty a trade-off between accuracy and privacy has to be made.
Privacy can also be preserved if companies start combining their data [34].
The more social and contextual information is used in recommender systems,
the more important privacy becomes.

Recommender sytesms are used in various fields including electronic com-
merce. Producers may find it profitable to shill recommender systems by
lying to the system in order to make their product look much better than
the products of the competitors. Because of this recommender systems can
experience shilling attacks [36], which generate positive ratings for a certain
type of product of a producer while negatively rating products from competi-
tors. Current recommender systems are still vulnerable to shilling attacks
[65].

Recently, knowledge based filtering is becoming an important field of
research in recommender systems. Knowledge recommender systems use
knowledge about users and items to generate predictions by reasoning what
items meet the requirements of the user. The recommendations are based
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on the user’s needs and preferences. These models are based on knowledge
structures such as queries, constraints and social knowledge.

Incorporating different types of information (explicit ratings, social re-
lations, locations) has produced hybrid methods for recommender systems.
Once memory-based, social and context-based methods have become better
at their prediction accuracy, the evolution of recommender systems will steer
towards producing recommender systems with hybrid methods. Research
based on only a single source of information has shown that the improve-
ments for predictions and recommendations are much less than when several
algorithms are combined with their respective data types. Simultaneously in-
corporating memory-based, social and context-based information is becoming
more important.

To unify the considered concepts figure 2 shows the original taxonomy for
recommender systems. The core of this taxonomy focuses on: (1) the target
of data: user or item; (2) mode of acquisition: explicit or implicit; and (3)
information levels: memory, content, social or context.

4.2 Geographic recommender sytems

The increased use of mobile devices has lead to an increase of location-aware
systems by using the GPS functions. More of these systems are created
and this will lead to location-aware collaborative filtering and location aware
recommender systems, which will be called geographic collaborative filtering
and geographic recommender systems.

The geographic information can be used for both items and users. This
leads to a classification of geographic recommender systems in the following
categories:

• RS: these are the traditional recommender systems in which ratings
and recommendations are made without the use of the geographic in-
formation of either category.

• RS+G: these are the traditional recommender systems which also use
the geographic information of the items. These systems cannot be truly
regarded as geographic recommender systems because the geographic
information is not used in the recommendation process.

• GRS: this the group of geographic recommender systems that will be
used most in the future. In these systems ratings are given in the
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Figure 2: Recommender system taxonomy

traditional way and the recommendations are based on the geographic
location of the user to whom the recommendation is to be made. A
good example is a recommender system for restaurants. The users give
ratings to restaurants in various ways but the distance to the restau-
rant at the time of voting is not considered when giving ratings. When
looking at recommendations, a user does not only want restaurants rec-
ommended according to the rating, but also according to the distance
between the current position of the user and the restaurants. This same
principle can be applied to several other public places like pubs, sports
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clubs, supermarkets, etc.

The remainder of this part will be about current research on the GRS-
type of geographic recommender systems. Due to a lack of public databases
that include ratings and geographic positions capable of being combined in a
recommender system, the research on geographic information based recom-
mender systems has not progressed as far as the other fields already discussed.
A true GRS-type of geographic recommender system has not been created
yet.

Marintez et al. [47] and Biuk-Aghai et al. [8] are some examples of re-
search in the RS+G group. More closely related to the GRS group is the
research of Schlieder [71]. A new approach is proposed for modeling the col-
laborative semantics of geographic folksonomies. This is done by allowing so
called multi-object tagging, giving a single tag to a larger group of objects,
like a group of photographs.

Wan-Shiou et al. [83] propose a recommender system that uses both
content-based information and geographic information to recommend vendor
offers and promotions. The idea is that the mechanism analyses the user’s
history and position to rank vendor information according to the match and
the preferences of the user. The experimental results show that the hybrid
method of content-based and geographic information performs better than
both methods separately.

The research closest to a GRS-type is from Matyas and Schlieder [49].
They show a collaborative system that could be placed between a traditional
recommender system and a geographic recommender system. Ratings are
based on the photos users download from the web and the photos users have
uploaded. The uploaded photos also had a GPS address associated to them.
Then a search of k-neighborhoods is carried out on this data. Even though
it takes geographic information into account, it is not a true GRS-type of
geographic recommender system because it does not use the user’s position
in the recommendation process.

5 Literature summary and research question

Recommender systems prove to be a useful tool for addressing the problem
of finding the interesting information from the enormous amount of informa-
tion on the web. They can be used in several different fields, such as movies,
websites, music, etc. The goal of the system is to provide users with just a
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small subset of the information that is relevant to them. Recommender sys-
tems have been developed in three stages. The first recommender systems
produced recommendations based on (1) demographic data collected from
the user, (2) content-based data from the items a user has purchased or seen,
and (3) collaborative data collected from the preferences of a user through
ratings. In the second phase of recommender systems, social information
was added (e.g. friends, followers, etc.). The third and current generation of
recommender systems uses the Internet of things. In these systems the data
is collected through several devices and sensors (e.g. health signals, location,
RFID, etc.).

At first recommender systems mainly focused on improving the accuracy
of the individual filtering methods as far as possible. At the point where the
individual methods could not be significantly improved anymore hybrid sys-
tems were created. These systems consisted of a combination of one or more
filtering methods. The main hybrid systems were collaborative-demographic
filtering or collaborative-content filtering. After these developments and with
the increase of social media, algorithms were developed to incorporated this
social information into the hybrid recommender systems. Finally, with the
rise of mobile devices and the Internet of things, location information was
added to recommendation algorithms.

Future research could focus on improving the current algorithms and
methods by increasing the prediction quality of the recommender systems.
Apart from that, new research can also be done on creating more hybrids
using the newer techniques like social information or location information,
creating hybrids that use data from different sources of information. As dis-
cussed in section 4 there are still a lot of possibilities in getting the maximal
potential out of the devices and sensors in the Internet of things. Another
important aspect for recommender systems is the security and privacy of the
data. Developing better security systems for recommender systems will al-
ways be an important area of research.

This research focus on the second wave of recommender systems, the so-
cial recommender systems. This study will examine the impact of the social
network in social recommender systems. Therefore the research question will
be: Does adding a social network to the recommendation process have a
positive effect on the accuracy of the recommender system?
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6 Experiment

The goal of this experiment is to test what the influence of a social net-
work is when it is added to the recommendation process. In order to test
this, a recommender system is built incorporating not only standard rec-
ommendation techniques like collaborative filtering, but also social filtering.
The performance of these techniques is measured by calculating the accuracy
they achieve. After analyzing this performance, the influence of the social
network can be discovered.

6.1 The database

One of the main aspects of a recommender system is the database it uses
to give recommendations. For this research the CiaoDVDs database[29] is
used for the recommender system. This database consists of files with movie
rating, review ratings and friendship relationships. The review ratings will
not be considered because the goal is to present users who rated movies with
a list of new movies. The important files are the files containing the movie
ratings and the friendship relationships. The file containing the movie ratings
consists of approximately 72700 entries, each entry consisting of a user ID,
movie ID, genre ID, review ID, movie rating and date. The file containing
information on the friendship relationships consists of 40000 entries. Here,
all entries consist of two user IDs and a trust value. The information from
these two files will be used as input for the recommender system.

For this research not all users that are in this database can be used. The
total number of users in the database consists of three types of users: users
who have only rated movies, users who have only rated reviews and users that
have done neither one of the two. The users considered in the recommender
system are those users that have not only rated at least one movie, but
also have friends. The latter of these can be obtained from the friendship
relationship file. Since social filtering is the main point of this research, users
that do not have a social network will not give any useful information and
will therefore not be considered. After all these requirements are met, the
correct database of users and movies is created. The database of movies
consists of all the movies in the original database.
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6.2 The method

With a useful database at hand, the analysis of the influence of a social
network on the recommendation process can begin. In order to give a good
estimate of this influence, a baseline has to be created to compare the results
of the other algorithms too. Five different types of algorithms are used for
testing the influence of the social network. The baseline for this research is
created by using two of these five algorithms. The other three algorithms are
used to gather information for answering the research question.

6.2.1 The baseline algorithms

The two baseline algorithms are based on only one source of information.
One of the algorithms is based on the standard techniques used in the first
wave of recommender systems. The standard techniques consist of collabo-
rative, content-based and demographic filtering. In this research the decision
was made to use collaborative filtering as the filtering method. This decision
was based on the fact that collaborative filtering performs better than de-
mographic filtering and the information that was present in the database did
not provide enough information on the content of the movies to use content-
based filtering. The only content available was the genre of the movie, which
is not enough information to create an accurate content-based filtering rec-
ommender system. So the collaborative filtering method is used based on
the ratings users have given to certain movies. This method uses the well
known kNN algorithm to create a neighborhood of users based on a similar-
ity measure. The similarity measure used is the mean squared difference[73].
This technique applies to two users. For each movie that both of the users
have rated, the difference between their ratings is squared. These squares are
summed up and the sum is divided by the number of movies rated by both
users. The resulting value is tested against a certain threshold L to see if the
users are similar. In their paper the authors show that with the threshold
L set to a value of 2.0 the system had the best performance. After running
tests on the recommender system used for this research, it could also be con-
cluded that the value of 2 was optimal. If it did not find any users using this
threshold, it had to be increased to more than 50 in order to find other users
to put in the user’s neighborhood. Increasing L this much only occurred a
few times. Furthermore, doing this would not result in a good neighborhood
of neighbors that are similar to the user. Therefore the decision was made to
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only look at the value of L being equal to 2. If this mean squared difference
will result in a neighborhood with more than K nearest neighbors, only the
K nearest neighbors will be selected as the neighborhood for the user. Based
on this neighborhood the list of predictions will be generated for the current
user. This list will be created by taking a weighted average of all the users
that have rated a movie, where the weights represent the similarity between
two users. This weight is calculated for each user k in the neighborhood of
the user i. The following formula is used:

w(i, k) =
L−D(i, k)

L
(9)

Here, D(i, k) denotes the mean squared difference between two users. By
assigning these weights to the neighbors, the rating of a neighbor that has a
lot in common with the current user will have a larger impact on the final
rating the system would give for a specific movie.

The second baseline algorithm is a rather simple algorithm that only uses
the friendship relationships as its source of information. The neighborhood
consists only of the friends of a user. In order to see how well the social
network performs on its own the recommendations for the user will only
depend on the ratings of the friends of the user. Seeing as how friends are
generally chosen by the user because of matching interests, this should lead
to good results. People are, after all, more tempted to start watching a movie
when a lot of friends recommend it. Because in this database all friends are
trusted equally well, the rating for a specific movie is created by just taking
the average of all friends that have rated the movie.

6.2.2 Extensions of the baseline algorithm

As stated earlier, three more algorithms have been used to test the influence
of the social network. With these two baseline algorithms the performance
of the separate methods can be compared, but nowadays most recommender
systems use hybrid recommendation methods. In this research three different
types of hybrid methods are considered.

The first one is an extension of the baseline algorithm using the friend-
ship relationship. Even in real life, people don’t trust all their friends equally
well. There are always a couple of friends whose advice you would follow
much easier than other friends’. Since in the baseline algorithm all friends
are considered as equally trustworthy, this extension provides a slightly dif-
ferent approach. Collaborative filtering is added as an enhancement to the
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algorithm. Instead of simply taking the average of all ratings as the value
of the new rating, weights are first calculated for each friend. These weights
are calculated in the same way as is done in the other baseline algorithm,
but instead of only looking at the k nearest neighbors, all friends are still
considered to be the neighborhood. In this situation it can occur that the
friends have not rated the movies that the current user has rated, because
of the sparseness of database with social information. In this case a rating
is predicted for these movies based on the genre of the movie. The average
of all other movies with the same genre is calculated as the rating the friend
would give to the movie. Using this rating a similarity value can be calcu-
lated using the same technique as before. If it is also not possible to use this
way of calculating a similarity, the similarity is just set to 1, which is the base
value. By adding this enhancement the friends that also have a more similar
way of rating (and therefore have more similar interests) are considered as
more trustworthy than other friends. In the end not the normal average, but
a weighted average is used to calculate the new rating for each movie that
the user’s friends have rated, but the user has not.

Such an extension can also be done the other way around. After generat-
ing the neighborhood using the kNN algorithm, the neighborhood is refined
by giving the neighbors that are also in the user’s friend list a weight of 1.
That way the opinion of friends is considered as being more important than
the opinions of strangers. Again, this can be linked to the real life. People
would rather believe their friends than a person they don’t even know. This
change is added after the creation of the neighborhood. The rating for a
movie is then created by taking the weighted average of all the users in the
neighborhood who rated that movie. By changing the weight of a friend to
the 1, it is easy to see that the opinion of a friend will have a higher impact
on the new rating.

The final hybrid algorithm used in this research is a weighted hybrid of
both baseline algorithms. It first creates the list of movie predictions for both
the collaborative filtering algorithm and the friendship algorithm and after
that it takes a weighted value of both algorithms. So if the collaborative
filtering counts for 20% then the friendship filtering will count for 80%. This
way it will always sum up to 100%. This method only works if a movie is rec-
ommended by both algorithms. This is not the case for all movies. For those
movies that are recommended by both algorithms, this weighted method is
used to calculate the rating, and otherwise the rating is used which is given
by the baseline algorithm. So the resulting set of movies is a combination of
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weighted and non-weighted movie ratings. This is due to the fact that the
database is sparse. The more ratings the database has, the more weighted
movie ratings will be presented.

6.3 Training and testing the system

To get results on the performance of all the algorithms mentioned above,
sample sets are taken from the database. These sample sets are created by
first taking one third of the users in the database. These users are memorized
by the system and then all the friends of these users, which are not already
in the sample set, are added to it. So the end result will be two sets of users.
One set containing only the users in consideration and one with all those
users and their friends. Since the algorithms use machine learning techniques,
parameters have to be trained to get the best results. A total of three sample
sets are created for the purpose of training and testing the system. Since a
memory-based approach is used in the current setup, only a single sample
set is used for training the parameters, which are K for the kNN algorithm
and λ for the weights in the weighted hybrid method. The other two sample
sets are used for testing the system. By already implementing three sample
sets, the system can easily be extended with model-based approaches. In the
case of model-based approaches two sample sets are used for training, one to
create a model and the other to find the optimal parameters for this model.
The final sample set can then be used for testing the system.

In order for the system to learn what the optimal values are for the
parameters, an evaluation criterion has to be set. The accuracy of the system
depends on the ratings the system gives to the movies that a user has already
seen. If the predicted ratings are just as high as the ratings the user has given
to the movies himself, then the system has correctly predicted the value for
a specific movie. This is measured by recommending movies to each user in
a sample. During this process a certain movie is removed from the list of
movies that the user has rated. Afterwards it is checked if the movie has been
added to the list of recommended movies. In this case it would be enough
if the movie is in the list and has the same rating as the user had given it.
Taking the top n movies from the list of recommendation did not work for
this database, because of the amount of movies that had a recommended
rating of 5. The removed movie was of course a movie the user gave a high
rating (preferably 5) and with a high number of movies with a recommended
rating of 5, this removed movie might not be in the top n. This would be a
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random process and therefore would not give a good estimate of the accuracy
of the system. Therefore the decision was made to just look at the movies
that have the same rating as the removed movie. If it would be in that list,
the system has accurately predicted the rating for that specific movie and
would therefore also give accurate recommendations.

Now that an evaluation criterion has been set, the system can be trained
and tested based on its accuracy. Since the weighted hybrid algorithm is
the only algorithm that uses both parameters, the optimal values of the
parameters are set to those values that result in the highest accuracy for this
algorithm. The training is done by increasing K from 1 to 10 and for each K
increasing the values of λ from 0.0 to 1.0 by taking steps of 0.1. The results
of this training will be discussed in section 7. With the optimal values for
the parameters, the system is tested on the two remaining sample sets. For
each test the accuracy is calculated for each of the five algorithms.

7 Results

The results of this experiment are divided in two parts. First the results of
the training will be presented and using these results, the result of testing
the system will follow. As mentioned in section 6.3 the system is trained on
one of the sample sets to get results from which we can deduce the optimal
value for K and λ. The weighted hybrid method is used for the purpose of
training, since it is the only algorithm that uses both these parameters. The
accuracy results are shown in table 3.

Looking at the values in the table, it is clear that the best overall value
of K is equal to 3 since it produces the highest accuracy overall. However,
this is not the value that actually gives the highest accuracy. The highest
accuracy is achieved when K = 4 and λ = 1.0. For these values the patterns
for both the accuracy for K and λ are shown in figure 3a and 3b respectively.
These patterns clearly show that K = 4 and λ = 1.0 are the optimal values.
Moreover, the pattern in figure 3b roughly holds for all values of K. So
changing K does not change the results of the optimal value of λ. As a
matter of fact, for all values of K the algorithm performed best for λ = 1.0.
From these result we can already conclude that the weighted hybrid algorithm
will not use the ratings from a user’s friends if the movie is already present in
the list of predicted movies presented by the collaborative filtering algorithm.
This is due to the fact that in most cases the friends of a user have not rated
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enough movies. The list presented by the collaborative filtering algorithm
contains a lot more movies. It often happens that the removed movie is not
rated by any of the user’s friends, but is rated by one of the nearest neighbors.
This is due to the fact that the database is sparse.

The value of λ
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

T
h

e
va

lu
e

of
K

1 78,01 78,01 78,01 78,01 78,01 78,01 78,01 78,01 78,01 78,01 80,89
2 79,18 79,18 79,18 79,18 79,18 79,18 79,18 79,18 79,18 79,32 83,64
3 79,19 79,19 79,19 79,19 79,19 79,19 79,19 79,19 79,19 79,32 84,69
4 79,06 79,06 79,06 79,06 79,06 79,06 79,06 79,06 79,06 79,19 84,95
5 78,66 78,66 78,66 78,66 78,66 78,66 78,66 78,66 78,66 78,80 84,55
6 78,14 77,88 77,88 77,88 77,88 77,88 77,88 77,88 77,88 78,01 84,29
7 77,62 77,35 77,35 77,35 77,35 77,35 77,35 77,35 77,35 77,49 84,03
8 77,09 76,70 76,70 76,70 76,70 76,70 76,70 76,70 76,70 76,83 83,77
9 76,31 75,79 75,79 75,79 75,79 75,79 75,79 75,79 75,79 75,92 82,85
10 75,39 74,87 74,87 74,87 74,87 74,87 74,87 74,87 75,00 75,13 81,94

Table 3: Accuracy (%) for the training of K and λ
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(a) Accuracy pattern for K, with λ = 1
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(b) Accuracy pattern for λ, with K = 4

Figure 3: Result of the best value for K and λ.

Using the optimal values obtained from the training sample, the system is
tested on two different sample sets. For both of these sample sets the accuracy
of all five algorithms was computed. This not only gives an estimate of the
performance of the system, but also shows what the influence of the social
network is on the recommendation process. The results of these tests can be
found in table 4.
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Algorithm Test #1 Test #2

Collaborative filtering 90,75 79,68
Enhanced collaborative filtering 90,75 79,68

Trust filtering 60,59 67,98
Enhanced trust filtering 67,98 68,75
Weighted hybrid filtering 87,61 78,79

Table 4: Accuracy (%) results

Even though the percentages in both tests differ quite a bit for some al-
gorithms, both tests show the same result patterns. When looking at the
baseline algorithms it is very clear that social filtering does not perform very
well on its own. When compared to a standard filtering method like the
collaborative filtering, it is outperformed by it in both cases. A user’s friends
do not necessarily have to have a similar rating pattern, whereas for the
collaborative filtering such a neighborhood was specifically created. When
looking at the removed movie, this neighborhood would therefore only consist
of users with a similar rating as the user had given to it. It is no guarantee
that this is also the case for the user’s friends.

The enhancements seem to only work in favor of the collaborative filter-
ing method, because the performance increases only when it is added to the
recommendation process. Also, the enhanced collaborative filtering showed
no increase in accuracy, whereas the enhanced trust filtering did. This means
that the rating patterns from a user’s friends are not enough alike for the
friends to be considered close neighbors. That explains why there is no change
in accuracy between the collaborative filtering based algorithms. What is also
interesting to see is that the weighted hybrid filtering does not perform as
well as the collaborative filtering method. Since the value of λ is set to 1.0,
it would mean that, when a movie is recommended by both baseline algo-
rithms, it would only consider the recommendation from the collaborative
filtering method. That means the only explanation for the decrease in per-
formance lies with those movies that are only recommended by the friendship
algorithm. This can only happen when the removed movie was only rated
by friends and was not rated as high as the user himself had rated it. This
only validates the results of the other enhancements.
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8 Discussion

For this research we wanted to find out if adding a social network to the
recommendation process would have a positive effect on the accuracy of the
recommender system. We have created a recommender system that uses
the CiaoDVDs database to present movie recommendations to the users. In
order to find out what the influence of the social network is, several algo-
rithms were created and for each of these the accuracy was calculated. These
algorithms consist of two baseline algorithms and three extensions of these
baseline algorithms. Since these algorithms use machine learning techniques
the system had to be trained before it could be tested with the most optimal
parameters. The results that were obtained from the training and testing
showed that a recommender system does not benefit from adding the social
network to the recommendation process.

The data obtained from training the system already proved this state-
ment. The weighted hybrid filtering algorithm was used for training both
parameters of the system. The parameter λ was used to assign weights to
the output of each of the baseline algorithms, with λ = 1 meaning only the
output of the collaborative filtering is considered and the other way around
for λ = 0. The result of the training showed that the system performs best
with λ set to 1, meaning it only considers collaborative filtering. This shows
that the neighborhood created in this filtering method is much closer to the
user than the friends are. Therefore it can be concluded that a neighborhood
consisting of friends is less similar than a specifically created neighborhood.
Considering that not all of a person’s friends have similar interests, it is only
normal that the neighborhood created for collaborative filtering performs
better.

The results from both tests only confirm that social filtering does not add
much to the process. When looking at only the baseline algorithms, it is clear
that social filtering does not perform as well as collaborative filtering. With
a difference of over 30% in the first test and 10% in the second test, it can
be concluded that, on its own, social filtering does not perform well enough.
Looking at the accuracies of the enhanced algorithms, it can clearly be stated
that adding social filtering does not yield better results. In both tests the
accuracy did not increase at all. On the other hand, adding collaborative
filtering did yield better results. This was shown by an increase in accuracy
in both tests. This actually shows that a social network can be enhanced to
show better results. Overall it can be concluded that adding a social net-
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work to the recommendation process does not increase the performance of
the recommender system and therefore does not have a positive influence on
the recommendation process.

Even though this research shows that, at this point, social filtering does
not perform as well as standard techniques, it might still be useful as an
extra source of information, because of the results obtained from enhancing
the social network. This enhancement showed an increase in performance
of the system. Instead of using the entire social network after enhancing it,
in future research it might be better to look only at the part of the social
network that contains friends that are similar to the user. Secondly, the
database used in this research did not contain a lot of social information.
Users only had a few friends, who in turn only rated a couple of movies.
If the database would have been less sparse, the system might have shown
better results with respect to the social filtering. This sparsity problem is
one of the main problems for recommender systems. So for future research
on social filtering it is highly recommended a database is available that is less
sparse. Other possibilities for future research would be using different meth-
ods in different parts of the recommendation process. For this database the
collaborative filtering method had to be used because of the lack of content-
based information, but using content-based filtering might also give different
results. This also holds for the machine learning algorithm. Instead of using
a memory-based algorithm like kNN, which is shown to work well in collabo-
rative filtering, model-based algorithms might present different results. The
final recommendation for future research would be to change the evaluation
criterion. Instead of looking at the predicted rating of just one movie, it
might also be interesting to look at the difference between the ratings that
are predicted and the ratings the user had given to movies. So we have seen
that social filtering will not perform well on its own, but when the social
network is enhanced it could potentially give good results for social filtering.
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[32] Robert Jäschke, Leandro Marinho, Andreas Hotho, Lars Schmidt-Thieme, and
Gerd Stumme. Tag recommendations in folksonomies. In Knowledge Discovery in
Databases: PKDD 2007, pages 506–514. Springer, 2007.

[33] Audun Jøsang, Roslan Ismail, and Colin Boyd. A survey of trust and reputation
systems for online service provision. Decision support systems, 43(2):618–644, 2007.

[34] Cihan Kaleli and Huseyin Polat. Privacy-preserving som-based recommendations on
horizontally distributed data. Knowledge-Based Systems, 33:124–135, 2012.

[35] Yehuda Koren, Robert Bell, and Chris Volinsky. Matrix factorization techniques for
recommender systems. Computer, (8):30–37, 2009.

[36] Shyong K Lam and John Riedl. Shilling recommender systems for fun and profit. In
Proceedings of the 13th international conference on World Wide Web, pages 393–402.
ACM, 2004.

[37] Xuan Nhat Lam, Thuc Vu, Trong Duc Le, and Anh Duc Duong. Addressing cold-
start problem in recommendation systems. In Proceedings of the 2nd international
conference on Ubiquitous information management and communication, pages 208–
211. ACM, 2008.

[38] Seok Kee Lee, Yoon Ho Cho, and Soung Hie Kim. Collaborative filtering with ordinal
scale-based implicit ratings for mobile music recommendations. Information Sciences,
180(11):2142–2155, 2010.

[39] Yung-Ming Li and Ching-Wen Chen. A synthetical approach for blog recommenda-
tion: Combining trust, social relation, and semantic analysis. Expert Systems with
Applications, 36(3):6536–6547, 2009.

[40] Yung-Ming Li and Chien-Pang Kao. Trepps: a trust-based recommender system for
peer production services. Expert systems with applications, 36(2):3263–3277, 2009.

[41] Yung-Ming Li, Tzu-Fong Liao, and Cheng-Yang Lai. A social recommender mech-
anism for improving knowledge sharing in online forums. Information Processing &
Management, 48(5):978–994, 2012.

[42] Fengkun Liu and Hong Joo Lee. Use of social network information to enhance col-
laborative filtering performance. Expert systems with applications, 37(7):4772–4778,
2010.

42



[43] Xin Luo, Yunni Xia, and Qingsheng Zhu. Incremental collaborative filtering recom-
mender based on regularized matrix factorization. Knowledge-Based Systems, 27:271–
280, 2012.

[44] Xin Luo, Yunni Xia, and Qingsheng Zhu. Applying the learning rate adaptation
to the matrix factorization based collaborative filtering. Knowledge-Based Systems,
37:154–164, 2013.

[45] Christopher D Manning, Prabhakar Raghavan, and Hinrich Schütze. Scoring, term
weighting and the vector space model. Introduction to Information Retrieval, 100:2–4,
2008.

[46] Leandro Balby Marinho and Lars Schmidt-Thieme. Collaborative tag recommenda-
tions. In Data Analysis, Machine Learning and Applications, pages 533–540. Springer,
2008.

[47] Luis Martinez, Rosa M Rodriguez, and Macarena Espinilla. Reja: A georefer-
enced hybrid recommender system for restaurants. In Proceedings of the 2009
IEEE/WIC/ACM International Joint Conference on Web Intelligence and Intelli-
gent Agent Technology-Volume 03, pages 187–190. IEEE Computer Society, 2009.

[48] Paolo Massa and Paolo Avesani. Trust-aware collaborative filtering for recommender
systems. In On the Move to Meaningful Internet Systems 2004: CoopIS, DOA, and
ODBASE, pages 492–508. Springer, 2004.

[49] Christian Matyas and Christoph Schlieder. A spatial user similarity measure for
geographic recommender systems. In GeoSpatial Semantics, pages 122–139. Springer,
2009.

[50] Kevin McNally, Michael P OMahony, Maurice Coyle, Peter Briggs, and Barry Smyth.
A case study of collaboration and reputation in social web search. ACM Transactions
on Intelligent Systems and Technology (TIST), 3(1):4, 2011.

[51] Frank McSherry and Ilya Mironov. Differentially private recommender systems:
building privacy into the net. In Proceedings of the 15th ACM SIGKDD interna-
tional conference on Knowledge discovery and data mining, pages 627–636. ACM,
2009.

[52] Alexandros Nanopoulos, Dimitrios Rafailidis, Panagiotis Symeonidis, and Yannis
Manolopoulos. Musicbox: Personalized music recommendation based on cubic anal-
ysis of social tags. Audio, Speech, and Language Processing, IEEE Transactions on,
18(2):407–412, 2010.

[53] Edward Rolando Núñez-Valdéz, Juan Manuel Cueva Lovelle, Oscar Sanjuán
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tenegro Maŕın. Implicit feedback techniques on recommender systems applied to
electronic books. Computers in Human Behavior, 28(4):1186–1193, 2012.

[54] John O’Donovan and Barry Smyth. Trust in recommender systems. In Proceedings of
the 10th international conference on Intelligent user interfaces, pages 167–174. ACM,
2005.

43



[55] Kenta Oku, Rika Kotera, and Kazutoshi Sumiya. Geographical recommender system
based on interaction between map operation and category selection. In Proceedings
of the 1st International Workshop on Information Heterogeneity and Fusion in Rec-
ommender Systems, pages 71–74. ACM, 2010.

[56] Deuk Hee Park, Hyea Kyeong Kim, Il Young Choi, and Jae Kyeong Kim. A litera-
ture review and classification of recommender systems research. Expert Systems with
Applications, 39(11):10059–10072, 2012.

[57] Seung-Taek Park and Wei Chu. Pairwise preference regression for cold-start recom-
mendation. In Proceedings of the third ACM conference on Recommender systems,
pages 21–28. ACM, 2009.

[58] Michael Pazzani and Daniel Billsus. Learning and revising user profiles: The identi-
fication of interesting web sites. Machine learning, 27(3):313–331, 1997.
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