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Abstract
In the field of path planning and crowd simulation, many models have been
developed for simulating pedestrians, cars, and autonomous vehicles. However,
no such models exist for bicycles. We present an analysis of the characteristics
of bicycle riding and provide a model for simulating people riding bicycles.
The method performs in real time, supports collision avoidance between
cyclists and pedestrians, and handles dynamic obstacles such as parked cars.
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1 Introduction

Bicycles are a commonly used mode of transportation in both urban and rural envi-
ronments. They enable a person to move around quickly and at low energy cost, in
particular when compared to walking. The motion of bicycles, i.e. its stabilizing- and
steering-characteristics, is complicated. This is due to a few factors: firstly the mass
of a person riding a bicycle exceeds that of the bicycle itself by far. Secondly, sudden
changes in speed, e.g. when accelerating quickly, apply large forces onto the steering
mechanism. These characteristics make bicycles an excellent subject for research. A
model for simulating bicycles has many applications, such as games, driving simulators,
traffic management, and road-safety design. There are virtually no models for simulating
cyclists. We present a model that simulates cyclists by following a given global path. The
model supports collision avoidance with cyclists and other road users such as pedestrians.

The dynamics of riderless bicycles has been a subject of research for quite some time. In
the late 19" century, the first works were published. In 1899, Whipple [Whi99] presented
one of the first models of the self-stability of a bicycle in the form of linearized equations,
which proved to be almost accurate. Meijaard et al. [Mei+07] have created an improved
stability model which is now commonly accepted as the standard benchmarking model
for bicycle dynamics. However, we are interested in much more than just the mechanical
properties of a bicycle, and its handling dynamics. We are approaching this subject
from an angle of path planning and crowd simulation. This means that we also want to
investigate how a cyclist behaves in its environment. The (relatively) low speeds and
the responsiveness of a bicycle enable cyclists to perform complex maneuvers quickly
and allow them to ride in close proximity of other cyclists that would not be within
the safety margins for other kinds of vehicles. We therefore cannot use methods that
are tailored to other vehicles, such as cars. On the other hand we also cannot use the
methods that are used for simulating crowds of pedestrians since there are non-holonomic
constraints that need to be satisfied [AKLO05], i.e. that a bicycle cannot move sideways,
which we will elaborate later on. However, cyclists and pedestrians also share some
characteristics. First, both cyclists and pedestrians do not move in exact straight lines,
but present oscillating behavior. Moreover, they display behavior of group compression
when an environment is densely crowded or when jams occur [Nar+09]. Finally, they
both have many (shared) degrees of freedom and can perform numerous interactions, e.g.
stepping on/off a bicycle, allowing for an infinite action-space. Therefore we might be
able to base our method on existing planning methods for crowds while incorporating
the non-holonomic characteristics of car-like systems.



1.1 Research questions

A brief look into the literature shows us that it might be possible to build our research
upon existing methods, which we will further investigate in Section 2. While most of
the literature focuses on the planning problem for single moving vehicles, we want to
support interactivity between cyclists and other road users. Therefore, we present the
following research questions.

1 What model is best suited for the path following problem of a bicycle with an active
rider?

2 How can this model be modified to support collision avoidance
(a) for static obstacles (e.g. a street layout);
(b) for dynamic obstacles such as other bicyclists, pedestrians, and cars,
such that realistic everyday traffic scenarios can be simulated?

3 How can we validate the results of such a model such that the similarity between
real cyclists and the model’s results can be determined?

If we can provide adequate answers to these questions, we should be able to create an
appropriate solution for simulating heterogeneous traffic situations involving cyclists. In
the upcoming sections we will look into the existing methods in more detail. We will
first provide a brief introduction into the kinds of bicycles that we are interested in.

1.2 Common types of bicycles

There are many types of bicycles in existence, some of which are known by different
names per country. We will provide a brief description of the bicycle types that are the
most rudimentary, and are in our opinion the most commonly used. Additionally, we will
present some special types of bicycles that are used less frequently. The first two types,
the European city bike [Bal+00] (also known as ”Stadsfiets” in Dutch), and the Racing
bike have a shape and geometry that is quite alike. The former can be driven while being
seated upright whereas the latter is being driven in a more huddled position, where the
upper body is bent towards the ground for more aerodynamic efficiency. The mountain
bike has a sturdier frame and is equipped with coarse-treaded tires, suitable for rough
terrains. Mountain bikes are usually also equipped with spring-loaded wheel suspension
to ease in taking jumps. The recumbent bike [FW81] is a slightly divergent type of bicycle
that is also used in some countries, such as the Netherlands. The rider is positioned close
to the ground and laying down facing slightly upwards, which allows for more comfort
during long trips while reducing air resistance. The aforementioned bicycles also exist in
dimensions suitable for children, but we will not consider this difference in our research
and assume a bicycle model for adults.

Researchers have also created experimental bikes for the purpose of analyzing their
riding characteristics. Some have been proven to be next to unridable, e.g. the rear-
steered bike [AKLO05], while others improve the maneuverability by having two steers, such



as the sideways bike. A final example is the center-steering bike for it has no steerable
wheels at all but articulated steering, i.e. the bike has no steerable axes, but has its
frame pivot in the center. While this improves the turning ratio, it causes problems in
balancing. We will not consider these experimental types in our research.

1.3 Generic bicycle model

We will assume a generic bicycle model with a set of commonly accepted parameters, as
depicted in Figure 1.
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Figure 1: An overview of the geometry of the generic bicycle model [AKLO05]. Points ‘Py’
and ‘Py’ denote the contact points of the wheels, whereas point ‘P3’ denotes
the intersection of the frontal axis and the ground plane. The trail ‘c’ is also
affected by the angle of tilt of the steer axis ‘\°. ‘L’ is the wheel base.

The generic bicycle model represents a two-wheeled, frontwheel-steered bicycle. The
bicycle has a tilted front axis, and a bent frontal fork providing the offset controlling
the trail length. Common values for trail ¢ range from 3 — 10cm, wheel radius r; =
P; — C; = 35¢m, wheel base L = 1 m, and steer angle A = 70° [AKL05] where A = 90°
would represent a vertical steering wheel without tilt.

1.4 Structure

The following sections are organized as follows. First we will provide an overview of
existing related works in Section 2. Next, in Section 3, we will elaborate on the methods
and techniques that are best suited to our research questions. Section 4 presents the
implementation of our method, followed by an analysis of its validity in Section 5. Finally,
we conclude on the presented work and the results, describe the limitations of our research,
and provide suggestions for future works in Section 6.



2 Related works

In this section related works in the fields of bicycle dynamics, curved path finding, and
collision avoidance are presented. We want to determine how realistic everyday traffic
scenarios involving cyclists can be simulated. A first question considering this problem
that arises is how cyclists plan their route? Using common sense we can establish that, in
general, a cyclist plans the shortest route on a city level that avoids collisions. Since the
topic of finding global paths on a city level, i.e. find the shortest set of roads connecting
two points is mostly solved, we focus on the issue of local path finding. When we dig
further into local path finding and collision avoidance, the next question that arises is
how bicycles steer? The final question that we encounter is how bicycles work to begin
with? The following sections will describe the research on these topics, starting with the
dynamics of a bicycle, and advance up to interaction between bicycles.

2.1 Bicycle dynamics

The first work we mention is Whipple’s model [Whi99]. In 1899, Whipple presented the
first generic model describing the stability of a bicycle. Although the work contained
some errors, we include this work for historic purposes as it conducts the start of bicycle
research, and most later works used its equations as a basis. Much more recently, Mei-
jaard et al. have presented a series of equations for the dynamics of bicycles [Mei+07].
Their work is now considered as the accepted standard [Mool2]. Their work describes
the motion of a riderless bicycle whilst our work considers bicycles with an active rider.
However the main issue is, since their method computes exact solutions for self-stability,
that it is much too low-level and meticulous for simulating cyclists, and cannot be used
to plan motion between two positions. The authors already acknowledge this mentioning
that their model is unnecessarily and inappropriately complex for understanding basic
features of active rider control [Mei+07, p. 1958], for understanding how cyclists control
their bicycles. Nonetheless, we can use their work for determining and verifying the
constants of our own model. Astrom, Klein, and Lennartsson present various models
for bicycle steering and stability. Their simplest model assumes an untilted steering
axis, a constant speed, and a rider rigidly attached to the bicycle frame [AKLO05]. They
provide more models with increasing complexity, adding the dynamics of the front fork,
self-stabilization, manual control, and gyroscopic effects. The focus of the paper, however
is not on bicycle steering. They do look at bicycle steering, but use a dynamics model
with complexity similar to Meijaard et al. [Mei+07], and only look at the effect of steering
on the resulting path and bicycle tilt. They define a transfer function from steering
angle ¢ to tilt angle ¢. Astolfi present a generic method for stabilizing the controls for
a non-holonomic system [Ast96]. Yavin uses a simpler dynamics model for controlling
the bicycle, and focuses on steering the bike towards a given point [Yav98]. However, he
assumes a riderless bicycle, and does not consider planning a path towards a goal.

Moore investigates humans controlling bicycles [Mool2], but focuses on keeping the
bicycle stable. He uses a crossover model based on human pilots [MK74] to control



the steering torque and body leaning angle applied by the rider based on sensed tilt
angle. His model [Moo12] supports path following, given an existing path, but only as a
byproduct of the stabilization. Kooijman, Schwab, and Moore investigate human aspects
of bicycle control. They establish that the upper part of the body is not used to keep the
bicycle stable during motion but is only used in sharp corners to account for the sudden
change of direction [KSMO09]. Additionally, they discovered that the steer is only turned
in small angles (¢ ~ 3°) at most speeds. When sharp corners are to be taken the steer
is turned to a maximum of ¢ ~ 15° [KSM09] [Mool2]. These observations will make it
easier for virtual characters to be correctly animated when riding a bicycle as only their
arms and legs will have to be moved, which can be achieved through inverse kinematics.
The range of steering angles provided can be used as constraints for our path-following
method which tries to find a local path that satisfies non-holonomic constraints and
follows a given global path. [Sha08] investigates Rider control theory for the bicycle, and
shows that the bicycle’s dynamics have a much smaller effect on bicycle steering than the
control empowered by its rider. This argues that we do not need a complex dynamics
model to simulate bicycles with active riders.

Numerous other works provide more details on the bicycle’s dynamics, as well as slightly
different bicycle models, or special cases, including locked steering [RM71] [FSR90] [Faj00]
[Moo12]. Since Kooijman, Schwab, and Moore and others show that we do not need a
complex bicycle model for simulating cyclists, the next problem we should solve is: How
does a bicycle steer? As this problem is closely related to the problem of finding a path
that satisfies the non-holonomic constraints, the next subsection elaborates on research
on existing path finding and following for motion planning with non-holonomic constraints.

2.2 Path finding and following

Several approaches for finding constrained paths exist. Dubins presents a method for find-
ing a path with constrained curvature [Dub57]. However, the model produces open-loop
trajectories that assume constant speed and ignore kinodynamic constraints. Furthermore,
the model assumes an obstacle-free environment. Getz and Marsden present a dynamics
model for stabilizing a bike that incorporates path following [GM95]. The method
determines yaw and roll angles given a path and computes the lean and speed settings for
the bicycle. However, they do not consider how to find such a path that avoids obstacles.
Bickford presents a method for path following which uses a linear quadratic requlator
(LQR) to stabilize the bicycle [Bic13]. The method is able to track constant curvature
paths, but does not focus on finding a valid path and assumes a collision-free path is given.

Other works do not focus on bicycle planning but focus on general curves and tra-
jectories. Nienhuys and van der Stappen [NS04] present a method for checking the
intersection of a needle curve with a polygonal mesh. This method could potentially be
used to compute a discrete approximation of a curve in free space; However, free space is
usually not explicitly represented as a mesh. Additionally, the method assumes a fixed nee-



dle angle while the steering angle of a bicycle is not fixed. Alterovitz et al. have developed
a method to compute the path of a steerable needle [AGOO05]. Given input configuration
parameters orientation (i.e. yaw), rotation (i.e. roll), and location, the method computes
the path the needle will follow through soft tissue. Their method supports deviations
from the optimal path caused by tissue deformations. Bicycles, however, generally move
on a solid surface. Webster et al. present another method for steering needles [Web+-06].
Their method supports a 3D coordinate system, and thus it has degrees of freedom, which
are not supported by a 2D method, such as ours. The method presented by Agarwal et al.
[Aga+02] is able to find a curved path between two configurations ¢; and g2 and given
curvature limits, if one exists. However, it is only able to operate in a convex polygon
that is free of obstacles. As a result, using solely this method is not sufficient if ¢; and
g2 do not reside in the same convex part of the navigable space, in which case a global
path through these convex polygons has to be planned using other methods. Issues may
rise when transitioning from one to another convex part of the global path. Addition-
ally the path’s curves only have a unit radius, whereas bicycles have a variable turn radius.

The methods presented thus far are not suitable for planning a path through a large-scale
environment containing obstacles. Therefore, we will now elaborate on methods that
can find global paths that satisfy non-holonomic constraints. Lazard, Reif, and Wang
have shown that the 2D case of motion planning with curvature constraints is NP-hard
for an environment containing polygonal obstacles [LRW98]. Since finding valid paths
using continuous methods is complex, sampling-based methods, such as Kuffner and
LaValle’s RRT-connect [KL00], are popular [LaV06]. This sampling-based planning
method is suitable as a global path planner, i.e. to determine whether a path between
two points exists. It can cope with non-holonomic constraints. However, the method
produces paths that are non-optimal and jagged. Therefore, smoothing should be applied
before using the resulting paths. LaValle and Kuffner use an RRT-based approach
to plan with kinodynamic constraints [LKO1]. Several attempts have been made to
produce smooth paths, such as RG-RRT [SWT09], LQR-RRT [Per+12], and POSQ-RRT
[PA14]. However, many RRT-based methods produce open-loop paths that cannot deal
with dynamic obstacles without replanning. Bereg and Kirkpatrick [BK05] present a
method to find corridors with limited curvature that satisfy non-holonomic constraints.
Their method is able to operate in a polygonal environment. However they assume unit
curvatures. Other methods used for crowd simulation, such as created by Jaklin, Cook,
and Geraerts, can find a path in a polygonal environment [JCG13]. Their method can
find paths with a guaranteed clearance to obstacles and supports terrain preferences, but
it is not designed to cope with non-holonomic constraints.

None of the above works is completely suitable for solving the problem of path finding
and following for bicycles. However, apart for solving this problem for a single cyclists,
we also have to consider the problem of simulating multiple cyclists, as mentioned in
Subsection 1.1, which we will discuss next.



2.3 Interaction between bicycles

Collision avoidance for moving obstacles in general is a topic that has been widely
discussed and written about. Since the dynamics between cyclists are closely related to
this topic, we will first discuss whether some of these works can be directly applied. For
example, Helbing and Molnar’s vector-based force model may be taken into consideration
[HMO95] for implementing the dynamics between bicycles. It is easy to understand and
implement as it computes a weighted sum of attracting and repulsing forces, which is
then used to steer a character. However, this method is extremely prone to deadlocks
and oscillating behavior. Additionally, it cannot handle non-holonomic constraints. Tan-
ner et al. [TLKO1] and Abdessemed et al. [ABMO04] present methods for navigating
non-holonomic vehicles that support collision avoidance for static and dynamic obstacles.
These methods plan a path around local obstacles in a reactive manner. However, since
they do not focus on avoiding other vehicles, their methods are prone to deadlocks in
narrow spaces. Lindemann et al. use a similar approach for collision avoidance [LHL06].
Their method ensures a smooth path, but does not consider moving obstacles.

Other methods are better suited towards avoiding collisions between multiple bicy-
cles. Frazzoli, Dahleh, and Feron follow an RRT-based approach [FDF02]. Their method
plans a global path using an incremental Probabilistic Roadmap, and uses RRT to plan
local paths that avoid moving obstacles. The incremental roadmap contains milestones,
which are used to ensure that a local path does not lead into a dead end. Tanner, Loizou,
and Kyriakopoulos present a method for planning motion for multiple non-holonomic ve-
hicles [TLKO03]. Their method avoids collisions for multiple vehicles simultaneously using
potential fields, but is tailored to multiple robots that work in cooperation. Additionally,
the method approximates all robots and obstacles as points in order to use a potential
field-based algorithm.

Kuwata et al. use a slightly different RRT-based approach [Kuw+08]. Their method steers
a car towards a goal position using an RRT to plan around local obstacles. They use a
sampling technique biased to sample points in front of the car, and filter the resulting
trajectories based on their feasibility. The sampling strategy can be controlled such
that it supports lane following, overtaking, taking U-turns, and parking. The method is
however tailored to autonomous vehicles, and, therefore, adheres to safety characteristics
that do not apply to cyclists. Therefore, this method, when used to simulate cyclists,
will produce unrealistic results because the cyclists will keep too much safe distance, and
will not be able to overtake within one lane. Xu et al. present a trajectory planning
method for vehicles [Xu+12]. They discretize a road into segments and lanes, and plan a
trajectory to change lanes when an obstacle blocks the current lane. Acceleration and
steering constraints are taken into account when picking a trajectory to a different lane.
The method is geared towards autonomous vehicles.

Other recent methods, such as RVO [Ber+11], may also prove useful. The RVO method
[Ber+11] projects a cone in front of each character, which other characters try to avoid



[Ber+11]. Although this method is tailored to characters without non-holonomic con-
straints, its principles may be useful for collision avoidance for non-holonomic vehicles.
This is attempted by Alonso-Mora et al. who present NH-ORCA [AM+13], a method for
collision avoidance for non-holonomic vehicles. Their method uses the concepts of RVO
[Ber+11], but is only successfully applied to differential-drive non-holonomic robots, i.e.
robots that can rotate in-place.

2.4 Route planning

Route planning considers the task of navigating on a city level, i.e. which roads or bicycle
paths are chosen to a destination. Although this is not a main topic in our research,
some aspects of it may prove useful. Data from this field of research can also be used to
validate our own method. Aultman-Hall et al. [AHHB97] investigate the routes taken
daily by commuters through a large urban environment. Their work also reveals common
preferences for cyclists, which may affect both global and local path planning. Hyodo
et al. [HST00] investigate route choice of cyclists in an urban environment. They show
that the path of a cyclist is not necessarily the absolute shortest path, and may be not
even the cognitive shortest path, i.e. the shortest path that a person is aware of. They
also present a model that can predict route selection using a genetic algorithm. Heinen,
Wee, and Maat [HWM10] provide a thorough overview of existing literature on bicycle
commuters and provide averages for trip lengths, trip distances, speeds, route choices,
and present many more metrics. They also confirm Hyodo et al.’s [HST00] findings that
there is no direct link between the shortest path and the selected path. CROW [CROO06],
the Dutch authority for road design, has published guidelines for the design of bicycle
roads. The work contains recommendations for safety measures, curbs, traffic-light setup,
and road curvatures. While the work does not provide any models for planning bicycle
routes, it does provide some established rules of thumb, such as side preferences employed
by cyclists, which will explain in Subsection 3.1.

2.5 Traffic and cyclist behavior studies

A common method for validating road design is using Macroscopic Fundamental Diagrams
(MFD’s) in which the relationship between average speeds and average density is taken
into account [DGO8] [May90]. The traffic intensity ¢ is computed using equation

q=ku, (1)

where u is the speed, and k is the density of the traffic defined as the number of vehicles
per kilometer of road. Geroliminis and Daganzo [GDO08] show that such an MFD holds
for cars in urban city traffic. They use data from a network of traffic sensors combined
with GPS data from taxi rides. In another work [DGO8]| they verify that this relationship
is not affected by traffic lights along a road section that are arbitrarily timed.

For cyclists, similar relationships also exist. This is shown by Papendrecht and Botma
[PB89], who measured the lateral position of cyclists on various road segments along
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common bicycle routes. They show that when traffic flow increases, the bicycle lane
becomes more occupied laterally. They do not represent this relationship in an equation
adhering to the form of eq. (1). Blankers [Blal2] argues that there is no correlation
between traffic intensity and speed on small bicycle lanes when the majority of cyclists
have the same common goal and share a high incentive for swiftness. Vansteenkiste et al.
[Van+13] investigate the relationship between path width and cycling speed from a visual
aspect. They show that smaller lanes cause cyclists to focus on the nearby path while
wide lanes cause the cyclists to frequently gaze towards a goal position.

2.6 Data of bicycle motion

Authors such as Dozza and Werneke [DW14] use data of bicycle movements gathered
using GPS trackers among other sensors to observe driving behavior. They have collected
large amounts of data corresponding to some 1400km of bicycle routes. These data
might seem useful for validating bicycle models, however the authors do not focus on the
traversed trajectories, but on bicycle safety. As a result the precision of the trajectories is
2.5 m, which is quite coarse considering our purposes. Van den Ouden [Oud11] has also
collected some trajectory data of a few short routes using GPS. However, the precision
of his data is not given. In general, GPS data have not enough precision for comparison
against simulated traversed trajectories. Kiewiet et al. [Kie+14] have also collected data
of bicycle motion using a different approach. They used inertial sensors mounted on
the bicycle frame and had a path taped on the ground that was followed by a cyclist.
Although their data have better precision than GPS, they did not capture data of
reference points, such as the distance to the verge or curb, as well as street layout. The
traversed trajectories can be determined by integrating the inertial sensor data, but since
this is an open-loop system, it is susceptible to rapidly increasing deviations over time.

2.7 Scope limitations

Additional literature is available on detailed aspects of the bicycle dynamics, but these
are too intricate for our research. Therefore we will ignore the dynamics of bicycle frame
elasticity, wheel suspension, tire deformation, air friction, and rolling friction. We will
also not consider different shapes of tires, such as differences between toroidal and round
tires. Furthermore, we will assume that there are no differences in terrain types. Finally,
we will ignore rider lean, since it does not majorly contribute to the traversed path, and
can be derived from the traversed path [AKLO05].

3 Method

So far we have seen many methods that focus on the various aspects of motion planning,
bicycle dynamics, collision-avoidance, and several works on data collection and method
validation. We have established that none of these works focus on trajectory planning
for bicycles. We have shown that integrating bicycle dynamics into a planning method is
too complex for the purpose of simulating bicycles on a non-microscopic level, which is
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also stated by Meijaard et al. [Mei+07]. Therefore, we can ignore these dynamics for the
most part. Several works do focus on generating paths with curvature constraints, some
of which even focus on paths suitable for bicycles, such as by Dubins’ [Dub57] and by
Getz and Marsden [GM95]. However, these methods only focus on computing the curves
and do not consider obstacle avoidance. Furthermore, all of these methods produce paths
with constant radii whereas the curves in bicycle trajectories have a variable radius. As
for collision avoidance, many methods already exist, of which ORCA [Ber+11] is one of
the best performing ones. It has only briefly been applied to motion with non-holonomic
constraints [AM+13]. For determining whether collision-free paths exist, many methods
can be used, such as the Indicative Route method [KGOO09], which also guarantees a
minimum clearance. We will use an approach based on an intuitive analysis of cycling
behavior. Cyclists generally have a global route in mind when cycling from one location
to another. Upon traversing this global route, obstacles and oncoming traffic have to be
avoided. Since the field of view is usually limited to a couple of tens of meters, a cyclist
can only start planning a local curve around obstacles and oncoming traffic as soon as
they appear. The dynamics of the bicycle are controlled subconsciously as they have
been mastered during the process of learning how to ride a bicycle.

Our approach uses a two-stage process for solving the problems of finding global paths
and planning local curves. In the first stage, a global path free of collisions with static
obstacles is computed that has enough clearance for our bicycle to fit through passages
and to make turns. In the next stage, local curves are planned to avoid dynamic obstacles
and oncoming traffic as well as to follow the global path. In most works from the fields
of robotics, path planning and crowd simulation, these tasks are commonly split up for
maintaining a structured overview and ease of computing, and we will do the same. We
plan a local path within a planning window (which we will explain in Subsection 3.3)
that satisfies the non-holonomic constraints of the bicycle. The local planner tries to
find a path that is optimized for speed and tries to minimize deviations from the global
path. In the final step, the local path is traversed by the bicycle and collisions with
moving obstacles are avoided. When the local horizon has moved, the replanning step is
repeated. This multistage approach ensures that the traversed path satisfies the bicycle’s
non-holonomic rolling constraints but has smooth curves with non-constant curvature.
Furthermore, the resulting path is collision-free with respect to both static and dynamic
obstacles. Finally, if the global path is the shortest one, the resulting path still belongs
to the same homotopic category, thus respecting the preferences of the global planner.

We will now explain the approach and details of our method, starting with a brief
explanation in Section 3.1 on the method’s first stage, creating an Indicative Route.
Next we will explain the differential model of the bicycle that is used for computing the
non-holonomic motion in Section 3.2. This model describes some key variables, such as
turn-radius p, which are used in the local planning steps and therefore we will elaborate
on this before our actual method is explained. In Section 3.3, we focus on the main
parts of our method, i.e. the local planning algorithm. In Section 3.5 we describe how
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the ORCA method [Ber+11] can be used for avoiding collisions with other cyclists. We
discuss some alternative approaches for path following in Section 4.2. In Section 4 we
discuss the experiments that have been conducted to test the method, and discuss its
validity in Section 5. Finally, we show and discuss some conclusions in Section 6.

3.1 Global planning

As mentioned in the section’s introduction, our method takes a given global path as input.
Global paths can be computed using global planning algorithms. A global planning
algorithm computes whether a path free of obstacles exists between two points in a
given environment, and computes such a path. To plan such a collision-free path, a
description of the navigable space (also known as the free space) is required, denoted as
Ctree- When planning global paths, many criteria come into play such as path length,
route preferences, minimum clearance, and movement constraints. In our case, the
most important criterion is that a path must be traversable by a bicycle. However, this
criterion is hard to satisfy on a global level. This problem is proven to be NP-hard
for generic curvature-constrained shortest paths by Lazard, Reif, and Wang [LRW98].
Given the application of our algorithm, i.e. path planning for cyclists in urban environ-
ments, we will assume that a cyclist will be able to take every turn in a global path,
and that the detailed planning of the non-holonomic movements can be solved on a
local level. However, apart from non-holonomic movements, cyclists also have a pre-
ferred clearance to the side of the road or sidewalks, on which we will now briefly elaborate.

Astrom, Klein, and Lennartsson [AKLO5] describe the concept of counter-steering: the
process of briefly steering in the opposite direction when taking a turn. This helps the
cyclist to enter a controlled state of falling, during which balance is maintained by the
centrifugal forces caused by turning. A requisite for counter-steering is that there is some
obstacle-free space available in the opposite direction of the turn. As a result, cyclists
try to keep a safe distance from the side of the road, whereas social conventions and
traffic-safety regulations require that they adhere to the side of the road. We will assume
right hand driving in the remainder of this work. The cyclist unconsciously tries to keep
balance between adhering to the roadside and keeping some room for counter-steering
and keeping tolerance towards obstacles. This balance is found to be optimal at some
fixed distances, depending on properties of the side of the road. A common property
in urban environments is that the road is accompanied by a sidewalk, separated by a
curb, in which case the cyclist will keep a distance from the curb of approximately 0.50m.
In case there is no sidewalk or the curb is very low (a height of < 0.07m.), the cyclist
keeps a distance of approximately 0.25m [PB89] [MOWO02, p. c. 4.1.5] [CRO06] [Blal2].
An overview of the different criteria for side preferences is given in Table 1. This is a
criterion that can be handled efficiently by the MIRAN method [JCG13]. This method
takes a preferred clearance, denoted as cl, ., and the character width, and computes the
shortest global path. The result is a corridor that is at least as wide as the character plus
the preferred clearance on both sides of the character. Within this corridor, an Indicative
Route is computed. The Indicative Route is a rough estimation of what the traversed
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path should look like. An overview of several example Indicative Routes is shown in
Figure 2. These exaggerated examples show various routes that can be created within
the same environment using different settings for side preference. Figure 2a shows an
example where the character does not have a side preference but has taken the shortest
route possible instead. For cyclists this is an unlikely choice since they usually keep
to the right, especially in corners with low visibility. Therefore, Figure 2b shows an
example of a route traversed by a character that keeps a preferred clearance towards the
obstacles on the right side of the road. However, by doing so the turns in the trajectory
are quite sharp, thus requiring the cyclist to take the turns slowly. In reality, cyclists
try to minimize braking in turns, causing wider curves in the traversed trajectory, as
shown in Figure 2c. The relationship between speed and turn-radius is explained in
Subsection 3.3.1.

Obstacle Distance
Roadside without curbing (or max height of 0.07 m) 0.25 m
Roadside with curbing (default for urban environments) 0.50 m
High obstacles such as trees or lampposts 0.75 m
Wealls 1.00 m

Table 1: Cyclists maintain different criteria for side preference.
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(a) Shortest path within the navigable environment given a preferred clearance clprey
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(b) Side preference (with respect to obstacles)
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(c) Side preference (with respect to the road width)

Figure 2: Several examples of global paths that keep a preferred clearance towards obstacles.
The preferred clearance is denoted as clyer and the obstacles are marked in

gray.



3.2 Dealing with non-holonomic constraints

We now have an input path which we want to use for the local planner. First, however,
we must select a kinematics model that can be used to compute the movements of the
bicycle. The bicycle cannot move sideways and is an underactuated system, meaning that
it has fewer controls than it has degrees of freedom. This is caused by rolling constraints
imposed by the bicycle’s wheels. A bicycle can achieve any orientation given enough
room. However, because of these rolling constraints, an orientation can only be achieved
by controlling the steer and moving forwards or backwards. Therefore, the bicycle is a
non-holonomic system.

Our method must plan paths that satisfy these non-holonomic constraints, and, therefore,
we select a kinematics model that can handle them. Many non-holonomic models exist
[Whi99] [LSLI8] [AKLO05][Mei+07] [LaV06], some of which are even specifically tailored
to bicycles. The model by Meijaard et al. [Mei+07] is considered the de facto choice
for riderless bicycles but is fairly complex. Moreover, for cyclists the mass of the rider
exceeds the mass of the bicycle by far [AKLO5], thus changing the dynamics of keeping
balance. The cyclist is able to keep balance without the internal balancing mechanisms
of the bicycle. Therefore we can suffice with a much simpler model for simulating cyclists
[Mei+07]. Astrom, Klein, and Lennartsson present such a model [AKLO05]. The model is
based on the generic bicycle model, as described in Subsection 1.3, but assumes that the
steering axis is vertical, i.e. that head angle A = 90° and that trail ¢ = 0. Furthermore
they assume that the steering angle ¢ is not controlled by applying force to the handle-
bars but is controlled directly. Astrom, Klein, and Lennartsson’s model incorporates
the bicycle’s roll (denoted as ), i.e. the angle at which the bicycle is tilted sideways.
However, the bicycle’s roll angle ¢ can be directly derived from the steering angle ¢ via
a transfer function [AKLO05]. Therefore we can further simplify the non-holonomic model
to ignore roll. The resulting model is identical to the car model as given by Dubins
[Dub57], having a configuration ¢ consisting of only a position (z,y), an orientation angle
0, and a steering angle ¢, as depicted in Figure 3. The Dubins car model simplifies a
car by applying the rolling constraints as if the wheels are in the center axis of the car.
Therefore the model’s geometry is identical to a bicycle’s geometry.
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7

Figure 3: An overview of the bicycle model as used for the implementation of Dubins
car model [Dub57]. ‘L’ denotes the wheelbase, 9’ the bicycle’s orientation, ‘¢’
the steering angle, ‘p’ the turn radius, and ‘O’ the origin.

An implementation of the model is given by LaValle [LaV06, p. 595-599]. The model,
though designed with four-wheeled vehicles in mind, is suitable to simulate a two-wheeled
vehicle such as a bicycle since it does not consider the rolling constraints all four wheels
independently. The car’s steering angle ¢ controls the change in orientation over time.
Dubins’ model [Dub57] simulates the motion of the bicycle by assuming that there is
a small time interval At during which the bicycle moves forward, approximately in the
direction of 8. After each time interval, the bike’s orientation 6 is updated to account for
the effect of the angle of the steer ¢ during the traversed trajectory. The position and
orientation are updated using the following equation [LaV06, p. 597]

T = ugcosb
1 = ugsinf (2)
. Usg
0=—

L
where u is the speed of the bicycle, ug is the steering angle, and L is the wheelbase, i.e.
the distance between the two contact points of the wheels on the ground plane. The
model’s turning radius p is given by [LSLI8| as

L

— (3)
an ¢
The steering angle ¢ is limited to the domain —F < ¢ < 7 as the bicycle cannot rotate
in-place.

tan ug,

p:

3.3 Local planning

The method operates on a given global path known as the Indicative Route [KGOO09].
The properties of the Indicative Route ensure a desired clearance, which provides us with
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a path that is feasible for a bicycle. As the bicycle moves along the Indicative Route, our
method acts as a window, moving over a section of the global path, referred to as the
local ‘planning window’. The local planning window is based on the optokinetic reflexes
of humans, also known as Nystagmus [Hon+68] [Bar93]. Nystagmus is the process of
focusing the eyes on fixed points in an environment while moving. During this process a
person chooses a fixed point and keeps this point in focus for a while using smooth eye
movements. As the point moves towards the peripheral vision a new fixation point is
chosen and the eyes move rapidly towards this new point. This reflex is also observed for
cyclists by Vansteenkiste et al. [Van+13]. In our approach this focus point is called an
attraction point (denoted as ;). The attraction point is used as a target position within
the planning window. Algorithm 3.1 provides an overview of the method’s structure and
an overview of the replanning step is provided in Algorithm 3.2.

Algorithm 3.1: Method overview. Within each new planning window a local
path is planned and followed, until the goal is reached.

Input: Start and goal configuration gster¢ and ggear, an Indicative Route A, a
replanning threshold d, and a set C,¢. describing the navigable space.
Output: Traversed bicycle path Q

lgst < Qstart > gt 1S the last known attraction point.
Q<+ 2 > ( is the bicycle path.
4i < Qstart > ¢; is the bicycle’s configuration in each iteration.

while distance(q;, qgoa1) > € do
a; + computeAttractionPoint(g;, A)
if distance(a;, ayuse) > d then > d controls the planning window.
checkAttractionPoint()
if replanLocalPath() = SUCCESS then
Qgst < O
gi < followLocalPath()
Q.add(g;)

To follow the global path we use the MIRAN method [JCG13]. This method computes an
attraction point «; on the Indicative Route. Then the local planner plans a path towards
a;. The MIRAN method allows specifying a look-ahead distance o which controls the
size of the aforementioned replanning window. The attraction point is chosen such that
it is within a direct line of sight which has a desired clearance cl,,;, towards obstacles, as
shown in Figure 4. Furthermore, the attraction point is at a largest possible distance not
exceeding o (in meters) of the bicycle’s current position. The lookahead distance o is
dependent on both the bicycle’s speed s and the bicycle lane width. A possible model
for this relationship between these factors is described by Vansteenkiste et al. [Van+13].
Since their model is tested only indoors on very narrow lanes, ranging from 0.1 m to 0.4
m, we will not use their model. Instead, we set lookahead distance o to 15 m, based on
the path length in their setup [Van+13].
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Algorithm 3.2: The replanning method computes a set of Dubins’ paths, and
selects the shortest collision-free path.

Input: Intermediate start and goal configurations g; and ¢o, speed s, and a set
C'tree describing the navigable space.

Output: Local target path Pioeq

Function: replanLocalPath()

Qlocal < {} > Qocal 18 the set of potential local paths.
¢ < computeMaxSteeringAngleForSpeed(s) > ¢ is the bicycle’s steering angle.
p < computeTurningRadius(¢) > p is the bicycle’s turn radius.

Qlocal < computeDubinsPaths(q1, g2, p)

if Qlocal 7& {} then
sortPathsByLength(Qjocar)

for q € Qlocal do
if pathlsCollisionFree(q;, Cree) then
Procal < q
return SUCCESS
return COLLISION
return NO_PATHS_FOUND

forward \

Figure 4: The local planner derives the target orientation from the direction of the In-

dicative Route at the position of attraction point «;.
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3.3.1 Computing local paths

Once the target position «; is determined we can plan a curved path towards it. First
however, we must define the target orientation 6, i.e. the orientation in which the
cyclist should arrive at point «;. To determine the target orientation 6/, we compute the
direction of the Indicative Route at the position of the attraction point «;, as depicted in
Figure 4. The Indicative Route computed by the MIRAN method [JCG13] is given as a
discrete set of connected points. Therefore the target orientation cannot be computed in
a continuous manner. The attraction point «; is located either on an edge between two
nodes of the Indicative Route or exactly at a node. Therefore the target orientation 6,
can be derived from the direction from the attraction point «; towards the next node.

Since we now have an initial configuration ¢; = {z;,y;,0;} and target configuration
g2 = {a,, Qi s 0,2}, we can compute a path connecting these two configurations. We use
Dubins’ method [Dub57] to compute such a path since it can find the shortest path that
takes into account the non-holonomic constraints of the cyclist, and takes into account
that the cyclist can only move forward. Most other methods are tailored towards cars
or autonomous robots and therefore assume a vehicle that can move both forwards and
backwards. Dubins’ method [Dub57] returns a path in constant time.
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Figure 5: A model of the relationship Figure 6: A model of the relationship be-

between speed and mazrimum tween speed and turning radius
steering angle. for a bicycle with a wheelbase
‘L’ of 1.0 m.

To define the non-holonomic constraints the Dubins’ method uses a configuration param-
eter p, which denotes the turn radius of the bicycle. The turn radius is derived from the
steering angle, as described in Subsection 3.2. Cain and Perkins have investigated the
relation between bicycle speed and steering angles and have experimentally confirmed
their derivations an instrumented bicycle [CP10]. They provide an inversely proportional
model of the relation between speed and steering, which we can use to determine the
maximum steering angle ¢ for a given speed s, as displayed in Figure 5. The model
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computes the maximum steering angle ¢4, (in radians) using equation

¢max = % (4)

S
where speed s (in meters/second) is limited to the domain [1,10]. Combined with the
equation for computing the turn radius by Laumond, Sekhavat, and Lamiraux [LSLIS],
the equation for computing the turning radius for a bicycle’s given its speed is

L (5)

tanuj;

p:

A plot for a bicycle with a wheelbase of L = 1.0 m is given in Figure 6.

qi forward .~
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Figure 7: A Dubins curve consists of at most three segments that have a constant curva-
ture.

After the turn radius is determined, we can compute a Dubins curve between the two
configurations ¢; and go. This results in a path consisting of at most three segments,
which are either straight or circular of radius p (turning left of right). An example of a
Dubins’ path from configuration ¢; = (g;, ;) to configuration g = (a;, ;) is shown in
Figure 7 consisting of a left turn, followed by a straight section, followed by a right turn
ending at the attraction point.
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(a) LSL (b) RSR

(c) LSR (d) RSL

(e) LRL (f) RLR

Figure 8: All possible Dubins curves for a path between two configurations q; and o;. Fach solution consists of three
segments consisting of: Left turns (L), Right turns (R), or Straight segments (S). The unused segments
of the turning circles are dashed. The shortest solution is marked in green.
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Figure 9: An example of a potential RSL solution (marked in blue). The segments
violating the minimum clearance, denoted as clyin are marked in red. The path
is rejected because it is not collision-free.

The Dubins algorithm [Dub57] provides all possible combinations of three-segmented
paths that lead to the target configuration, and selects the shortest one as the best
solution. An example of a set of solutions is visualized in Figure 8. Since the Dubins
method does not take into account obstacles, we must check each solution for collisions. If
no collision-free solutions are available, such as in the example displayed in Figure 9, the
path computed previously is followed and a braking force is applied to the bicycle to slow
it down. This allows the bicycle to take sharper turns in the next replanning iteration.
Once the bicycle has slowed down and has continued its planned curve around the corner,
the attraction point a; moves further along the Indicative Route, and a solution is found.
This results in a path such as shown in Figure 10. Whenever a new solution is found
during a replanning step while the bicycle is moving slower than its preferred speed, an
acceleration force is applied until the preferred speed is reached.

3.3.2 Changing the goal orientation

When the goal position ggoq is almost reached, i.e. when it is in a direct line of sight from
the bicycle’s position, a situation might occur in which the exact orientation 6 at the goal
position ggoq becomes unfeasible. This can occur if the bicycle has deviated from the
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Figure 10: The bicycle plans a path towards the Indicative Route when the attraction
point o; has moved around the corner.

Indicative Route or the goal has been blocked temporarily. In these situations the bicycle
is approaching the goal position from a different angle than expected, and computing
the target orientation 6 using the direction of the segment of the Indicative Route, as
described in Section 3.3.1, will force the bicycle to take an unrealistic detour in order to
reach that specific orientation. When the target orientation 6 becomes unfeasible we
want to compute the shortest path that leads to the goal position. We will accept any
orientation deriving from this new path. Since the cyclist can make either a left turn or a
right turn, we will compute the shortest path for both of them. This results in two paths,
each resulting in a different target orientation #;. One of these paths is the shortest path
and will be traversed until the goal position is reached.

The new paths and the orientations resulting from them are computed as follows. A
circle with radius p is placed on both sides of the bicycle, tangential to the bicycle’s
forward vector. The centers are marked ¢; and ¢z, as depicted in Figure 11. Next the
tangent lines from goal position ggeq to circles positioned at ¢; and ¢z are computed using
the Pythagorean theorem and Thales’ theorem. This results in tangent points ¢; and ¢}
for each circle ¢; perpendicular to the radius, {t;,t;} = ggoar L ci. We will assume that
the goal position lies outside circles ¢; and cg, otherwise the tangents cannot be computed.

We can compute angles a and § for both circles using the equations
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Figure 11: New bicycle goal orientations are computed using the circle tangents. The
shortest path from point q; to point qgoq in this example is achieved using a
left turn (marked in green). Should this path collide with an obstacle, the path
using a right turn (marked in blue) is a viable alternative.

o = arcsin

|ngal - ti| (6)
B; = arccos goaly, — G
' |QQoal - Ci|

where «; is the angle between line segments ggqit; and ggoqi¢; and, as depicted in Figure 12.
B; represents the angle between the line segment from the goal position gg.q to circle
center ¢; and the z-axis, and are computed by taking the arccos value of the normalized
dot product of line segment ggoq¢; and the z-axis.

Finally, we can compute the target orientation angles for a left and right turn using
equation

01 =B —o
O = —B2 + ao,

(7)

where 607 is the target orientation angle for a left turn, and 6 the angle for a right
turn. We are using only two of the four tangent lines since two of them are pointing
in a direction away from the goal, one for each circle. From the perspective of the goal
position ggoq We are using the tangent line on the left of the circle at origin ¢, and on
the right of the circle at origin cs.
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Figure 12: The target orientation angle 0; for both circles can be derived from angles o
and B;, which can be found using basic trigonometry.

We can also find the orientation angles of both unused tangents from c¢; and ¢y us-
ing

9’1 =—f1+ o

6/2 = _52 — g,

(8)

where 6] is the orientation angle for the unused tangent point ¢} on circle with origin
c¢1 and 6} the orientation angle for tangent point ¢, on circle with origin co. If a cyclist
would be able to drive both forwards and backwards, we could achieve one of these
orientations by traversing along the circle towards a tangent point and then moving
backwards towards the goal position ggoq;-

The resulting paths can be described as Dubins’ CSC paths (Curve, Straight, Curve)
in which the last C' segment has a length = 0. Since this method produces two paths,
we must compute the length of each path and select the shortest one as a potential
candidate solution. If the path is collision-free the bicycle will store the path and will
start following it. If the shortest path is not collision-free we can repeat checking for
collisions for the second path, and use it when the path is collision-free. If neither of the
paths are collision-free a braking force is applied to the bicycle and the bicycle will slow
down, thus allowing for a wider search space. This step of the method is identical to the
normal replanning method, as described in Section 3.3.1.
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3.4 Planning around corners

When the bicycle is approaching a corner, the bicycle is also approaching the attraction
point ;. Since the position of the attraction point is based on the line-of-sight, the
attraction point is always close to a corner, and will move away when the cyclist can
see past an obstacle’s corner. As a result, when a new attraction point is computed,
its position might be close to the bicycle’s position. In this case, the attraction point
might be inside either of the turning-circles. An example of such a situation is shown
in Figure 13, where the attraction point a; lies within the right turning circle. In such
cases, the attraction point can not be reached using a CSC-Dubins’ path, but only via
an unrealistic detour using a CCC-path, such as shown in Figure 8e. We do not want
the bicycle to take unnatural detours.

There are two possible solutions for solving this problem. The first one is to slow
down the bicycle such that the turning radius decreases until the attraction point «; no
longer lies inside the turning circle. This solution however is unfavorable since (a) it
forces the bicycle to slow down excessively by braking, whereas cyclists tend to minimize
braking in corners, and (b) because cyclists do not adhere to the usual side-preferences
whilst taking corners (as explained in Subsection 3.1). Instead they try to optimize their
speed by increasing the radius of the turn [AKLO05].

To enable differences in side-preference in corners and to optimize for speed, we opt for a
different solution: to determine an alternative, local attraction point o; which can be
reached using a CSC path. This will enable the bicycle to maintain higher speeds when
approaching corners, and mimics the behavior of cyclists that have knowledge of the
geometry of the environment around the corner. The local attraction point, denoted as «y,
lies around the corner of an obstacle, and can be computed using the following steps, as
is visualized in Figure 13. First, a circle denoted as C with radius p is placed tangential
to the bicycle’s position. The circle’s center is projected on the Indicative Route. It is
projected onto the same segment of the Indicative Route as which the attraction point
is located. A new helper circle, denoted as Chepper With radius p is placed along the
Indicative Route, tangential to the projected center of C. Next, the intersection points
between circles C1 and Chejper are computed, after which the distance between these
intersection points, denoted as <, is found. Finally, a new turning circle, denoted as Co,
is placed with further along the Indicative Route, with a distance v between its center
and the center of Chepper. The local attraction point «; is at the tangent of circle Co and
the Indicative Route. The resulting path, formed by circles C; and Cs, is a CSC' Dubins
path, with a straight segment of zero length. An example of such a path (marked in
green) is shown in Figure 13 along with helper circle Chepper (marked in blue), and the
distance between the intersection points of C1 and Chepper, denoted as . An algorithmic
overview of the solution is given in Algorithm 3.3.

The combined steps as described in Subsection 3.3.1 and its subsections form the basis of
our path following method. So far, the method is able to follow a given path as closely as
possible whilst avoiding static obstacles, thus providing an adequate solution for Research
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Figure 13: When the attraction point oy is only reachable via a detour, a local attraction
point oy further along the Indicative Route is computed.

Algorithm 3.3: The lookaround method computes a new local attraction point,
which allows the bicycle to optimize speed, and enables it to slightly deviate from
the Indicative Route without taking an unrealistic detour.

Input: Current configuration ¢; and 6;, an Indicative Route A, and turning
radius p.

Output: Local attraction point a7, and a CSC Dubins path.

Cy « g; + createTurningCircle(6;, p)

C), < projectOnto(A, C1)

Cheiper < createTurningCircleTangentialTo(A, Cy, 6;, p)

i1,12 < computeCircleIntersections(C1, Cheiper)

v = |i1 — ’i2|

Cy < moveCircleAlonglIndicativeRouteByDistance(Cheiper, A, )

oy < computeTangentPoint(Ca,A)

CSC + computePathFromTurningCircles(C1,C5)
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question 1 and Research question 2a, as described in Subsection 1.1. For experimentation
and comparison purposes we have also implemented alternative path following methods,
which we will discuss in Section 4.2. However, we are still left with the problem of dealing
with dynamic obstacles, as described in Research question 2b and Subsection 2.1. In the
next section we will discuss how we can incorporate collision avoidance with dynamic
obstacles into our model.

3.5 Collision avoidance

Dynamic obstacles, such as other cyclist, cars, and pedestrians are frequently encountered
by cyclists in everyday traffic situations. We want our method to support collision
avoidance between multiple cyclists as well as between cyclists and other types of road
users. Methods such as ORCA [Ber+11] by Van den Berg et al. solve this problem for
collision avoidance between pedestrians. ORCA has also been applied to non-holonomic
robots [AM+13], and therefore we think that ORCA is a good candidate for collision
avoidance between both cyclists and other types of road users. Alonso-Mora et al. present
their method ORCA-NH [AM+13], which supports non-holomonic constraint for robots
with a differential drive. Bicycles however cannot rotate in-place. We adapt the ORCA
algorithm in such a way that its results can be used by non-holonomic vehicles such as
bicycles. Using an existing algorithm, such as ORCA, also shows additional benefits. We
want our method to support collision avoidance between both cyclists and pedestrians.
Therefore we use this existing method to inherit the collision avoidance behavior for
pedestrians. ORCA computes a velocity obstacle for each character and chooses a new
velocity vector V3¢ for each of them such that collision-free movement is guaranteed
“for at least a fized amount of time into the future” [Ber+11].

However, ORCA is not tailored to non-holonomic motion but to holonomic motion.
Therefore we cannot directly use the velocity vector V. We must satisfy the non-
holonomic constraints of the bicycle as well as the relationship between speed s and
steering angle ¢qe, as given by Equation 4. To achieve this, first we compute the angle
between bicycle forward vector and velocity vector V. The bicycle’s steering angle
¢ is set to this angle as long as it does not exceed Ppqz- If ¢ is greater than ¢, the
bicycle’s steering angle is set to ¢q. To account for required changes in speed, the
length of vector V¢* is compared to the current speed s. If the difference is positive
the cyclist must accelerate, and the desired acceleration force is applied to the pedals.
Otherwise the cyclist must brake, and a braking force is applied. The speed resulting
from the ORCA-solution is not dependent on the cyclist’s preferred speed. This property
is inherent to the ORCA method [Ber+11] and allows multiple cyclists to form a flow.
An example of a solution for two bicycles moving in opposite directions is shown in
Figure 14.
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Figure 14: Two cyclist have successfully avoided a collision. The color of the traversed curve indicates the time.
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Figure 15: Four cyclist have successfully changed positions and avoided collisions.
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Figure 16: Two cyclist have successfully changed positions and avoided collisions with two pedestrians crossing
their path.
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Figure 17: Four cyclist start in a different orientation, and have successfully changed positions and avoided collisions.
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If there are no other cyclists or pedestrians within close proximity of the current bicycle,
we do not have to consider collision avoidance. In this case the velocity vector V¢
computed by ORCA becomes a null vector and we can ignore it. This approach enables an
easy integration of ORCA into our method while honoring the non-holonomic constraints,
but also allows other methods to be used when desired.

4 Implementation

As explained in Subsection 3.1, our method operates on a given global path. Therefore
we will now briefly explain the method chosen for computing global paths. We want
the implementation of our method to support the side-preferences typical to cyclists,
as described in Subsection 3.1. As mentioned in Subsection 3.1 and Subsection 3.3 we
have selected the MIRAN method [JCG13] for creating the global paths, on which our
method will operate. Since an implementation of the MIRAN method is provided for in
the Crowd simulation framework of Utrecht University [GT13], we have implementated
our methods using this framework. Another positive aspect of using this framework is its
implementation of the ECM navigation mesh [TCIG11]. The ECM Explicit Corridor
Map enables us to check whether the paths created by our method are collision-free. The
ECM navigation mesh can check whether a line-segment is collision-free in linear time
in the number of obstacle vertices. Our method is based on Dubins curves [Dub57], as
explained in Subsection 3.3.1. Walker [Wal08] provides an efficient implementation for
computing the complete set of Dubins Curves. The code was published in conjunction
with Walker’s Phd thesis [Walll]. The complete set of all 6 Dubins paths is computed in
constant time.

4.1 Replanning criteria

In Section 3 we have explained how our method follows a given global path, known as the
Indicative Route, using two repeating steps. These steps are replan and follow, as shown
in Section 3. In the replan step, a local path is planned towards an attraction point
«;. In the follow step, the local path is followed by the bicycle using Dubins’ car model
[Dub57] [LaV06, p. 595-599] for dealing with the bicycle’s non-holonomic constraints.
The non-holonomic model and the Dubins curves are defined in continuous form, and
must be integrated. For feasibility of implementation, we discretize the non-holonomic
model by choosing a At value such that Equation 2 can be easily computed. We have set
At = 3—10 s, such that real-time simulations can be run smoothly at 30 frames/second. The
value of 30 is also chosen because of the framerate of video footage which we have used to
validate our model, which we will explain in Subsection 5.1. The replan step, as shown in
Algorithm 3.2, discretizes the local path using the same At value. The replan step itself
however, could in theory be executed during every time step. However, the local path
does not change much after a single time step since the bicycle will not have moved a
lot. Therefore we will not perform replanning in each time step, but only in some cases,
which we will now explain. The main reason for replanning is when the distance to the
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attraction point «; increases. Aside from this main reason there are several special cases
for which the replanning step is invoked, which are listed below.

4.1.1 Initial local planning

When no local path has been computed previously the replan method is invoked. This
occurs when the bicycle is initially created and receives a global path.

4.1.2 Local planning window

Since the method uses as planning window, as described in Subsection 3.3, we must
replan when the window moves. The window is defined by the attraction point «;, as
explained in the section’s introduction. To simulate the Optokinetic Nystagmus and to
avoid constant replanning, the replan step is only invoked when the attraction point «;
has moved. We set the distance threshold d < 0.5 m for the maximum distance between
«; and the end point of the existing local path.

4.1.3 Local path is old

When the local planner does not find a collision-free path towards the new attraction
point «;, a flag is set. The flag indicates that the local path computed previously is
old, and that a new solution must be found as soon as possible. When the flag is set, a
braking force is applied, thus slowing the bicycle down, as described in Subsection 3.3.1.
Additionally, the replan step will be invoked during each successive iteration until a new
solution is found.

4.1.4 Goal position is found

When the goal position becomes visible from the bicycle’s position, three re-planning
criteria apply, which are listed below.

(a) Local path does not reach goal position
When the attraction point a; reaches the goal position, the distance d from the
goal position to the end point of the existing local path might be less than 0.5
m. As explained in Subsection 4.1.2, re-planning is performed when d > 0.5 m.
However, since the local path does not lead to the goal position a new replan step
is performed.

(b) Goal position is blocked
When the bicycle is approaching the goal position, the goal position itself might be
(temporarily) occupied by obstacles such as other cyclists or pedestrians. The goal
position is blocked if a circle with radius r identical to the radius of the bicycle
at the goal position contains other characters. In this case a timeout is activated,
after which the bicycle slowly stops. Additionally, the replan step will be invoked
during each successive iteration.
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(c) Goal position has cleared
When the goal position was blocked previously by other cyclists or characters,
which have left the goal position, the above timeout is cleared. Additionally a new
local path towards the goal position is planned.

4.2 Alternatives for local planning

So far, we have developed a fairly non-trivial model to solve the problem of following a
given path. Our model is guaranteed to satisfy the non-holonomic constraints and to
avoid collisions with obstacles. However, we will compare it against other methods to
determine how well it stands out. We have selected two alternative methods that can
both deal with non-holonomic constraints, or can be easily modified to do so.

4.2.1 Pure Pursuit

The first method selected is Pure Pursuit [Wal+85] [Cou92]. We have selected this very
simple method in order to check whether our method is not overly complex, and whether
our results could also be achieved in much simpler ways. The Pure Pursuit method is
a following algorithm that follows a moving point using an agent. In the holonomic
version of this method, the orientation of the agent is always kept into the direction of
the point. In our version, instead of instantaneously adjusting the bicycle’s orientation,
we can only control the orientation by steering. Therefore, we control the steering angle
such that it steers towards the moving point, which is in our case the attraction point ;.
This is achieved by computing the angle between the bicycle’s forward direction and the
direction towards the attraction point. The bicycle’s steering angle ¢ is set to this angle.
Since not all steering angles are considered realistic for normal driving, the maximum
steering angle is limited. The maximum angle is affected by the bicycle’s speed, according
to the model by Cain and Perkins [CP10], as shown in Figure 5.

4.2.2 RRT

We have chosen Pure Pursuit as an alternative method to verify if the path following
problem can also be solved by a simple algorithm. However, Pure Pursuit might not
be able to solve complex situations, in which case we cannot perform a fair comparison.
Therefore, we have also selected the RRT (rapidly exploring random tree) method
[KLO0O0], whose principle is well known for its ability to solve complex planning problems
[Kav+96] [LKO01] [FDF02] [LaV06] [Kuw+08] [SWT09] [Per+12] [PA14]. RRTs and PRMs
(probabilistic roadmaps) [Kav+96] can be constructed using various sampling heuristics,
such as Medial axis based sampling [HK00] and Reachability-Guided sampling [SWT09].
Likewise, we have also chosen for a biased sampling heuristic. For each sampling iteration
the steering angle ¢ and a time duration At are sampled. The time duration is sampled in
the domain [1, 5], such that the bicycle has enough time to reach the target configuration
within its planning window. The steering angle is sampled in a dynamic range, which
depends on the distance between the bicycle’s current position and the attraction point
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Distance to Steering angle ¢
attraction point «; | Angle towards «; | sampling domain
>25m [—1,1]° [—1,1]°
> 20 m [—2,2]° [—2,2]°
> 15 m [—3,3]° [-3,3]°
> 10 m [—4, 4]° [—4, 4]°
>7m [—7,7]° [—7,7]°
>4 m [—11,11]° [—11,11]°
<4m [—00, 00]° [—20,20]°

Table 2: The RRT implementation uses a dynamic sampling range for the bicycle’s
steering angle, based on the attraction point ;.

a;, as well as the angle between the bicycle’s orientation and the direction towards the
attraction point a;. The range of steering angles is shown in Table 2. After a steering
angle ¢ has been sampled the corresponding maximum speed is computed according to
Cain and Perkins’s model [CP10], as shown in Figure 5. This biased sampling strategy
ensures that when the attraction point «; is far away from the bicycle, the maximum
steering angle is limited, thus avoiding unnecessary detours and enabling higher speeds.
When the bicycle is approaching the attraction point «;, e.g. when approaching a corner,
the larger sampling range allows the RRT method to reach a wider set of configurations.

4.3 Multiple cyclists and other road users

Collision avoidance between cyclists is implemented using the ORCA method, as de-
scribed in Subsection 3.5. The ORCA method approximates each character using disks.
Karamouzas et al. [KGOO09] define the radius of a walking character at » = 0.25 m.
We use the same value for the size of the character riding on the bicycle, but add an
additional radius of r, = 0.6 to account for the size of the bicycle itself. This results
in a disc with a diameter of 1.7 m. This is based on the wheelbase of L. = 1m and a
radius of r; = 0.35 m for both wheels [AKLO5], as described in Subsection 1.3. The
ORCA method itself takes the velocity of the discs in relation to their radius into account.
Since the ORCA method supports collision avoidance between discs of different sizes,
this combination enables cyclists and pedestrians to avoid each other. A disadvantage
of this approach is however that traffic regulations are not incorporated. Therefore a
cyclist might for example overtake another cyclist either on the left or the right side.
This depends on the surrounding geometry, e.g. when there is more room on the right
side of the cyclist being overtaken. Additionally, bicycles approaching each other from
opposing directions might not always keep right, but cross each other on the wrong side
of the road instead.
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5 Validation

To validate the results of our algorithm, we want to compare the results of our algorithm
to data of real cyclists, and check whether they are statistically significantly different.
To perform such a comparison we have captured data of cyclists from video footage. We
have captured data of several basic scenarios, such as: taking a right turn, taking a left
turn, or following a straight section.

5.1 Data collection

We have extracted bicycle trajectories from video footage shot at two locations on the
campus of Utrecht University. Each bicycle’s trajectory is extracted by manually tracking
the position of the bicycle’s rear wheel over multiple frames. The point at which the rear
wheel contacts the ground is converted to a 3D point on the ground plane using 2D to 3D
reconstruction also known as back projection (referred to as “back projection”). Each 3D
point is stored along with a time stamp of the current frame, which enables us to compute
the time it took the cyclist to traverse its trajectory and thus its average speed. For back
projection to work, the cameras must be calibrated, i.e. the location and orientation of
each camera with respect to the ground must be computed, as well as the camera lens
properties such as focal point and distortion. Performing the camera calibration is done
by taking measurements of identifiable road segments within the visible camera frustum.
An identifiable segment means that the segment can be accurately identified both in
the video footage as well as in the real world, e.g. using lamp posts, road markings, or
paving stones. An overview of the segments used for the camera calibration is show in
Figure 19. The camera calibration is performed using the QtCalib program [Z1.12], which
computes the camera intrinsics and extrinsics based on the road segments as shown in
Figure 19 and specifying the dimensions of each segment. The calibration is performed
using Tsai’s algorithm [Tsa87]. The bicycle trajectories are extracted using CVTracker,
a program created in an earlier work [RG14], which uses OpenCV [BKO08] to perform
the back projection using the camera configuration computed earlier. An overview of
the characteristics of each filming location is shown in Table 3. From each environment
30 trajectories were extracted. Table 4 lists the types of trajectories extracted from
each filming location. Using this method of back projection for extracting data from the
video footage also enables us to model the road and terrain layout as well as obstacles.
Since the same camera configuration is used for creating these models and extracting the
bicycle trajectories, they are both in the same coordinate frame. This allows us to run
our method on exactly the same environment as from which the data are captured.

Location Top Bottom Left Right
BBG 61.83m | 26.90 m | 69.56 m | 62.43 m
LANG 184.09 m | 23.21 m | 90.31 m | 188.86 m

Table 3: An overview of the dimensions of the visible area for each video footage location
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Location | Left turn | Right turn | Straight on | Total
BBG 3 21 6 30
LANG 13 7 10 30
Total 16 28 16 60

Table 4: An overview of the trajectories in the data set. The type of turn indicates how
many cyclists took such a turn in each environment. Cyclist that only took the
main road are indicated as ‘Straight on’, whereas cyclists taking a left or right
turn following the branch are marked as ‘Left turn’ or ‘Right turn’ accordingly.
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(a) Location: BBG

(b) Location: LANG

Figure 18: An overview of the camera view frustums and terrain types for each locations, as seen from above. The
frustums are marked in black, grass is marked in green, bicycle lanes in pink, sidewalks in light gray,
main roads in dark gray, and dirt tracks in brown. The view frustum is cut off at the dashed line.
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(b) Ground segment for environment LANG (14.80x5.00m,).

Figure 19: An overview of the identifiable segments on the ground plane as used for camera calibration. The
segments are identified by marking 4 points forming a rectangle on the ground plane. The 4 points for
each segment and the x-axis are marked in red. The y axis is marked in green.




(a) Snapshot for environment BBG.

(b) Snapshot for environment LANG.

Figure 20: An overview of snapshots from the video footage for both filming locations.




5.2 Trajectory data precision

Extracting the bicycle trajectories from the video footage was done using the method
detailed in Subsection 5.1. Since this comprises the task of manually tracking the bicycle’s
rear wheel over several video frames, it is prone to human error. As a result, the extracted
data might contain inaccurate samples. Therefore we will now elaborate on the precision
of the data extracted.

The inaccuracies in our data can have several causes. First, the camera calibration
affects the precision of the back projection process. If the camera is calibrated incorrectly,
back projection of 2D pixels from a video frame results in 3D points being shifted or
warped. The camera calibration will be inaccurate e.g. when the road segment, as put into
the QtCalib tool [ZL12] is not rectangular. Additionally, if the dimensions for the road
segment are put in incorrectly, the scale of the 3D points will be warped. To counteract
the effects of incorrect camera calibration, we have measured an as large as possible
road segment within each camera’s view frustum and made sure to use rectangular road
segments. Video footage from a third filming location was discarded since there was no
suitable rectangular road segment visible within the camera’s view frustum to perform
the camera calibration.

The second cause for inaccuracies lies in the precision of the user input during pro-
cess of tracking a bicycle’s rear wheel position on the ground. Since the video footage
has a limited resolution, the position of the rear wheel can only be identified in pixel
units. However, the position identified can be off by a few pixels because the user has to
manually determine the center of the contact point of the wheel and mark the contact
point on the ground, and might accidentally mark a pixel that is not exactly in the center
of the contact point. As a result, each sampled point can have a drift of several pixels.
This drift also translates to a drift of the 3D world coordinates, and depends on the
position in the video frame. The video contains more pixels for objects near the camera,
and fewer pixels for objects far from the camera. Therefore, Table 5 shows an overview
of the dimensions per pixel with respect to the 2D position in the video frame for each
video location.

For example, we can observe in Table 5b that the top right corner of the video footage
from the LANG environment has a dimension per pixel of 1.53 m, which is more than
an order of magnitude greater than the dimension per pixel at the other positions in
the video. These differences are caused by the difference in projection and tilt angle of
the camera, which is tilted almost horizontally for the LANG environment. However,
the view in the top right corner is obstructed by a building, and thus there is no data
from this section of the video. To minimize the effects of inaccuracies in the sampled
rear wheel positions, we take a large amount of samples, at least one sample in every
three frames. Additionally, we stop taking samples once a bicycle moves far away from
the camera, e.g. towards the top right position in the LANG environment. Since our
method is focused on taking corners, each camera’s view frustum is also oriented towards
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Position in video | mpp X | mpp Y
Top left 0.03m | 0.15m
Top right 0.03m | 0.13m
Bottom left 0.0lm | 0.03m
Bottom right 0.0lm | 0.03m
Road intersection 0.03m | 0.10m

(a) Location: BBG

Position in video | mpp X | mpp Y
Top left 0.0bm | 0.42m
Top right 0.19 m 1.53 m
Bottom left 0.0lm | 0.02m
Bottom right 0.0lm | 0.02m
Road intersection 0.02m | 0.06 m

(b) Location: LANG

Table 5: An overview of the dimensions per pizel (in meters) for each video footage
location.

the corner or intersection at each filming location. As Table 5 shows, the precision of
the video footage at the position of these corners, when assuming a maximum drift of 5
pixels, is well within 0.5 m and far more precise than the precision of 2.5 m obtained
using GPS sensors, as explained in Subsection 2.6. Given the scale for which our method
is intended, as explained in Section 3, these data have enough accuracy to validate the
bicycle routes simulated by our method and perform statistical analysis.

5.3 Analysis

To analyze the results of our method we want to compare it to the data extracted from
the video footage, as described in Subsection 5.1. Therefore, we take the trajectories
from the extracted data, and let our method simulate the same trajectory. This is done
by taking the first and last sample of each trajectory and set them as start position
start and goal position ggeq. Furthermore, the average speed is computed for the data
trajectory, and set as the preferred speed for our method’s bicycle. Additionally, the
initial speed and orientation of the method’s bicycle are set to the speed and orientation
in which the bicycle in the video footage enters the video frame, i.e. the speed computed
and orientation from the first two samples in the trajectory data. Since there are 60
trajectories in the data set, this results in an additional 60 trajectories, computed by our
method, which we can now compare to the corresponding trajectories in the video footage.

We now have 60 pairs of trajectories, in which each trajectory is approximated as

a set of points on the trajectory curve. Each point is sampled using a timestep, as
described in Subsection 4.1. For simplicity, we have used a At sampling interval of
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At = % for implementing an approximation of our method, resulting in 30 sampled
points per second. Since the trajectories from the video footage have fewer points, as
explained in Subsection 5.2, we project the point sampled during each timestep onto
the trajectory from the video footage. This results in a pair of sets of points, one from
our method, and one sampled from the trajectory from video footage. Comparing these
pairs reduces to the general problem of Shape matching, for which several approaches
exist [VHO1] [VelO1]. Shapes and patterns can be compared using many dissimilarity
measures [VHO1] [DD09]. Veltkamp presents a set of dissimilarity measures suitable
for comparing curves, each focused on different characteristics of curves. Van Kreveld
[Krel5] recommends a selection of these dissimilarity measures suitable to our problem.

Ideally, the two trajectories are located close to each other. Therefore, our first set
of dissimilarity measures focuses on geometric distances between the two trajectories. We
start using Fréchet’s distance measure [AG95], which represents the maximum Ly distance
between matching points on both curves. Usually the Hausdorff distance is used for finding
the maximum distance, however it does not consider the temporal aspect of the curves, i.e.
each point on a curve has a time stamp associated and thus corresponds to a point on the
other curve. Next, we use Minkowski’s Lo-distance [XWO08] to find the sum of distances
between the two sets of points. This provides us with an e approximation of the area be-
tween the two curves. However, since not all curves in our data set are of equal length, the
Minkowski distance increases along with the length of the curve, and thus favors curves of
shorter length. Therefore we also use the normalized Minkowski distance [MGLO08|, which
normalizes the Minkowski distance over the number of points. Next, we want to compare
differences other than geometric distance. For example, if two cyclists follow a straight
line, one might exactly follow the line whereas the other might meander on the line. The
geometric distance between both curves will be small, however the second cyclist makes
more turns and traverses a longer trajectory. Therefore we also use a Turning fuction
distance [Vel0l] which measures the difference in total rotation between both curves.
Finally, we also compare the length of both curves. Ideally, we would want to compare
the speed of the bicycles and the traversal time of the trajectories. However, the method’s
preferred speed is derived from the average speed of the data, whereas the actual cyclist
might have a different preferred speed. No model for a cyclist’s preferred speed was found.

Now that the dissimilarity measures have been computed, we can use the resulting
values. According to Veltkamp and Hagedoorn [VHO1], this is considered a decision
problem in which we must decide whether the dissimilarities are smaller than a given
threshold. Unfortunately there are no known threshold values for comparing curves of
cyclists. Therefore, we will compare our method against the alternative methods Pure
Pursuit and RRT (as described in Subsection 4.2). For each alternative method we
simulate the trajectories from the data set, and compute the same dissimilarity measures
as mentioned before. This results in three sets of dissimilarity measures, one for our
method (referred to as Dubins for identification purposes), one for the alternative method
Pure Pursuit (referred to as Pure Pursuit), and a set for the alternative method RRT
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(referred to as RRT). Next we can perform a statistical analysis comparing these three
sets.

5.3.1 Testing reliability

Since we are trying to decide on a single problem, whether the curves are (dis)similar
or not, ideally we should incorporate all the dissimilarity measures used for each pair
of curves into a single abstract construct, as is commonly done in statistics. This can
be done by normalizing all the dissimilarities and taking a sum. However, this can only
be done if all the dissimilarities have sufficient internal consistency, i.e. they correlate
with each other, and actually measure the same construct. This is tested by computing
Cronbach’s a [Cro51]. The internal consistency of the dissimilarity measures for all
methods is low (Cronbach’s « = —.005 for Dubins; o = .095 for Pursuit; o = .052 for
RRT; N =5). A commonly accepted threshold for Cronbach’s alpha is a > .7 [NBB67]
for the data to be considered consistent and reliable. Since our alpha values are below
this threshold we must consider our data inconsistent and, therefore, cannot combine
them into a single abstract construct. The « values can be improved for all sets by
removing some distance measures from the set (Cronbach’s a = .941 for Dubins; o = .925
for Pursuit; o = .912 for RRT; N = 2), however we have to remove all but the Fréchet
distance and the normalized Minkowski distance. We do not consider this to be a feasible
option since it leaves us with a severely diminished set of data. Therefore, the next step
is to test all the dissimilarity measures individually, which we will explain in the next
section.

5.3.2 Differences between methods

We will compare the three different methods using a factorial ANOVA test, with a
repeated-measures design, as described in Discovering statistics using SPSS [Fie09, p.
482-502]. The three methods Dubins, Pursuit, and RRT are considered as “conditions”.
Each “condition” is applied to the each of the trajectories, thus affecting the resulting
dissimilarity measures. Prior to performing the ANOVA test, we will check the sphericity
of each data set. Sphericity entails whether the variances between each group are roughly
equal, and thus whether the samples we took from the video footage, as described in
Subsection 5.1, are likely to represent the behavior of all cyclists. The sphericity is tested
using Mauchly’s Test of Sphericity [Fie09, p. 460]. Mauchly’s test indicated that the
assumption of sphericity had been violated for the main effects of the type of method on
all dissimilarity measures (Fréchet x(2) = 12.24, p < .05; Minkowski x(2) = 9.90, p < .05;
normalized Minkowski x(2) = 12.16, p < .05; DegreesTurned x(2) = 72.78, p < .001;
LengthDifference x(2) = 6.19, p < .05). Ideally, all p values for Mauchly’s test should
be higher than .05 for the data to have sufficient sphericity. In our case this does not
apply and, therefore, it is required to adjust the degrees of freedom in order to avoid
Type I errors. The degrees of freedom were corrected using Greenhouse-Geisser estimates
of sphericity [Fie09, p. 461] (¢ = .83 for Fréchet; ¢ = .85 for Minkowski; ¢ = .83 for
normalized Minkowski; e = .57 for DegreesTurned; and ¢ = .90 for LengthDifference).
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There was a significant main effect for the type of method, p < .001. Additionally,
a significant interaction effect between the type of method and the environment, p < .001,
and an interaction effect between the type of method and the type of turn, p < .001, as
well as a combined interaction effect between both the type of method and the type of
turn, p < .001. This means that

the curves are different for all methods;

each method performs different in each environment;

each method performs different per type of turn;

each method takes different types of turns differently, based on the environment.

We will now discuss the differences between the methods for each individual dissimilarity
measure. The confidence intervals have been adjusted using a Bonferroni correction
[Fie09, p. 373] to account for the fact that multiple tests have been performed simul-
taneously. This is required to avoid Type I errors. Table 7 shows the averages of each
dissimilarity measure for each method. Table 6 shows an overview of the significance of
these differences. Since all differences but the Fréchet distance are significant, it means
that the values in Table 7 have an intuitive meaning. A method performs better than
others if its score for a dissimilarity measure is closer to 0. For example, the Minkowski
distance for the Pure Pursuit method is 23.623, and 26.318 for our method (Dubins),
which means that the total deviation from the bicycle trajectories captured from video
is larger for our method than for Pure Pursuit. Unfortunately, this is the case for most
of the dissimilarity measures, suggesting that our method is not performing well. In all
cases, RRT scores the best, whereas our method performs worst in all but two measures,
i.e. DegreesTurned and LengthDifference. These differences can be observed in Figure 21
also. From the turning function distance DegreesTurned, we can observe that all methods
use less steering on average than real cyclists, resulting in a trajectory with less total
rotation. Likewise, all methods produce shorter trajectories on average than real cyclists.
Combining these observations with the positive values for the Fréchet and both Minkowski
distances, we can conclude that all methods cut corners in comparison to real cyclists.
This indeed should result in shorter trajectory lengths, less total rotation, and deviations
from the captured data.

When we consider the differences for each environment, as shown in Figure 22, they are
not completely consistent with the total averages. In general, the scores for the LANG
environment appear to be lower than for the BBG environment, except for Minkowski-
Normalized and LengthDifference. The difference between these scores is most likely
caused by the geometry of the road in each environment. The LANG environment has
T-style junction with a ~ 90° turn, and the BBG environment a Y-style branch with
a turn of ~ 35°, as shown in Figure 18. Ideally, more data from environments with a
similar style of turn should be captured. This would enable us to check whether the

46



Dissimilarity measure | Result Significance
Fréchet Dubins and Pursuit do not differ significantly p> .05
Dubins is significantly different from RRT p < .001
Minkowski Dubins is significantly different from Pursuit and RRT p <.05
MinkowskiNormalized Dubins is significantly different from Pursuit and RRT p <.05
DegreesTurned Dubins is significantly different from Pursuit and RRT p < .05
LengthDifference Dubins is significantly different from Pursuit and RRT p < .001

Table 6: An overview of the statistical results for each dissimilarity measure.

methods perform consistently in different environments with a similar layout. Similar
effects are revealed when analyzing the differences for each type of turn, as shown in
Figure 23. For going straight, i.e. a trajectory without a turn, each method scores the
best for most dissimilarity measures. Right turns have a slightly worse score in general,
and left turns score the poorest. This is probably because no shortcuts can be taken
during right turns, while during left turns the other side of the road can be used as
well. We did not perform a statistical analysis of the running times of our method. An
overview of the performance of our method, as well as the alternative methods, is shown

in Table 8.
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Dissimilarity measure | Method Mean | Unit
Fréchet Dubins 3.193 m
Pursuit 2.949 m
RRT 2.115 m
Minkowski Dubins 26.318 | em?
Pursuit 23.623 | em?
RRT 16.981 | em?
MinkowskiNormalized Dubins 1.986 | em?/n
Pursuit 1.800 | em?/n
RRT 1.335 | em?/n
DegreesTurned Dubins —98.868 °
Pursuit —105.596 °
RRT —43.463 ©
LengthDifference Dubins —.672 m
Pursuit —.964 m
RRT —.144 m

Table 7: An overview of the estimated means over all trajectories for each dissimilarity
measure. ‘€’ denotes an approximate and ‘n’ is the number of points in a
trajectory, as used for normalization. For example, the value of —98.868, for
‘DegreesTurned’ for the Dubins method, indicates that the trajectories from the
video footage have 98.868° of rotation more on average compared to our method.

Scenario | Simulated time | Dubins | Pursuit | RRT
1 cyclist ~ 30 s 0.73 0.31 0.74
2 cyclists ~bs 0.58 0.57 0.95
4 cyclists ~12.5s 1.14 1.12 5.29

Table 8: An overview of the average running time (in ms) per simulated time step
(At = 3—10) The simulations were run on an Intel Core 2 Duo 2.13GHz, running
Windows 7 64 bit.
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Figure 21: Plots of the average dissimilarity per type of measure.
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Figure 22: Plots of the average dissimilarity for all measures per environment.
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6 Conclusion

We have presented a path following method for bicycles which operates on a given global
path, described as a discrete set of points. The method uses a local planning window,
as described in Subsection 3.3, which moves over the global path as the bicycle moves
along. The local planning window simulates the effect of Nystagmus, i.e. it chooses
temporary focus points, and plans a local path towards such a point. Dubins paths
[Dub57] are used to determine the feasible local path, which is then traversed until a new
focus point appears. The turn-radius for the Dubins paths is derived from the bicycle’s
speed [CP10], which enables the bicycle to take corners whilst minimizing braking. The
path following method supports collision avoidance for dynamic obstacles, such as other
bicycles, by using the ORCA method, as described in Subsection 3.5. To validate our
method, we have created a data set containing bicycle trajectories extracted from video
footage shot at two locations. The trajectories in the data set are re-simulated using
our method and two alternative methods, as described in Subsection 5.3. The resulting
new trajectories are compared to the data set using several dissimilarity measures. A
statistical analysis of the dissimilarity measures reveals that our method is performing
inadequately in comparison to the alternative methods RRT and Pure Pursuit. RRT
scores the best in most of the situations. Given that RRT is an inefficient method, this
result appears as quite surprising. A probable cause for this is that the trajectories
computed by our method are too efficient in comparison to real cyclists. Since RRT
produces very jagged paths by nature, its results are more close to the data set. In
Subsection 2.1 and Section 3 we have argued that the models of bicycle dynamics should
not be used for our method, since they are inappropriately complex [Mei+07]. We think
that by doing so, we have eliminated the natural meandering behavior as used for keeping
the bicycle in balance. Therefore, we think future work should incorporate this effect,
whether by using a dynamics model or using a noise function. Despite the fact that RRT
scored the best in our test, we do not think it is a better method since it hardly runs in
real-time, whereas the Dubins paths in our method can be computed in constant time.

6.1 Future work

In our research questions, as described in Subsection 1.1, we described how a possible
model should be able to simulate realistic everyday traffic scenarios. This includes
collision-avoidance behavior. Since data for collision-avoidance for cyclists is hardly
obtained, we did not perform statistical analysis of this part of our method. Therefore,
we believe that our model still has potential in this area. Veltkamp [VelO1] states that
given the Shape Matching problem, as described in Subsection 5.3, we can find the
transformation that minimizes the dissimilarities between our method and the data set.
In future work, we can try to achieve this by employing optimization techniques such as
evolutionary algorithms or simulated annealing to find optimal values for the look-ahead
distance o, which controls the size of the planning window, and the re-planning distance
d, which controls the Nystagmus effect. Finally, since our method intends to achieve
realistic appearing results, we believe that the realism should not only be determined
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using analytic comparison. Instead, the method should also be subjected to a user
study in order to visually verify its results. In a user study the method can also be
directly compared against the video footage data by scoring all the trajectories. In the
validation of our work we did not multiple cyclists. In future work, the behavior of
cyclists considering collision avoidance should be investigated. Additionally the effects of
traffic regulations and social interactions, such as driving side by side, could be addressed.
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List of Symbols

Unit Value

Description

90°
[—20,20]
[2.75,16.65]
[0,10]

15

[0,360]

The global path known as the Indicative Route
Attraction point location (z,y)

Trail of the bicycle’s front fork

Re-planning distance

Time step used to discretize the non-holonomic model
Wheelbase of the bicycle

The tilt angle of the steering shaft (90° is vertical)
The bicycle’s steering angle

Configuration of the bicycle, consists of x, y, 8, and ¢
Turning radius of the bicycle

The bicycle’s speed

Maximum look-ahead distance

The bicycle’s orientation angle

Coordinates of the bicycle
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