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A B S T R A C T

This master’s thesis, Global field isomorphisms: a class field theoretical approach, was writ-
ten by Harry Smit from October 2015 until June 2016. It is submitted to the Department
of Mathematics at Utrecht University. The research was conducted under supervision
of professor Gunther Cornelissen, and the second reader is professor Frits Beukers.

After an introduction into both local and global class field theory, we investigate two
objects that uniquely determine the isomorphism type of a global field K, following
an unpublished article of Cornelissen, Li, and Marcolli. Firstly, we use the maximal
abelian Galois group to create a topological space XK and subsequently a dynamical
system by defining an action IK

�

XK of the integral ideals IK on XK. Secondly, we com-
bine the maximal abelian Galois group with the Dirichlet L-series. Both these objects
can be described using only objects from within K itself. The original contributions in
this thesis are the proof that XK is a Hausdorff space and various improvements on
the proofs given by Cornelissen, Li, and Marcolli.
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1
I N T R O D U C T I O N

The main objects of study in this thesis are global fields: finite algebraic extensions
of Q (which are known as number fields) or Fq(T) for some transcendental T and
prime power q (known as function fields). They find their use in solving Diophantine
equations: polynomial equations over Z or Fq[T] in one or more variables, where we
are interested in the solutions that are defined over Z or Fq[T] respectively. One of the
questions that arises from the study of global fields is the following:

Given two global fields, can we determine whether or not they are isomorphic (as fields)?

It is important to note that we assume no information other than the global fields
themselves, hence we can only use information that we can obtain from objects within
the global fields themselves, such as the ring of integers, prime ideals or the Dedekind
zeta function.

The strategy we follow in this thesis is to determine objects associated to a global
field that determines the isomorphism type of the underlying field. However, they still
have the requirement that they can be described or at least approximated using objects
within the field itself, as only objects with such a description will aid in determining
whether two fields are isomorphic. We will therefore focus on partially answering the
following question:

What objects associated to a global field uniquely determine the underlying field,
yet can be described using only objects within the field?

Finding these objects has historically not been a simple task. For example, number
fields with identical Dedekind zeta function are not necessary isomorphic ([Gas26]),
even though this implies the existence of a norm-preserving bijection between the
primes of the number fields. An example of an object that does contain sufficient
information is the Galois group of a separable closure (this is known as the Neukirch–
Uchida theorem, see [Iva13]), but it has the drawback that it is difficult to describe.

Our approach is to consider the abelian extensions of a field. The study of these
extensions is called class field theory, whose main theorems allow us to describe the
abelian extensions using the prime ideals and embeddings of the field via the localisa-
tions of the global field. Unfortunately, the Galois groups of the abelian extensions do
not quite uniquely define the isomorphism type of the underlying field ([AS12]). We
can, however, combine the abelian extensions with other describable objects such that
the isomorphism type is uniquely determined, following a preprint by Cornelissen, Li,
and Marcolli ([CLM16]). One such combination we consider is the abelian extensions
with localisations to obtain a topological space on which the monoid of integral ideals
acts. This creates a dynamical system, which we will prove to contain enough infor-
mation. The second approach we take is combining the abelian extensions with the
Dirichlet L-series, which will also prove to be sufficient.
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2
T O P O L O G Y

This introductory chapter starts with basic definitions and theorems in topology on
Hausdorff and (locally) compact spaces. The second section deals with topological
groups, which play a central role in the extension of the fundamental theorem of
Galois theory to include infinite extensions (Theorem 3.2.6). In the final section we
consider a construction of a topological space known as the restricted product.

2.1 hausdorff and compact spaces

We briefly state the definition of Hausdorff, compact, and locally compact spaces as
we will encounter these quite often. We also prove some basic theorems.

2.1.1 hausdorffness

Definition 2.1.1 (Hausdorff). A topological space X is said to be Hausdorff if for
every distinct x, y ∈ X there exist opens U 3 x and V 3 y such that U ∩V = ∅. (

From this definition it follows that subspaces of Hausdorff spaces and products of
Hausdorff spaces are Hausdorff themselves.

Proposition 2.1.2. A topological space X is Hausdorff precisely when ∆X = {(x, x) ∈
X× X : x ∈ X}, the diagonal of X, is closed. (

Proof. Suppose X is Hausdorff. For any pair of elements x, y ∈ X with x 6= y there
exist open neighbourhoods U of x and V of y such that U ∩V = ∅. Thus U ×V is an
open neighbourhood of (x, y) ∈ X× X that has empty intersection with ∆X, implying
that (X× X)− ∆X is open.

On the other hand, if (X × X) − ∆X is open, then for any (x, y) ∈ (X × X) − ∆X

there exists an open B ⊆ X × X in the basis of open sets, i. e. of the form U ×V with
U and V open in X, containing (x, y), that does not intersect ∆X. Hence U and V do
not intersect, while x ∈ U and y ∈ V, thus X is Hausdorff. |

Proposition 2.1.3. Let f be a continuous function from a topological space X to a
Hausdorff space Y. Then the graph G f := {(x, f (x)) ∈ X × Y | x ∈ X} is closed in
X×Y. (

Proof. Let (x, y) ∈ (X×Y)−G f . As Y is Hausdorff, there exist open neighbourhoods
U 3 y, V 3 f (x) such that their intersection is empty. Let W = f−1(V), which is open
as f is continuous. We claim that the open neighbourhood W ×U of (x, y) does not
intersect G f , proving that (X × Y) − G f is open and subsequently that G f is closed.
Suppose (z, f (z)) ∈W ×U. Then, as z ∈W, we have f (z) ∈ V, hence f (z) ∈ U ∩V =

∅, a contradiction. We conclude that (W ×U) ∩ G f = ∅, and the result follows. |

Corollary 2.1.4. As a result of this this proposition, the graph map g f : X → X × Y
is a closed map, as the image of g f is closed and g f restricts to a homeomorphism
X → G f (the inverse is given by projection to the first coordinate). (

5



6 topology

2.1.2 compact spaces

Compact spaces play a central role in topology throughout this thesis, mainly in Chap-
ter 4 on local fields. Especially the interaction between Hausdorffness and compact-
ness will be used extensively.

Definition 2.1.5 (compact). A topological space X is compact if for every open cover
of X there exists a finite open subcover, i. e. for any index set I and open sets Ui for
i ∈ I such that

⋃
i∈I Ui = X, there exists a finite subset J of I such that

⋃
i∈J Ui = X. (

Proposition 2.1.6. Let X be a compact space and C ⊆ X a closed subset. Then C is
compact. (

Proof. Let {Ui : i ∈ I} be an open cover of C. As C is closed, X − C is open, hence
{Ui : i ∈ I} ∪ {X − C} is an open cover of X. As X is compact, the cover can be
reduced to a finite open cover. Removing X−C from this cover gives a finite subcover
of {Ui : i ∈ I} of C. |

Lemma 2.1.7 (Tube Lemma). Let X be a space and Y a compact space. For each x ∈ X
and open U ⊆ X × Y such that {x} × Y ⊆ U, there exists an open V ⊆ X such that
x ∈ V and V ×Y ⊆ U. (

Proof. Let x ∈ X and U ⊆ X × Y open such that {x} × Y ⊆ U. For any y ∈ Y
there is an open neighbourhood of (x, y) of the form Ay × By contained in U, as U is
open. Because Y =

⋃
y∈Y By is compact, there exist finitely many y1, . . . , yn such that

Y =
⋃n

i=1 Byi . Let V =
⋂n

i=1 Ayi , which is open as the intersection is finite. Moreover,
we have x ∈ Ayi for all yi, hence x ∈ V, and for any v ∈ V and 1 ≤ i ≤ n we find that
v ∈ Ayi , hence {v} × Byi ⊆ U, hence {v} ×⋃n

i=1 Byi = {v} × Y ⊆ U, and we conclude
that

{x} ×Y ⊆ V ×Y ⊆ U. |

Corollary 2.1.8. Let X be a space and Y a compact space. Then the projection map
π : X×Y → X is closed. (

Proof. Let C be a closed subset of X × Y. Suppose x 6∈ π(C). We prove that there is
an open neighbourhood of x that does not intersect π(C). Then π−1(x) = {x} × Y is
disjoint from C, hence contained in the open set (X × Y) − C. By application of the
Tube Lemma, there is an open V such that V×Y is disjoint from C, hence V is disjoint
from π(C). Thus we have found an open neighbourhood of x that does not intersect
π(C), which completes the proof. |

Theorem 2.1.9 (Tychonoff). Let {Xi : i ∈ I} be an indexed set of non-empty Haus-
dorff spaces. Then X = ∏ Xi is compact if and only if each Xi is compact. (

Proof. Theorem 5D of [Loo53]. |

Proposition 2.1.10. Suppose C is a compact subset of a Hausdorff space X. Then C
is closed. (

Proof. We prove that any element x ∈ X − C has an open neighbourhood that does
not intersect C. For any c ∈ C, as X is Hausdorff, there exists an open neighbourhood
V(c) that does not contain x. Note that {V(c) ∩ C : c ∈ C} forms an open cover of C,
and as C is compact, can be reduced to a finite subcover {V(c1)∩C, . . . , V(cn)∩C}. For
each V(ci), as again X is Hausdorff, there exists a Ui(x) such that Ui(x) ∩ V(ci) = ∅.
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Let U =
⋂n

i=1 Ui(x), then U is an open neighbourhood of x which does not intersect
any of the V(ci). However, as they formed a cover of C, we have U ∩ C = ∅, which
concludes the proof. |

Proposition 2.1.11. Let f : X → Y be a continuous map to a Hausdorff space Y. If
C ⊂ X is compact, then f (C) is compact. (

Proof. Suppose C ⊂ X is compact and let {Vi : i ∈ I} be an open cover of f (C).
Then { f−1(Vi) : i ∈ I} is an open cover of C as f is continuous (and C is mapped into
f (C)). As C is compact, there exists a finite subcover { f−1(V1), . . . , f−1(Vn)} of C. As C
is mapped surjectively to f (C), f ( f−1(Vi)) = Vi. Moreover, as { f−1(V1), . . . , f−1(Vn)}
covers C, we find that { f ( f−1(V1)), . . . , f ( f−1(Vn))} = {V1, . . . , Vn} covers f (C), hence
f (C) is compact. |

Like many properties of topological spaces, there exists a local variant of compact-
ness, which is slightly weaker than compactness itself:

Definition 2.1.12 (locally compact). A topological space X is called locally compact
if every point x ∈ X has a compact neighbourhood (when equipped with the subspace
topology). (

2.2 topological groups

The majority of spaces that we will be working with in later chapters are examples
of topological groups: groups equipped with a topology that respects the group opera-
tions. We define them here and prove some basic properties. The important result is
Corollary 2.2.7, which will be applied on a certain topological space in Chapter 9.

Definition 2.2.1 (topological group). A group G equipped with a topology is called
a topological group if the multiplication and inversion maps

G× G G G G

(g, h) gh g g−1.

are continuous.
We say that two topological groups G, G′ are isomorphic as topological groups if there

exists a map f : G → G′ that is both an isomorphism of groups and a homeomorphism.
(

Remark. The maps left and right multiplication with a certain element σ ∈ G are
homeomorphisms, as they are continuous and the inverse is multiplication with σ−1.
In particular, they are open and closed maps.

Remark. In Chapter 9 we will also use topological monoids: they are monoids equipped
with a topology such that the multiplication map is continuous.

The subgroups of topological groups that are open or closed often play a central
role. We have the following lemma:

Lemma 2.2.2. Let G be a topological group. Any open subgroup of G is closed. More-
over, any closed subgroup of finite index is open. (
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Proof. Any subgroup H of G induces cosets σH, σ ∈ G. We have

H = G−
⋃

σ:σH 6=H

σH.

If H is open, σH is open for any σ ∈ G, hence H is closed. If H is closed, then all
σH are closed. If H is then additionally of finite index, there exist only finitely many
different cosets, hence

⋃
σ:σH 6=H

σH is closed, thus H is open. |

2.2.1 continuous group actions

As the name suggests, continuous group actions are a certain type of group action,
which we will define first:

Definition 2.2.3 (group action). A group action of a group G on a set X is a map
φ : G × X → X such that φ(e, x) = x and φ(g, φ(h, x)) = φ(gh, x) for all g, h ∈ G,
x ∈ X. (

Note that there is no topology involved in group actions, neither on G, nor on X.
Topologies play a role if we require the group action to be continuous:

Definition 2.2.4 (continuous group action). Let G be a topological group and X a
topological space. A continuous group action of G on X is a group action of G on the
set X such that

G× X → X

(g, x) 7→ g · x

is continuous. (

Proposition 2.2.5. Let G act continuously on a topological space X. Then X/G is
Hausdorff if and only if the image of the action map α : G × X → X × X given
by (g, x) 7→ (x, gx) is closed. (

Proof. We know that a topological space Y is Hausdorff precisely when the diagonal
∆Y is closed in Y×Y.

Let ∆ = ∆X/G. The projection map π : X → X/G is continuous, surjective, and open,
hence the same holds for τ = π × π : X× X → X/G× X/G. Consider

U := (X/G× X/G)− ∆,

which is open in X/G × X/G iff ∆ is closed. Because τ is surjective, τ(τ−1(U)) = U,
and as τ is open and continuous, we find that U = τ(τ−1(U)) is open precisely when
τ−1(U) is open. However,

τ−1(U) = {(x, y) ∈ X× X | @ g ∈ G such that gx = y} = (X× X)− im(α),

hence we conclude that X/G is Hausdorff if and only if α has closed image. |

Proposition 2.2.6. If G is a compact group acting continuously on a Hausdorff space
X, then the action map α is a closed map. (
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Proof. We split the action map into two parts:

G× X G× X× X X× X

(g, x) (g, x, gx) (x, gx).

The first map is the graph of the continuous map f : (g, x) 7→ gx, hence its image
G f is closed as X is Hausdorff, see Proposition 2.1.3. Moreover, the graph map of
f is continuous and, by restricting its codomain to the image G f , has a continuous
inverse G f → G× X (projection onto the first two coordinates), thus the graph map is
a homeomorphism onto its image. As the image G f is closed, it follows that the graph
map is a closed map. As the second map is a a projection map and G is compact, it is
closed by Corollary 2.1.8. Hence the composition α is closed as well. |

Corollary 2.2.7. If G is a compact group acting continuously on a Hausdorff space
X, then X/G is Hausdorff. (

Proof. The result follows from combining Proposition 2.2.5 and Proposition 2.2.6. |

2.3 restricted products

In this final section of the chapter we introduce a construction of a topological space
known as a restricted product, which is necessary for the definition of adeles and ideles
in Chapter 7.

Definition 2.3.1 (restricted product). Given an index set I and topological spaces
Xi with open subsets Yi ⊆ Xi for all i ∈ I, the restricted product, denoted ∏′i∈I(Xi, Yi), is
a topological space that consists of all elements x = (xi)i∈I in ∏i∈I Xi such that xi ∈ Yi
for all but finitely many i ∈ I.

A basis of the open sets of the topology on ∏′i∈I(Xi, Yi) is given by sets of the form
∏i∈I Ui, where Ui is open in Xi and Ui = Yi for almost all i ∈ I. (

This is a topology different than the topology on ∏′(Xi, Yi) as a subset of ∏ Xi. The
open set ∏ Yi in the restricted product does not contain an open set in the standard
basis of the direct product.

Example. Let {Ai : i ∈ I}, be a family of abelian groups equipped with the discrete
topology. Then

∏
i∈I

′
(Ai, {1}) =

⊕
i∈I

Ai.

Proposition 2.3.2. Let S be a finite subset of I, and

XS = ∏
i∈S

Xi ×∏
i 6∈S

Yi.

Then XS is open in X and the topology on XS as a subset of X is the same as the
topology on XS as the direct product of the Xi and Yi. (

Proof. XS is part of the aforementioned basis of opens, hence open. A basis of open
subsets of XS are the sets that are a product of the Yi for almost all i ∈ I (as S is finite),
which is exactly a basis of open subsets of the product topology of the Xi and Yi. |
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Proposition 2.3.3. Let X be a restricted product ∏′i∈I(Xi, Yi). Suppose all Xi are lo-
cally compact and the Yi are compact. Then X is locally compact. (

Proof. Note that the product of infinitely many locally compact spaces is in general
not locally compact.

Let S ⊆ I be any finite set. The product ∏i 6∈S Yi is compact by Theorem 2.1.9 and
∏i∈S Xi is locally compact as the product is finite. Hence the set XS is locally compact.
As we have X =

⋃
S XS, and the XS are open in X, any open in XS is open in X,

thus any neighbourhood of a point in XS is also a neighbourhood of that point in X.
Because the XS are locally compact, so is X. |



3
G A L O I S T H E O RY

In Chapter 6 and 7 on class field theory, we will be working extensively with infinite
Galois extensions. This chapter is an introduction to infinite Galois theory. We start by
extending the fundamental theorem of Galois theory to infinite extensions with the
use of topology, after which we investigate the structure of Galois groups of infinite
extensions.

3.1 finite galois theory

This section will be very short: the results of the theory of finite Galois extensions is
summarised nicely in the fundamental theorem of Galois theory.

Theorem 3.1.1 (fundamental theorem of Galois theory). Let L/K a finite Galois
extension. There exists a bijection

{finite extensions of K} ←→ {subgroups of Gal(L/K)}

that restricts to a bijection

{finite Galois extensions of K} ←→ {normal subgroups of Gal(L/K)}.

The bijections are given by E 7→ Gal(L/E) and H 7→ LH. (

We will not provide a proof here, as Theorem 3.2.6 is an extended version of this
theorem, for which we will provide a proof.

Moreover, we will sometimes require the primitive element theorem:

Theorem 3.1.2 (primitive element theorem). For every finite separable extension
of fields L/K there exists an α ∈ L such that L = K(α). (

Proof. See [Gre11]. |

3.2 infinite galois theory

The fundamental theorem of Galois theory in its current form does not hold for infinite
extensions, of which we will see an example below. However, only a slight adaptation
has to be made, which can be described beautifully with the help of a topology. Using
this topology, we prove an extended version of the fundamental theorem of Galois
theory, Theorem 3.2.6. This section follows a structure similar to that of Neukirch’s
Class Field Theory, [Neu86].

3.2.1 the fundamental theorem

Aside from extensions of finite degree, many fields K has infinite algebraic extensions
as well. One such extension is a separable algebraic closure Ks, containing all algebraic
separable extensions of K. If K is a perfect field, then Ks is equal to the algebraic closure.

11
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The extension Ks/K is Galois and the Galois group Gal(Ks/K) is known as the absolute
Galois group of K. It is an interesting object of study as it describes all finite Galois
extensions of K. A separable algebraic closure is unique up to isomorphism, which
is why we will now fix a separable closure en refer to it as the separable closure and
denote it by Ks. It is obtained by taking the composite of all finite algebraic separable
extensions.

A slightly smaller, but still often an infinite extension of K, is the maximal abelian
extension Kab of K, contained in our separable closure. It contains all finite abelian
extensions, i. e. finite Galois extensions with abelian Galois group. Not unlike the sep-
arable algebraic closure, it is constructed by taking the composite of all finite abelian
extensions. The maximal abelian Galois group Gal(Kab/K) will be the main object of
study in Chapters 6 and 7.

Theorem 3.2.1. The composite of two Galois extensions is again Galois. (

Proof. Proposition 1.1 of [Smi04]. |

Theorem 3.2.2. Let L/K and M/K be finite abelian extensions. Then the composite
L ·M is again an abelian extension of K. (

Proof. By the primitive element theorem, Theorem 3.1.2, L = K(α) and M = K(β),
hence L ·M = K(α, β). Thus, any Galois element of L ·M is determined uniquely by
the image of α and β, so we obtain an homomorphism

Gal(L ·M/K)→ Gal(L/K)×Gal(M/K)

σ 7→ (σ
∣∣

L, σ
∣∣

M),

which is injective because when σ
∣∣

L = e, then σ(α) = α and when σ
∣∣

M = e, σ(β) = β,
hence any σ in the kernel acts trivially on K(α, β) = L ·M.

Thus Gal(L ·M/K) is a subgroup of the abelian group Gal(L/K)×Gal(M/K), and
therefore abelian itself. |

An question is whether Theorem 3.1.1 still holds for infinite extensions. For this we
consider the case where K is a finite field, e.g. Fp for some prime p.

Example. The field Fp is perfect (as it is finite), hence Fs
p is the algebraic closure Fp.

All finite extensions of Fp are of the form Fpn , n ∈N. While we currently do not know
the exact structure of Gal(Fp/Fp), it certainly contains the Frobenius automorphism φ

defined by φ(x) = xp for all x ∈ Fp. Consider the subgroup of Gal(Fp/Fp) generated
by φ, i. e. the subgroup Φ = {φn : n ∈ Z}. As φ only leaves the base field Fp fixed, the
fixed field of Φ is Fp. Hence, if the infinite equivalent of Theorem 3.1.1 were to hold,
we should have Φ = Gal(Fp/Fp).

To show that it does not, we construct an element of Gal(Fp/Fp) that does not lie
in Φ. Let (an)n∈N be a sequence of integers such that an ≡ am (mod m) whenever
m | n, but there exists no integer a such that a ≡ an (mod n) for all n ∈ N. An
example of such a sequence can be created by letting ap = 1 for all primes p, then
apn = apn−1 + pn−1 for all n ∈ N, and finally all other an are now fixed by the Chinese
Remainder Theorem. Suppose there exists an a ∈ Z such that a ≡ an (mod n). As
ap ≡ 1 (mod p) for all primes p, we find that a must equal 1. However, a4 = 3, which
gives a contradiction. Hence no a such that a ≡ apn (mod pn) for all n ∈N exists.

Now let ψn = φan
∣∣
Fpn
∈ Gal(Fpn /Fp). A subfield of Fpn is of the form Fpm where

m | n. As a result,
ψn
∣∣
Fpm

= φan
∣∣
Fpm

= φam
∣∣
Fpm

= ψm,
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as an ≡ am mod m and the order of φ
∣∣
Fpm

is m.

As Fp =
∞⋃

n=1
Fpn , the ψn together form an automorphism ψ of Fp (that leaves Fp

fixed). However, ψ 6∈ Φ, because ψ = φa for some a ∈ Z would imply that φa
∣∣
Fpn

=

ψ
∣∣
Fpn

= φan
∣∣
Fpn

for all n ∈ N, hence a ≡ an (mod n) for all n ∈ N, which contradicts

the construction of (an)n∈N.

With this example we see that Theorem 3.1.1 does not hold for infinite extensions.
However, not all hope is lost. In the upcoming we will derive a theorem that is highly
similar to the theorem in the finite case, but requires some extra work. This effort will
be put in via the use of a topology, which helps to mark all groups that still have a
sense of Galois correspondence.

Definition 3.2.3 (Krull topology). Let L/K be a (possibly infinite) Galois exten-
sion. We equip Gal(L/K) with a topology, known as the Krull topology. For any σ ∈
Gal(L/K) we take the cosets σGal(L/E) as a basis of neighbourhoods of σ, where E/K
runs through all finite Galois extensions of K contained in L. (

Proposition 3.2.4. Gal(L/K) is a topological group when equipped with the Krull
topology. (

Proof. For the extent of this proof, denote by m the multiplication map and i the
inverse map. To prove that these are continuous it suffices to check this on the given
basis of open neighbourhoods.

First we prove that for any finite Galois extension E/K, the group Gal(L/E) is a
normal subgroup of Gal(L/K). As E/K is a finite Galois extension, it is the splitting
field of a polynomial f ∈ K[X]. Every element σ ∈ Gal(L/K) permutes the roots
of the polynomial, hence σE = E. As a result, for any τ ∈ Gal(L/E) and x ∈ E
σ−1(τ(σ(x))) = σ−1(σ(x)) = x, where τ(σ(x)) = σ(x) as σ(x) ∈ E. As a result,
σ−1τσ is trivial on E, hence σ−1τσ ∈ Gal(L/E), showing that Gal(L/E) is normal in
Gal(L/K).

We turn to proving that the multiplication map is continuous. Let α ∈ Gal(L/K)
and E/K a finite Galois extension, from which we obtain a basic open neighbourhood
αGal(L/E) of α. Take any (σ, τ) ∈ m−1(αGal(L/E)), then αGal(L/E) = στGal(L/E)
as α−1στ ∈ Gal(L/E). Thus it now suffices to show that

σGal(L/E)τGal(L/E) ⊆ στGal(L/E),

because then (σ, τ) has an open neighbourhood σGal(L/E)× τGal(L/E) contained in
m−1(αGal(L/E)), proving that m−1(αGal(L/E)) is open. As Gal(L/E) is a normal sub-
group of Gal(L/K), we obtain Gal(L/E)τ = τGal(L/E), thus Gal(L/E)τGal(L/E) ⊆
τGal(L/E), and consequently σGal(L/E)τGal(L/E) ⊆ στGal(L/E).

All that remains is to show that the inverse map is continuous. Take an open basic
neighbourhood αGal(L/E) of some α ∈ Gal(L/K) and suppose σ ∈ i−1(αGal(L/E)).
We will prove that σGal(L/E) ⊆ i−1(αGal(L/E)), from which it follows that the set
i−1(αGal(L/E)) is open. We have i(σGal(L/E)) = (σGal(L/E))−1 = Gal(L/E)−1σ−1 =

Gal(L/E)σ−1 as Gal(L/E) is a group. Moreover, as it is a normal subgroup of Gal(L/K),
we have Gal(L/E)σ−1 = σ−1Gal(L/E). Then, because σ−1 = i(σ) ∈ αGal(L/E),
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we find that i(σGal(L/E)) = σ−1Gal(L/E) ⊆ αGal(L/E), and we conclude that
σGal(L/E) ⊆ i−1(αGal(L/E)). |

Remark. For any Galois group of a finite Galois extension, the Krull topology is the
discrete topology. Any topology that makes a finite group a topological group is the
discrete topology.

From now on, whenever we mention a Galois group, we automatically assume that
it is equipped with the Krull topology.

Proposition 3.2.5. Let L/K be a Galois extension. The Galois group Gal(L/K) is
Hausdorff and compact. (

Proof. We start with Hausdorffness. Suppose σ 6= τ ∈ Gal(L/K). Then there exists
some element α ∈ L such that σ(α) 6= τ(α), hence for E equal to the Galois closure of
K(α) we have that σ

∣∣
E 6= τ

∣∣
E. Moreover, E is a finite extension of K as α is algebraic.

Hence we have the open neighbourhoods σGal(E/K) and τGal(E/K) that are unequal
cosets and therefore disjoint. We conclude that Gal(L/K) is Hausdorff.

Showing compactness is slightly more difficult. Consider the homomorphism

ι : Gal(L/K)→ ∏
E/K finite, E⊆L

Gal(E/K)

σ 7→∏
E

σ
∣∣

E

Note that ∏
E/K finite, E⊆L

Gal(E/K) is a compact space by Theorem 2.1.9. It is injective by

the reasoning used to prove Hausdorffness; if σ 6= τ ∈ Gal(L/K), then there exists a
finite Galois extension E/K such that σ

∣∣
E 6= τ

∣∣
E. As the Gal(E/K) are equipped with

the discrete topology, the collection of sets{
UF = ∏

E 6=F
Gal(E/K)× {σ} : F/E finite Galois, σ ∈ Gal(F/K)

}

forms a subbasis of open neighbourhoods of ∏E Gal(E/K). Let σ be any element in
the pre-image of {σ} under the projection Gal(L/K)→ Gal(F/K). We have

τ ∈ ι−1(UF)⇐⇒ τ
∣∣

F = σ
∣∣

F ⇐⇒ τ ∈ σGal(L/F),

hence ι−1(UF) = σGal(L/F). As σGal(L/F) is open, ι is continuous. Moreover,

∏
E

τE ∈ ι(σGal(L/F))⇐⇒∏
E

τE ∈ ι(Gal(L/K)) and τF = σ
∣∣

F = σ

⇐⇒∏
E

τE ∈ ι(Gal(L/K)) and ∏
E

τE ∈ UF,

hence ι(σGal(L/F)) = ι(Gal(L/K)) ∩ UF, making ι : Gal(L/K) → ι(Gal(L/K)) an
open map. Hence ι : Gal(L/K) → ι(Gal(L/K)) is an homeomorphism. To show
that Gal(L/K) is compact, it now suffices to show that ι(Gal(L/K)) is closed in
∏E Gal(E/K).

Consider for every pair of extensions F, F′ with L/F′/F/K and F′/K finite the fol-
lowing set:

MF′/F =

{
∏

E
σE ∈∏

E
Gal(E/K) : σF′

∣∣
F = σF

}
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Enumerate the elements of Gal(F/K) by σ1, . . . , σn. For every σi, there is a subset Σi of
Gal(F′/K) that contains the extensions of σi to F′/K, i. e. all τ ∈ Gal(F′/K) such that
τ
∣∣

F = σi. As a result,

MF′/F =
n⋃

i=1

(
∏

E 6=F,F′
Gal(E/K)× Σi × {σi}

)
,

which is a finite union of closed sets (recall that the finite groups have the discrete
topology), hence MF′/F is closed.

Certainly we have ι(Gal(L/K)) ⊆ MF′/F for all pairs F, F′. Moreover, if ∏E σE ∈
MF′/F for all F, F′, then the σE together create a σ ∈ Gal(L/K) such that σ

∣∣
E = σE for

all E. Hence
ι(Gal(L/K)) =

⋂
F,F′ : L/F′/F/K

MF′/F.

We conclude that ι(Gal(L/K)) is closed in ∏E Gal(E/K), thus it is compact, and we
conclude that Gal(L/K) is compact itself. |

This proposition is invaluable for the reformulation of the fundamental theorem of
Galois theory to include infinite extensions. The Krull topology does all the work, as
made explicit by the next theorem:

Theorem 3.2.6 (fundamental theorem of Galois theory (extended)). Let L/K be
a Galois extension. The map E 7→ Gal(L/E) is a bijection between

{subextensions E of L/K} ←→ {closed subgroups of Gal(L/K)}

that restricts to a bijection

{finite subextensions E of L/K} ←→ {open subgroups of Gal(L/K)}. (

Proof. The fact that the open subgroups form a subset of the closed subgroups has
been proven in Lemma 2.2.2. There we also find a connection between open subgroups
and finiteness.

Let E/K be a finite subextension of L/K and let F be its Galois closure (which is a
finite subextension as well). Then Gal(L/E) is a subgroup of Gal(L/K). Moreover, it is
open as any σ ∈ Gal(L/E) has the open neighbourhood σGal(L/F). By Lemma 2.2.2,
it is also closed.

Consider any subextension E/K and let AE be the set of all finite subextensions of
E. For any F ∈ AE we have Gal(L/E) ⊆ Gal(L/F), and if σ ∈ Gal(L/K) such that
σ
∣∣

F = e for all F ∈ AE, then σ
∣∣

E = e (this follows as for any α ∈ E we have K(α) ∈ AE).
Hence

Gal(L/E) =
⋂

F∈AE

Gal(L/F),

and as all Gal(L/F) are closed, Gal(L/E) is closed.
We have now proven that E 7→ Gal(L/E) is a map with the correct domain and

codomain.
Note that by definition, E is the fixed field of Gal(L/E). As a result, E 7→ Gal(L/E)

must be injective, as it has an inverse. It is left to prove that E 7→ Gal(L/E) is surjective
(for both bijections), i. e. that for a open/closed subgroup H we have H = Gal(L/LH),
where LH is the fixed field of H.

Let H be a closed subgroup of Gal(L/K) and consider the fixed field LH. As every
element in H leaves LH fixed, we have H ⊆ Gal(L/LH). To show the other inclusion
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we will prove that any σ ∈ Gal(L/LH) lies in the closure of H, hence in H itself as
it is closed. It suffices to prove that for any finite subextension E/LH of L/LH the
intersection of H and σGal(L/E) is nonempty, as the σGal(L/E) form a basis of open
neighbourhoods of σ in Gal(L/LH). Consider the restriction map H → Gal(E/LH)

given by τ 7→ τ
∣∣

E. Its image has fixed field LH as H has fixed field LH, hence by Theo-
rem 3.1.1 its image is Gal(E/LH). We can therefore find a τ ∈ H such that τ

∣∣
E = σ

∣∣
E,

i. e. τ ∈ H ∩ σGal(L/E). As mentioned, we may now conclude that H = Gal(L/LH).
Now let H be an open subgroup. It is then also closed, hence equal to Gal(L/LH).

The union of all cosets of H is Gal(L/K), the cosets are all disjoint, and these cosets
are open as H is open. Hence the cosets form a disjoint open covering of Gal(L/K).
From Proposition 3.2.5 we know that Gal(L/K) is compact, hence only finitely many
different cosets exist. Thus H = Gal(L/LH) must be of finite index in Gal(L/K), hence
LH/K is a finite extension. |

Remark. Suppose H is a normal closed subgroup of Gal(L/K). Then the fixed field
LH is a Galois extension of K, and Gal(L/K)/Gal(L/LH) = Gal(LH/K).

Proposition 3.2.7. Let L/K be a Galois extension, I an index set and {Ni : i ∈ I}
a collection of closed normal subgroups of Gal(L/K) with corresponding extensions
{Ki : i ∈ I}. The extension corresponding to

⋂
i∈I

Ni is Galois and contains the composite

of all Ki. (

Proof. As the intersection of normal subgroups is normal, the extension KI corre-
sponding to

⋂
i∈I

Ni is Galois. As Ki is the fixed field of Ni for all i ∈ I, Ki is fixed

by
⋂
i∈I

Ni as well. Therefore Ki ⊂ KI for all I. Because the composite is defined as

the smallest extension containing all Ki, we see that KI contains the composite of all
Ki. |

3.2.2 profinite groups

Now that we have regained the fundamental theorem, this section will be devoted to
gaining more insight into the Galois groups of infinite extensions.

We reconsider the example of finite fields in Section 3.2.1. Every finite extension
Fpn /Fp has a Galois group of order n generated by the Frobenius automorphism
φn = φ

∣∣
Fpn

. Hence any element ψ ∈ Gal(Fp/Fp) restricted to Gal(Fpn /Fp) is of the

form φan
n for some 1 ≤ an ≤ n, which can be seen as an element in Z/nZ. Moreover,

as Fp =
∞⋃

n=1
Fpn , ψ is uniquely determined by these an. Thus we obtain an injective

group homomorphism from Gal(Fp/Fp) to ∏
n∈N

Z/nZ, sending ψ to (an)n∈N. How-

ever, this homomorphism is not surjective, as we cannot choose ψ freely on all exten-
sions Fpn /Fp: e.g, once we have determined ψ

∣∣
Fp2

, only two options for ψ
∣∣
Fp4

remain:

the φa4
4 such that a4 ≡ a2 (mod 2). Hence the image of the homomorphism lies inside{

(an)n∈N ∈ ∏
n∈N

Z/nZ : an ≡ am (mod m) ∀ m | n

}
.
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Moreover, in the example we saw that elements in Gal(Fp/Fp) could be constructed
from such sequences, hence we conclude that

Gal(Fp/Fp) ∼=
{
(an)n∈N ∈ ∏

n∈N

Z/nZ : an ≡ am (mod m) ∀ m | n

}
.

We have seen in Proposition 3.2.5 that all Galois groups are Hausdorff and compact.
As every finite extension is contained in a finite Galois extension, we can reduce the
current basis of open neighbourhoods of the Krull topology to subsets of the form
σGal(L/F), where F/K is a finite Galois extension. As mentioned in the remark be-
low the proof of Theorem 3.2.6, these are exactly the open normal subgroups. Hence
Gal(L/K) has the property that it has a basis of e that is given by the normal sub-
groups. With this in mind we define a certain type of topological group:

Definition 3.2.8 (profinite group). A profinite group is a topological groups that is
Hausdorff, compact, and has a basis of open neighbourhoods of e consisting of normal
subgroups. (

This definition may seem unexciting, but the requirements are in fact quite strong so
that we can characterise all profinite groups. The will look very similar to the explicit
form of Gal(Fp/Fp) that we derived earlier.

3.2.3 inverse systems

To fully understand the strength of profinite groups, we must first generalise the group
that we have seen in the case of finite field extensions:{

(an)n∈N ∈ ∏
n∈N

Z/nZ : am ≡ an (mod m) ∀ m | n

}
.

Intuitively it consists of sequences whose coordinates match somehow. This will be
made more explicit in the definition of an inverse system (of groups), Definition 3.2.11.

Definition 3.2.9 (partial order). A partial order on a set P (often called a poset) is a
binary relation ≤ such that for all a, b, c ∈ P we have

• a ≤ a (≤ is reflexive);

• if a ≤ b and b ≤ a, then a = b (≤ is antisymmetric);

• if a ≤ b and b ≤ c, then a ≤ c (≤ is transitive). (

Definition 3.2.10 (directed poset). A poset (I,≤) is called directed if it has the
property that for any a, b ∈ I there exists a c ∈ I such that a ≤ c and b ≤ c. (

Now to the interesting definition; that of an inverse system.

Definition 3.2.11 (inverse system of groups). Let I be a directed poset such that for
every i ∈ I we have a group σi along with morphisms fij : σj → σi for all i, j ∈ I with
i ≤ j, with the following properties:

• fii is the identity on σi for all i ∈ I;

• fik = fij ◦ f jk for all i ≤ j ≤ k.
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Then ((σi)i∈I , ( fij)i≤j) is called an inverse system of groups. The inverse limit of this
inverse system is defined as

lim←−
i∈I

σi =

{
(σi)i∈I ∈∏

i∈I
σi : fij(σj) = σi ∀ i ≤ j

}
. (

Remark. If the Gi are topological groups and the fij continuous homomorphisms,
then lim←−

i∈I
Gi can be made a topological group as well through the inclusion into ∏i∈I Gi.

Equivalently, it is equipped with the smallest topology such that the projections

lim←−
i∈I

Gi → Gi

are continuous.

Example. In the extensions of a finite field we have seen our first inverse system: let
Gn = Z/nZ for n ∈N and let ≤ be a partial order on N such that m ≤ n if m | n. The
functions fmn : Z/nZ → Z/mZ are given by a 7→ a (mod m). Hence we now have a
more concise notation:

lim←−
n∈N

Gn =

{
(an)n∈N ∈ ∏

n∈N

Z/nZ : an ≡ am (mod m) ∀ m | n

}
.

Lemma 3.2.12. Let G = lim←−
i∈I

Gi. If all Gi are Hausdorff, then so is G and G is a closed

subset of ∏
i∈I

Gi. If additionally the Gi are compact, then G is compact. (

Proof. The proof is actually quite similar to the proof of Proposition 3.2.5 (which is
more than a coincidence). Note that

G =
⋂
j≤k

{
∏
i∈I

σi ∈∏
i∈I

Gi : f jk(σk) = σj

}

hence it suffices to show that Cjk = {∏i∈I σi ∈ ∏i∈I Gi : f jk(σk) = σj} is closed for any
pair j, k with j ≤ k.

Consider the composite f of continuous homomorphisms:

∏i∈I Gi Gj × Gk Gj × Gj

∏i∈I σi (σj, σk) (σj, f jk(σk)).

id× f jk

The image of Cjk under f is contained in ∆Gj . Moreover, any element ∏i∈I σi ∈ ∏i∈I Gi
that maps into ∆Gj abides f jk(σk) = σj, hence lies in Cjk. Therefore we have Cjk =

f−1(∆Gj). As Gj is Hausdorff, ∆Gj is closed, thus Cjk is closed.
We may now conclude that G is a closed subset of ∏

i∈I
Gi. As the Gi are Hausdorff,

∏
i∈I

Gi is Hausdorff as well, hence G is Hausdorff. If the Gi are compact, then by The-

orem 2.1.9 ∏
i∈I

Gi is compact, which makes G a closed subset of a compact space, thus

compact itself. |
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3.2.4 profinite groups (continued)

We have already seen the definition of a profinite group. In this section we prove an
equivalent definition that connects profinite groups and inverse limits.

Proposition 3.2.13. If G is a profinite group and N runs through the open normal
subgroups of G, then

G ∼= lim←−
N

G/N.

Conversely, if {(Gi)i∈I , ( fij)i≤j} is an inverse system of finite groups, then G = lim←−
i∈I

Gi

is a profinite group. (

Proof. Let G be a profinite group and let {Ni : i ∈ I} be the family of open normal
subsets. From Lemma 2.2.2, we know that every Ni is of finite index in G. We make
I into a poset by i ≤ j if Ni ⊃ Nj. The maps fij : Gj → Gi are projections. The Gi are
all finite (thus topological) groups, and the composite of two projections f jk and fij
is indeed fik. Hence the groups (Gi)i∈I along with the maps ( fij)i≤j form an inverse
system of topological groups. We also have a homomorphism

f : G → lim←−
i∈I

Gi

σ 7→∏
i∈I

σi,

where σi = σ (mod Ni). We will prove that this is an isomorphism and homeomor-
phism, which means that we should prove that it is bijective, continuous and an open
map.

We start with continuity. The Gi are finite, hence equipped with the discrete topol-
ogy. Let US = ∏

i 6∈S
Gi × ∏

i∈S
{eGi}. Then

{US : S finite subset of I}

forms a basis of open neighbourhoods of e ∈ ∏
i∈I

Gi. Furthermore, f−1(US ∩ lim←−
i∈I

Gi)

consists precisely of all σ ∈ G such that σ (mod Ni) = e for all i ∈ S, which means
that σ ∈ Ni for all i ∈ S. Hence f−1(US ∩ lim←−

i∈I
Gi) =

⋂
i∈S

Ni, which is open.

Similarly, for Σ = ∏
i∈I

σi ∈ lim←−
i∈I

Gi the opens Σ(US ∩ lim←−
i∈I

Gi) form a basis of open

neighbourhoods. We have f−1(Σ(US ∩ lim←−
i∈I

Gi)) =
⋂

i∈S
σiNi, where σi is a lift of σi from

Gi to G. Because multiplication is a homeomorphism, this is an intersection of open
sets and therefore open. As a result, f is continuous.

The kernel of f is given exactly by f−1(e) = f−1(UI) = f−1(UI ∩ lim←−
i∈I

Gi) =
⋂
i∈I

Ni.

As G is Hausdorff (as it is profinite), for any element σ ∈ G there exists an element
N of the basis of open neighbourhoods of e ∈ G such that σ 6∈ N. As a basis of open
neighbourhoods is given by {Ni : i ∈ I}, we have

⋂
i∈I

Ni = {e}, thus f is injective.

G is compact and f is continuous, hence f (G) is closed. Hence, to prove f is sur-
jective, it suffices to prove f (G) is dense in lim←−

i∈I
Gi. Let Σ ∈ lim←−

i∈I
Gi. As mentioned, the

Σ(US ∩ lim←−
i∈I

Gi) form an open basis of neighbourhoods of Σ. Let NS =
⋂

i∈S
Ni, which is
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an intersection of normal subgroups, hence normal itself. We obtain a surjective pro-
jection map G → G/NS, hence there is some σ ∈ G such that its image under G → G/NS

is ΣS, hence σ ≡ Σi (mod Ni) for all i ∈ S. As a result, f (σ) ∈ Σ(US ∩ lim←−
i∈I

Gi). Thus

f (G) is dense in lim←−
i∈I

Gi, which suffices for surjectivity.

Finally, G is compact, thus a closed subset of G is mapped to a closed subset of
lim←−
i∈I

Gi, which makes f a closed map. As f is surjective, f is an open map. We conclude

that f is both an isomorphism and a homeomorphism, hence G ∼= lim←−
i∈I

Gi as topological

groups.
Now let {(Gi)i∈I , ( fij)i≤j} be an inverse system of finite groups. The Gi are finite and

equipped with the discrete topology, thus Hausdorff and compact. By Lemma 3.2.12

G is compact and Hausdorff as well. Finally, the normal subgroup {eGi} is open in Gi,
hence the normal subgroups US ∩ G, where again

US = ∏
i 6∈S

Gi ×∏
i∈S
{eGi}

for S a finite subset of I, form a basis of open neighbourhoods of e ∈ G. We conclude
that G is a profinite group. |

Equipped with the Krull topology, Galois groups are examples of profinite groups.
Let L/K be a Galois extension. We have seen in Proposition 3.2.5 that Gal(L/K) is
Hausdorff and compact, and by definition a basis of open neighbourhoods of e are
given by Gal(L/E), where E runs over the finite Galois subextensions of L/K, which
are all open normal subgroups. As a result,

Gal(L/K) ∼= lim←−
E/K finite Galois

Gal(L/K)/Gal(L/E) ∼= lim←−
E/K finite Galois

Gal(E/K).

Example. To return to the finite fields, we see that

Gal(Fp/Fp) = lim←−
n∈N

Gal(Fpn /Fp),

which is what we have seen before.
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L O C A L F I E L D S

Local fields are a special type of fields that come equipped with an absolute value and
consequently a topology, which some additional properties, namely completeness with
regard to this absolute value and a finite residue field, which will be defined in Defini-
tion 4.1.7. The reason we study local fields is because every global field has associated
local fields known as completions, which will prove useful for studying the extensions
of the global field.

This chapter will only deal with the definition of local fields and basic theory,
namely Hensel’s Lemma and Teichmuller representatives. In the final section we inves-
tigate the topology on these local fields and prove compactness and/or Hausdorffness
of object associated to a local field.

We will continue working with local fields in Chapter 6, where we study the exten-
sions of local fields.

One final remark before we begin: if R is a ring, we denote by R∗ its group of
invertible elements, and by R× = R− {0} its multiplicative monoid.

4.1 definition of a local field

In order to define a local field, we require the notion of a valuation, completeness and a
residue field. We define all these formally, and we complete this section with a pair of
explicit examples.

We begin with K a general field, and, once local fields are defined, K will usually
be a local field. To start off, we state a pair of definitions that estimate the size of the
elements of a field and establish a connection between the two.

Definition 4.1.1 (absolute value). An absolute value on a field K is a map | · | : K →
R≥0 with the following properties:

a. |x| = 0⇐⇒ x = 0;

b. |xy| = |x||y| ∀ x, y ∈ K;

c. |x + y| ≤ |x|+ |y| ∀ x, y ∈ K.

We differentiate between two types of absolute values: if, in addition to the three
properties above, | · | also abides

|x + y| ≤ max(|x|, |y|) ∀ x, y ∈ K,

we say that the absolute value is nonarchimedean. Otherwise, the absolute value is said
to be archimedean. Note that this condition is stronger than the third property of an
absolute value. (

Definition 4.1.2 (valuation). A valuation v on K is a map K → R∪ {∞} such that:

21
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a. v(x) = ∞⇐⇒ x = 0;

b. v is an additive homomorphism, i. e. v(xy) = v(x) + v(y) for all x, y ∈ K×;

c. v(x + y) ≥ min(v(x), v(y)) for all x, y ∈ K×.

If the image of the valuation is isomorphic to Z ∪∞ (i. e. of the form sZ ∪ {∞} for
some s ∈ R>0), the valuation is said to be discrete. Furthermore, we say that v is
normalised if the image of v is Z∪ {∞}. Note that all valuations can be normalised by
dividing by s. (

Every valuation induces an absolute value by | · |v : K → R≥0 by |x|v := C−v(x) for
a fixed C > 1 (where we use the convention C−∞ = 0). This absolute value is always
nonarchimedean as v(x + y) ≥ min(v(x), v(y)) ⇐⇒ |x + y| ≤ max(|x|, |y|). In turn,
nonarchimedean absolute values induce valuations.

Definition 4.1.3 (topology induced by absolute value). Any absolute value in-
duces a topology Tv on K created from the basis of open balls Bx,ε := {y ∈ K : |x− y|v <

ε}. (

Remark. This topology does not depend on the choice of C. In general, whenever
two absolute values (or two valuations inducing absolute values) induce the same
topology, we call the absolute values (or valuations) equivalent. Two absolute values
| · |1 and | · |2 are equivalent precisely when |x|1 ≤ 1 if and only if |x|2 ≤ 1, which is
the case precisely when | · |e1=| · |2 for some exponent e, see Lemma 1.10 of [Bro13]. If
the absolute values are nonarchimedean with associated valuations v1 and v2, then v1

and v2 are equivalent if and only if e · v1 = v2.

Example. Suppose we are given a number field K with ring of integers R. For any
prime ideal p, we can define a valuation, denoted vp by vp(a) = max{n ∈ N : a ∈ pn}
for a ∈ R. Because we have |x| ≤ 1⇐⇒ |x−1| ≥ 1 for x ∈ K× we find that K = Frac(R),
thus we can extend this valuation vp to the entirety of K. Moreover, the real and
complex embeddings provide archimedean absolute values.

Definition 4.1.4 (ring of integers). For a field K and nonarchimedean absolute
value | · |, the ring of integers OK (abbreviated as O when unambiguous) is defined as
the ring OK = {x ∈ K : |x| ≤ 1}. In OK we have the ideal m = {x ∈ K : |x| < 1}. (

Indeed OK is a ring as for x, y ∈ OK we have |x + y| ≤ max(|x|, |y|) = 1 and
|x||y| = |x||y| ≤ 1, so that x + y, xy ∈ OK. Moreover, |0| = 0 and |1| = 1, thus
they both lie in OK, making OK a ring. We find that m is an ideal for similar reasons.
Because |x−1| = 1/|x| for all x ∈ K×, we see that O∗K = {x ∈ K : |x| = 1}. As a result,
m = OK −O∗K, hence m is the unique maximal ideal in OK.

Remark. If the absolute value has corresponding valuation v, the ring of integers is
sometimes denoted as OK,v or Ov. The condition |x| ≤ 1 rewrites to v(x) ≥ 0 and
|x| = 1 to v(x) = 0.

Lemma 4.1.5. Suppose K is equipped with a nonarchimedian absolute value | · |
with corresponding valuation v. The maximal ideal m is principal precisely when v is
discrete. (
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Proof. Suppose m is principal, say m = (π), then any element x ∈ K can be written
as x = u · πn, u ∈ O∗K, n ∈ Z. We have |x| = |u||πn| = |π|n, hence v(x) = nv(π).
Therefore the image of v is v(π)Z∪ {∞}, making v discrete.

If, on the other hand, v is a discrete valuation, then we can normalise v and we
obtain some element π ∈ m with v(π) = 1. As O∗K = {x ∈ K : v(x) = 0}, every
element a ∈ K× can be written in the form a = u ·πn, where u ∈ O∗K and n = v(a) ∈ Z

(u lies in O∗K because v(u) = v(a/πn) = v(a)− v(πn) = 0). Hence a ∈ m precisely when
π | a, or m = (π). |

As mentioned in the proof, if m = (π), then every element in the ring of integers
can be written as a unit times an integer power of π. Many proofs in the rest of the
section rely on this.

Remark. Two valuations v1 and v2 on K are equivalent precisely when Ov1 = Ov2 .
This follows immediately as Ov := {x ∈ K : |x|v ≤ 1}.

Definition 4.1.6 (uniformiser). Let K be a field with a normalised valuation v. A
uniformiser, or prime element, π of K is an element π ∈ K with v(π) = 1. (

Uniformisers are unique up to multiplication with elements in O∗K.

Definition 4.1.7 (residue field). The quotient k = O/m is called the residue field of
K. (

The last notion we need for defining local fields is that of completeness.

Definition 4.1.8 (completeness). A field K with absolute value | · | is said to be
complete if every Cauchy sequence with respect to the absolute value admits a limit in
K. (

Definition 4.1.9 (completion). Given a field K with absolute value | · |, the completion
K of K with respect to | · | consists of all limits of Cauchy sequences in K. We can write
this down explicitly by defining an equivalence relation ∼ on the Cauchy sequences
in K given by (xn)n∈N ∼ (yn)n∈N precisely when |xn − yn| → 0 for n → ∞. K can be
explicitly written as

K = {(xn)n∈N Cauchy in K}/∼. (

Remark. If the absolute value is nonarchimedean with corresponding valuation v,
we sometimes write Kv for K.

Proposition 4.1.10. Given a field K and a discrete valuation v on K, we can uniquely
extend v to K. (

Proof. See Chapter II, paragraph 10 of [CF67]. |

At this point we have enough preparation to define a local field.

Definition 4.1.11 (local field). A local field K is a field complete with respect to a
discrete valuation v and a finite residue field. (

Remark. The term local field is sometimes also used for fields complete with respect
to any absolute value, not just nonarchimedean ones. If this is the case, what we call
local fields will be referred to as nonarchimedean local fields.
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Remark. An equivalent definition of a local field is a field K with valuation v that is
locally compact with respect to the topology Tv. For a proof of this equivalence, see
Proposition II.1.1 of [Ser95].

Remark. As K is complete with respect to the absolute value, so are O and O×.

Before we continue with spewing properties of local fields, we consider an impor-
tant pair of examples:

• The field of p-adic numbers Qp for a certain prime number p is obtained by com-
pleting Q with respect to the discrete valuation vp, where vp(a/b) is defined by
the unique integer n ∈ Z such that a/b = pnc/d, where gcd(c, d) = 1, p - cd. Alter-
natively, one might view the elements of Qp as power series ∑∞

i=k ai pi, where k is
some integer and ai ∈ {0, . . . , p− 1}, ak 6= 0. Q is embedded into Qp as the ele-
ments whose power series stop, i. e. are of the form ∑n

i=k ai pi. The ring of p-adic
integers, Zp, contains the elements that are of the form ∑∞

i=0 ai pi. A uniformiser
is p, hence the maximal ideal is (p). The residue field is Z/pZ. Alternatively, one
could define the p-adic integers Zp := lim←−

Z/pkZ, where the limit is taken over
all k, and subsequently Qp := Frac(Zp).

• The field of formal Laurent series k((T)) over a finite field k is given by power
series ∑∞

i=n aiTi, where n is some integer and ai ∈ k, an 6= 0. The valuation is
given by v

(
∑∞

i=n aiTi) = n. The ring of integers is k[[T]]. A uniformiser is T,
hence the maximal ideal is (T) and the residue field is k.

4.2 properties of local fields

Now that we have a feeling of what local fields are, we investigate two important
techniques for using the residue field: the former allows us to find linear factors of
polynomials over a local field by finding roots in the residue field, while the latter
provides a technique of embedding a residue field into its local field. The structure
and idea of the proofs are from [Rie06].

4.2.1 hensel’s lemma

Hensel’s Lemma allows for finding roots of polynomials over a local fields using the
roots of the reduced polynomial over the residue field.

Lemma 4.2.1 (Hensel’s Lemma). Let K be a local field and let f ∈ O[X] be a polyno-
mial. Suppose we have a0 ∈ O such that | f (a0)| < | f ′(a0)|2. Then there exists a unique
a ∈ O such that

|a− a0| ≤
∣∣∣∣ f (a0)

f ′(a0)

∣∣∣∣ and f (a) = 0. (

In the above form, Hensel’s Lemma is an analogue of Newton’s approximation
method.

Proof. If f (a0) = 0, then we are done, hence assume f (a0) 6= 0. We construct a
Cauchy sequence of approximate roots of f (X), starting with a0. As we are dealing
with local fields, the Cauchy sequence will have a limit lying in K.

Using Newton’s binomium, expand f (X + Y):

f (X + Y) = f (X) + f1(X)Y + f2(X)Y2 + . . . .
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We have fi ∈ O[X] and f1 = f ′. Define b0 ∈ K such that that f (a0) + f ′(a0)b0 = 0 (it
is unequal to zero). Note that because f ′(a0) ∈ O, we have v( f ′(a0)) ≥ 0 and conse-
quently v( f (a0)) > 2v( f ′(a0)) ≥ v( f ′(a0)) (the first inequality is our assumption). It
follows that v(b0) > 0, hence b0 ∈ O. We have

f (a0 + b0) = f (a0) + f ′(a0)b0 + f2(a0)b2
0 + · · · = f2(a0)b2

0 + . . . ,

thus

v( f (a0 + b0)) = v( f2(a0)b2
0 + . . . )

≥ min
i>1

v( fi(a0)bi
0) (property of a valuation)

≥ min
i>1

i · v(b0) (v( fi(a0)) ≥ 0 as fi(a0) ∈ O)

= 2v(b0)

= 2v( f (a0))− 2v( f ′(a0)) (definition of b0)

> v( f (a0)). (assumption)

Similarly, we have, writing f ′(X + Y) = f ′(X) + g1(X)Y + g2(X)Y2 + . . . (all gi lie in
O[X]),

v( f ′(a0 + b0)− f ′(a0)) = v(g1(a0)b0 + g2(a0)b2
0 + . . . )

≥ v(b0)

= v( f (a0))− v( f ′(a0))

> v( f ′(a0)).

This implies that f ′(a0 + b0) and f ′(a0) must have the same valuation.
Let a1 = a0 + b0. We have found the following inequalities and equality:

a. v( f (a1)) > v( f (a0));

b. v( f ′(a1)) = v( f ′(a0));

c. v(a1 − a0) = v( f (a0))− v( f ′(a0)).

By A. and B. we have v( f (a1)) > v( f (a0)) > 2v( f ′(a0)) = 2v( f ′(a1)), which allows
us to repeat the same construction to obtain a2, a3, . . . (which ends if f (an) = 0 for
some n). In this way we obtain a sequence (an)n∈N with the following properties for
all n ∈N.

a. v( f (an+1)) > v( f (an));

b. v( f ′(an+1)) = v( f ′(an));

c. v(an+1 − an) = v( f (an))− v( f ′(an)).

We see that v( f (an)) is strictly increasing, hence v( f (an)) → ∞ as n → ∞. Fur-
thermore, C. tells us that v(an+1 − an) → ∞ as n → ∞, as v( f (an)) is strictly in-
creasing and −v( f ′(an)) is non-decreasing. It follows that, for m > n, v(am − an) ≥
minj∈[n+1,m] v(am − am−1) → ∞ for m, n → ∞. We conclude that a0, a1, a2, . . . is a
Cauchy sequence, and we obtain a limit a. As v(an) ≥ 0 for all n, we have v(a) ≥ 0,
hence a ∈ O. Lastly, v( f (a)) = ∞, hence f (a) = 0.
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We will not prove unicity here. The idea behind the proof is that if we have a root b
with the same properties, then assuming that v(b− a) is finite leads to a contradiction
using only methods that were used to find the root a.

|

Corollary 4.2.2. Given a polynomial p(x) ∈ k[x] with a simple root a ∈ k and a lift,
p(x) ∈ O[x] of p(x), i. e. the coefficients of p (mod m) are the coefficients of p, there
exists a unique root α ∈ O of p(x) such that α ≡ a (mod m). (

4.2.2 teichmüller representatives

Naturally, the quotient map O → O/m = k is a surjection, but it fails to be injective.
This section is devoted to showing that we can choose representatives in O of every
equivalence class in O/m such that the map which sends the equivalence class to its
representative is multiplicative. For this, we begin with the definition of a section,
which is a partial inverse.

Definition 4.2.3 (section). Given two morphisms f : X → Y and g : Y → X such
that f ◦ g = idY we call g a section of f . The map f is called a retraction of g. (

Remark. The section of a quotient map is sometimes known as a transversal.

Definition 4.2.4 (Teichmüller representative). Let K be a local field with residue
field k and suppose ω is a multiplicative section of the quotient map. Then we call
ω(a) a Teichmüller representative of a ∈ k. (

Proposition 4.2.5. A multiplicative section of the quotient map exists. Moreover, it is
unique. (

This proposition has a lengthy proof. We start with a lemma and introduce a new
concept called ancient elements. We will use the standard setting: we assume that we
have a local field K, ring of integers O and a residue field k that has q elements, where
q is a power of p.

Lemma 4.2.6. Let a, b ∈ O. Suppose a ≡ b (mod mn) for some n ∈ N. Then ap ≡
bp (mod mn+1). (

Proof. First note that multiplication by p annihiliates k (i. e. pα = 0 for α ∈ k), hence
pO ⊆ m. For any a, b ∈ O we have

ap − bp = (a− b)

(
p−1

∑
k=0

akbp−1−k

)
.

By assumption a− b ≡ 0 (mod mn). Moreover,

p−1

∑
k=0

akbp−1−k ≡
p−1

∑
k=0

ap−1 ≡ pap−1 ≡ 0 (mod m),

hence ap ≡ bp (mod mn+1). |

Definition 4.2.7 (n-ancient). Let a ∈ O and n ∈ N. We call a n-ancient if for all
m ∈N0 there exists a b ∈ O such that bnm

= a, i. e. a is an nmth power for all m ∈N. (
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Proof (Proposition 4.2.5). Denote the quotient map by ·. The proof is split into three
parts:

a. For every element α ∈ k there is a unique q-ancient element a ∈ O such that
a = α.

b. The map ω : k → O that sends α to a is a multiplicative section of the quotient
map.

c. ω is the unique multiplicative section of the quotient map.

The proofs themselves are fairly straightforward.

a. Let α ∈ k = O/m. We begin by proving existence. If α = 0, then we have the
obvious lift 0, which is also q-ancient. Suppose α 6= 0. Take any lift a ∈ O of α.
This a must lie in O∗ as m is annihilated by the quotient map and O∗ = O −m.
Define A := limn→∞ aqn

. As k has q elements, aq ≡ a (mod m). Lemma 4.2.6
then dictates that aqn+1 ≡ aqn

(mod mn+1). This implies that, for m > n, aqm ≡
aqn

(mod mn+1), hence
(
aqn)

n∈N0
is a Cauchy sequence, implying A ∈ O∗. As

aqn ≡ a (mod m) for all n ∈ N0, we have A = α and by construction Aqn
= A,

thus A is q-ancient.

Suppose we have two q-ancient elements a and b such that a = b, or a ≡
b (mod m). For any s ∈ N0, we have as and bs such that a = aqs

s and b = bqs

s . As
noted before, aqs

s ≡ as (mod m) and bqs

s ≡ bs (mod m), hence as ≡ bs (mod m).
As a result of Lemma 4.2.6 we have a = aqs

s ≡ bqs

s = b (mod ms+1). It follows that
v(a− b) ≥ s for all s ∈N, thus v(a− b) = ∞ and consequently a = b.

For any α ∈ k, denote by ω(α) the unique lift to O that is a q-ancient element.
We have seen that ω(α) = α. It immediately follows that ω is injective.

b. As 0, 1 ∈ O are trivially q-ancient, we have ω(0) = 0 and ω(1) = 1. Furthermore,
ω(α) = lim

n→∞
aqn

and ω(β) = lim
n→∞

bqn
, hence ω(α)ω(β) = lim

n→∞
(ab)qn

. However, ab

is a lift of αβ, hence ω(αβ) = lim
n→∞

(ab)qn
. It follows that ω(αβ) = ω(α)ω(β).

c. Suppose we have a multiplicative section ω′ of the quotient map. Let α ∈ k and
note that αq = α. We have ω′(α) = ω′

(
αqn)

= ω′ (α)qn
for any n ∈ N0, hence

ω′(α) is q-ancient. Furthermore, as ω′ is a section, ω′(α) = α. However, we just
proved that there is a unique q-ancient element in the equivalence class α, namely
ω(α). We conclude that ω′(α) = ω(α) for all α ∈ k, hence ω′ = ω. |

As an application of the Teichmüller representatives, we conclude this section with
a lemma that gives an interesting isomorphism:

Lemma 4.2.8. Let K be a local field with ring of integers O, maximal ideal m and
residue field k. Then O∗ ∼−→ k× × (1 +m). (

Proof. Consider the homomorphism a 7→ (a, a/ω(a)). As a 6∈ m, we have ω(a) ∈ O∗,
hence this is a well-defined homomorphism. We prove that it is in fact an isomor-
phism.

Suppose a, b ∈ O∗ that map to the same element, i. e. a = b and a/ω(a) = b/ω(b). The
former implies ω(a) = ω(b), which, combined with the latter, gives a = b.

If we have an element (α, a) ∈ k×× (1+m), then a ·ω(α) 7→ (α, a) as a ≡ 1 (mod m),
thus a ·ω(α) = ω(α) = α.

This shows that the homomorphism is also bijective, hence it is an isomorphism. |
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Remark. It is also possible to define the homomorphism as a 7→ (a, ω(a)/a).

4.3 the topology on local fields

For the remainder of the section, let K be a local field with ring of integers O and
discrete absolute value | · |. As mentioned in Definition 4.1.3, the topology on K (and
subsequently on O as it is equipped with the subspace topology) is induced by the
open balls Bx,r = {y ∈ K : |x− y| < r}.

Lemma 4.3.1. All closed balls, i. e. {y ∈ K : |x − y| ≤ r} for some x ∈ K and r > 0,
are open. (

Proof. Because | · | is discrete, its image is C−sZ ∪ {0}, which only has the accumu-
lation point 0, hence there exists an ε > 0 such that (r, r + ε) has empty intersection
with the image. It follows that {y ∈ K : |x− y| ≤ r} = {y ∈ K : |x− y| < r + ε}, which
is open. |

The ring of integers O, equipped with the subspace topology from K, in particular
has some special properties.

Corollary 4.3.2. The ring O is open and closed in K, as O = {x ∈ K : |x| ≤ 1}. O∗
is open as O = {x ∈ K : |x| < 1}. Thirdly, the ideal πO is closed as πO = O ∩ (O∗)c,
which is the intersection of two closed subsets. (

Proposition 4.3.3. The (additive group of the) ring of integers O is a compact and
Hausdorff topological group. (

Proof. This proof is used as the proof of Lemma 3.8 in [Bro13]. All properties follows
from the fact that a basis of open neighbourhoods of a ∈ O is given by a + πnO,
n ∈ N. Suppose x + y ∈ a + πnO. Then also (x + πnO) + (y + πnO) ⊆ a + πnO,
hence the addition map O × O → O is continuous. The inverse image of a + πnO
under inversion is precisely −a + πnO, hence inversion is continuous as well, making
O a topological group.

For any a, b ∈ O with a 6= b there is some n such that a 6≡ b (mod πnO), hence
(a + πnO) ∩ (b + πnO) = ∅ and we obtain that O is Hausdorff.

Now suppose there is some open covering {Ui : i ∈ I} of O that can not be reduced
to a finite covering. Let A1 ⊆ O be a set of representatives of all equivalence classes in
O/πO = k. Then O is covered by open sets of the form x + πO, x ∈ A1. As k is finite,
this is a finite covering. As {Ui : i ∈ I} could not be reduced to a finite covering, it
follows that there exists an x0 ∈ A1 such that the cover {Ui : i ∈ I} can not be reduced
to a finite cover of x0 +πO. Repeating this gives an x1 such that {Ui : i ∈ I} can not be
reduced to a finite cover of x0 + x1π + π2O. We obtain a sequence of elements x0, x0 +

x1π, x0 + x1π + x2π2, . . . such that x0 + · · ·+ xn−1πn−1 + πnO can not be covered by
finitely many Ui, i ∈ I. As O is complete and this sequence is a Cauchy sequence, it
follows that it has a limit x = x0 + x1π + x2π2 + · · · ∈ O. There exists a j ∈ I such that
x ∈ Uj. Because Uj is open, it contains for some n ∈N the open set x + πnO (as these
open sets form the basis). However, x + πnO = x0 + · · ·+ xn−1πn−1 + πnO, which is
now covered by only Uj, which is a contradiction. We conclude that O is compact. |

Corollary 4.3.4. The field K is locally compact, as any x ∈ K has the compact open
neighbourhood x +O. (
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If we consider the basis of open neighbourhoods of 0 ∈ O, namely the sets πnO, we
note that they are subgroups of O. Moreover, as O is abelian, they are even normal
subgroups. Combining this with Proposition 4.3.3 leads to the following lemma.

Lemma 4.3.5. The topological group O is a profinite group. (

Corollary 4.3.6. There is an isomorphism of topological groups

O ∼= lim←−
n∈N

O/πnO. (

As a result, any element x ∈ O has a unique representation as a sequence (a0, a1, . . . ) ∈
lim←−n∈N

O/πnO. Note that an ≡ am (mod πmO) for all n ≥ m. Let An ⊆ O be a set of rep-
resentative of the equivalence classes of O/πnO. We can inductively create a sequence
x0, x1, . . . , xi ∈ Ai such that (a0, a1, a2, . . . ) = (x0 (mod πO), x0 + x1π (mod π2O), x0 +

x1π + x2π2 (mod π3O), . . . ). The limit of this sequence is precisely x, hence we can
write x = ∑

n∈Z≥0

xiπ
i.

The subset O∗ of O is in general not equipped with the subspace topology; if R is a
ring and a topological group for addition, then the inverse map −1 : R∗ → R∗ may fail
to be continuous in the subspace topology, which means that R∗ is not a topological
group. The topology on multiplicative group R∗ is given by the subspace topology
obtained by embedding R∗ into R × R via u 7→ (u, u−1). With this, the inverse map
is continuous, and the composition R∗ → R × R → R given by u 7→ (u, u−1) 7→ u
is a continuous injection R∗ → R with image R∗ ⊆ R, hence this topology on R∗ is
finer than the subspace topology from R. An example of such a ring R is the adele ring,
which we will encounter in Section 7.4.2.

Going off on a bit of a tangent, this construction is similar to a possible proof that
A1 − {0} is a variety: A1 − {0} is not the zero set of a polynomial in a single variable
(i. e. if we embed A1− {0} into A1 we do not obtain the desired result), while embed-
ding it into A2 via u 7→ (u, u−1) makes it the zero set of the polynomial xy− 1, hence
A1 − {0} is a variety.

Let us return to the matters at hand: the properties of O∗.

Proposition 4.3.7. The topological group O∗ is compact and Hausdorff. (

Proof. As O is compact and Hausdorff, so is O ×O. It follows that O∗ is Hausdorff
as well. Consider

(O ×O)−O∗ = {(x, y) ∈ O ×O : xy 6= 1}.

For any (x, y) in this set we have xy 6= 1, hence for some n ∈ N we have xy 6≡
1 (mod πnO). Then, for any x′ ∈ x + πnO and y′ ∈ x + πnO we have x′y′ 6≡
1 (mod πnO), thus x′y′ 6= 1. As a result, (x + πnO)× (y + πnO) ⊆ (O ×O)−O∗,
hence (O×O)−O∗ is open, thus O∗ is closed. A closed subset of a compact space is
compact, hence O∗ is compact. |

We end with one last remark on O∗: as O ∼= lim←−n∈N
O/πnO, we have

O∗ ∼= lim←−
n∈N

(O/πnO)∗.
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5
I N T R O D U C T I O N

In class field theory, the abelian extensions of a field are studied, i. e. the Galois ex-
tensions with abelian galois group. Abelian extensions are somewhat easier to com-
prehend for a number of reasons, e.g. because all subgroups of an abelian group are
normal. It follows from the Galois correspondence that the closed/open subgroups of
the Galois group all correspond to Galois subextensions. The objective is to describe
Gal(Kab/K) using only objects within the field K itself.

“The object of class field theory is to show how the abelian extensions of an algebraic number
field K can be determined by objects drawn from our knowledge of K itself; or, if one prefers to

present things in dialectic terms, how a field contains within itself the elements of its own
transcending.”

— Chevalley, 1940 (translated)

The main theorem is Theorem 7.4.8, which approximates the structure of Gal(Kab/K)
with the use of a map called the global Artin map. The approach we take here will be
using completions: local fields associated to a prime ideal or embedding of a global
field. The extensions of a global field can be described via extensions of these com-
pletions. The first chapter will therefore deal with local class field theory: the study of
abelian extensions of local fields. In this chapter we construct the local Artin map, which
approximates the structure of the maximal abelian Galois group of a local field. Sub-
sequently, we connect extensions of global fields with extensions of their completions,
so that we can use the local Artin maps of the completions to form the global Artin
map.

In the next two chapters, whenever we talk about an extension, we will assume that
this extension is both algebraic and separable.
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6
L O C A L C L A S S F I E L D T H E O RY

We continue the study of local fields from Chapter 4 by investigating the extensions of
local fields. The main theorem of this chapter is Theorem 6.4.2. It states the existence
of the local Artin map, which connects the subgroups of the units of a local field with
the finite abelian extensions of the field.

6.1 extensions of local fields

As mentioned, we will assume all extensions to be algebraic and separable. Moreover,
for every field we fix an algebraic closure. An extension is therefore Galois precisely
when it is normal. Any finite extension L/K that fails to be normal is contained in a fi-
nite Galois extension (that lies in the fixed algebraic closure) called the Galois closure of
L. It is defined as the smallest field containing L that is Galois over K. It is constructed
using the primitive element theorem: L can be written as K(α) for some element α

algebraic over K, then the Galois closure of L is the splitting field of α over K. As L is
a finite extension, the Galois closure is a finite as well.

In the upcoming paragraphs, let L/K be an extension of degree n, where K is a local
field with valuation v (and absolute value | · |), ring of integers O, residue field k. The
first question is whether L is a local field with a valuation vL that extends v. We will
state theorems in the next paragraph that show that this is indeed the case if L/K is
finite and that the valuation vL is obtained very naturally.

In fact, the valuation is unique. To prove this, we borrow a fact from linear algebra,
which will be useful as L is an n-dimensional vector space over K.

Proposition 6.1.1. Let K be a field, complete with respect to an absolute value | · |. If
V is a finite-dimensional vector space over K, then any two norms on V are equivalent
and V is complete with respect to any norm. (

Proof. Theorem 0.1 of [Zho11]. |

Corollary 6.1.2. Any two extensions of the absolute value of | · | on K to L are
equal. (

Proof. By considering L as a finite-dimensional vector space over K, the absolute
values on L can be seen as norms, which must be equivalent. However, they agree on
K, hence they must be equal. |

Define OL as the integral closure of OK in L. Note that OK is a Dedekind domain.
We prove that OL is a Dedekind domain as well.

Proposition 6.1.3. Let R be a Dedekind domain, K = Frac(R) and L/K a finite exten-
sion. Then the integral closure of R in L is again a Dedekind domain. (

Proof. Theorem 4 of [Mor14]. |

As Dedekind domains have unique prime factorisation, the unique prime ideal πOK

of K factors uniquely in OL, say πOL = pe1
1 . . . per

r . Note that r ≥ 1 as πOL 6= L. Each
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of those prime ideals induces a valuation vpi and absolute value | · |pi , and because for
any i 6= j there exists an element a ∈ OL such that a ∈ pi, a 6∈ pj, the valuations (and
absolute values) are not equivalent. However, they are all extensions of (a valuation
equivalent to) v, hence, using Lemma 6.1.2, we find that r ≤ 1. We conclude that there
exists only a single prime lying over πOL, so we have πOL = pe. As a result, L has a
single prime ideal p. It is therefore also the unique maximal ideal, hence it consists of
all non-units.

The valuation vL is the valuation induced by p. We can make the valuation vL explicit
using the following theorem:

Theorem 6.1.4. Suppose L is a finite extension of a local field K of degree n. Denote by
σ1, . . . , σn the n distinct embeddings of L into its Galois closure over K. The valuations
v and | · | on K can be extended uniquely to vL and | · |L on L by

vL(x) =
1
n

v(NL/K(x)) and |x|L = n
√
|NL/K(x)|,

where NL/K is the norm map given by NL/K(x) = ∏i σi(x). (

Proof. Theorem 3.2 of [Sch12]. |

As was the case with OK, we have O∗L = {x ∈ OL : |x|L = 1}, hence p = {x ∈
OL : |x|L < 1}. However, as v is a discrete valuation, so is vL, thus by Lemma 4.1.5,
p is principal, say p = πLOL, which is a uniformiser of L. As pe = πOL, we find
that vL(πL) = 1

e . This e is called the ramification index. The extension L/K is called
unramified if e = 1 and ramified otherwise. If e = n, the extension is said to be totally
ramified. Define kL = OL/πLOL.

Proposition 6.1.5. The extension kL/k is finite. If we let f be the degree of this exten-
sion, then e f = [L : K]. (

Proof. Theorem 3.5(a) of [Sch12]. |

These results combined show that L is itself a local field.
A result of the previous theorems is that valuation interacts nicely with the Galois

group of a Galois extension of local fields:

Corollary 6.1.6. The elements of the Galois groups of L/K preserve valuation. As a
direct consequence, for any σ ∈ Gal(L/K) we have σO∗L = O∗L and σmL = mL. (

Proof. For any α ∈ L and σ ∈ Gal(L/K) we have NL/K(α) = ∏τ∈Gal(L/K) τα =

∏τ∈Gal(L/K) τσα = NL/K(σα) as multiplication with σ (from the right as well as the
left) is a bijection of Gal(L/K), thus also vL(α) = vL(σα). |

6.2 unramified extensions

In this section we consider the finite unramified extensions of a local field K, i. e. the ex-
tensions with ramification index equal to 1. It is possible to characterise all unramified
finite Galois extensions, as explained by the lemmata below. We begin with a lemma
that associates the finite unramified Galois extensions with the induced extension of
residue fields.
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Lemma 6.2.1. Let L/K be a finite Galois extension of local fields and let kL be the
residue field of L. If L/K is unramified, there exists an isomorphism Gal(L/K) ∼−→
Gal(kL/k). Moreover, the inverse is true as well; if Gal(L/K) ∼= Gal(kL/k), then L/K
is unramified. (

Proof. By the primitive element theorem, we can write kL = k[a], and let f (X) ∈ k[X]

be the minimal polynomial of a. Finite fields are perfect, hence kL/k is a separable
extension, i. e. f does not have any double roots. We can lift f to a polynomial f (X) ∈
K[X]. Using Hensel’s Lemma we know that there is a unique α ∈ L that is a root of
f and α = a. However, L/K is Galois, hence the extension is normal, thus f must
split completely in L. Returning to kL, as f did not have any double roots, f splits
completely in kL. Thus kL/k is normal and consequently Galois.

Corollary 6.1.6 states that any element σ of Gal(L/K) leaves OL and mL intact, hence
σ induces a field automorphism σ : OL/mL → OL/mL, which is in turn an element of
Gal(kL/k). As σ · τ = σ · τ, the map Gal(L/K) → Gal(kL/k) given by σ 7→ σ is a
homomorphism.

If L/K is unramified, we have [L : K] = [OL : O] = [OL/(π) : O/(π)] = [kL : k].
This implies that L is the splitting field of f , i. e. L = K(α). The elements of σ send
α to another root of f , and no two different elements in Gal(L/K) will send α to
the same root. All roots of f are distinct as kL/k is separable, thus the elements of
Gal(kL/k) will send a = α to the other roots of f . Similarly, no two different elements
in Gal(kL/k) will send a to the same root of f . By Hensel’s Lemma, for every root a of
f there is precisely one root of f that is mapped to a under the quotient map, the map
Gal(L/K)→ Gal(kL/k) is injective and surjective, hence an isomorphism.

Suppose, on the other hand, we have Gal(L/K) ∼= Gal(kL/k). This implies [L : K] =
#Gal(L/K) = #Gal(kL/k) = [kL : k], and thus

[OL/πOL : O/πO] = [OL : O] = [L : K] = [kL : k] = [OL/mL : O/m].

As πO = m and OL has at most one ideal of each index, we see that πOL = mL,
proving that L/K is unramified. |

Corollary 6.2.2. As all extensions of finite fields are cyclic, we see that unramified
finite Galois extensions of local fields have cyclic Galois group. (

Another result of the proof is that we have a homomorphism Gal(L/K)→ Gal(kL/k).
This homomorphism is surjective by Hensel’s Lemma: an automorphism of the ex-
tension kL/k is determined by a permutation of the roots of the polynomial of the
extension, which we can lift to roots of the polynomial of L/K, where we can follow
the same permutation. This results in the following proposition.

Proposition 6.2.3. There exists a surjective homomorphism Gal(L/K) → Gal(kL/k).
If we denote the kernel of this sequence by I(L/K) (sometimes abbreviated to I), we
obtain an exact sequence

1 I(L/K) Gal(L/K) Gal(kL/k) 1. ( (1)

Explicitly, we can write

I(L/K) = {σ ∈ Gal(L/K) : σx ≡ x (mod mL) ∀ x ∈ L},

and #I(L/K) = e.
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Proof. An element σ of Gal(L/K) is trivial in Gal(kL/k) precisely when σ leaves all
elements fixed mod mL, hence the explicit form of I(L/K) follows.

As n = #Gal(L/K), f = Gal(kL/k), and e f = n (Proposition 6.1.5), we find that
I(L/K) contains e elements. |
Corollary 6.2.4. If L/K is an unramified extension of local fields, then there exists a
unique automorphism FrobL/K that maps to the Frobenius generator of the finite field
extension kL/k. This automorphism will be called the Frobenius element of L/K. (

Proposition 6.2.5. Let L/K and M/K be two extensions of K. If L/K is unramified,
then LM/M is unramified. (

Proof. Chapter II, Section 7, Proposition 7.2 of [NS99]. |
Corollary 6.2.6. The composite of two unramified extensions is again unramified. (

Proof. Call the extensions L/K and M/K. By the previous proposition, we have
that LM/M is unramified. As M/K is unramified, we have an unramified tower of
extensions LM/M/K, hence LM/K is unramified. |
Lemma 6.2.7. For a local field K and a positive integer n, there exists a unique un-
ramified Galois extension L of degree n over K. It has a Galois group isomorphic to
Z/nZ. (

Proof. Suppose the residue field k of K has q elements, where q is some power of
p. The extensions of k are given by Fqn (the unique extension of degree n), obtained
by adjoining the roots of Xqn − X to k. Let f (x) ∈ k[x] be the minimal polynomial for
Fqn /k and lift this to f (x) ∈ K[x]. As f (x) is irreducible mod m, it is an irreducible
polynomial. Let L be the splitting field of f (over K). As the roots of f are all distinct
(the extension Fqn /k is separable as k is perfect), the roots of f in L are all distinct
as well. As L is defined as the splitting field of f , L/K is Galois. Moreover, both f
and f have the same degree, hence L/K and Fqn /k are extension of the same degree.
As f̄ is the minimal polynomial for Fqn /K, we obtain Fqn ⊆ kL, thus we find [kL :
k] ≥ [Fqn : k] = [L : K]. However, we have already shown that [L : K] ≥ [kL : k],
hence we find [L : K] = [kL : k]. Using the proof of Lemma 6.2.1, we find that L/K
is unramified. Moreover, Gal(L/K) ∼= Gal(kL/k) = Z/nZ. Hence we have created an
unramified Galois extension L/K of degree n.

To show that this is unique, suppose we have a different unramified Galois extension
M/K of degree n. Let E := M ∩ L. By assumption, E 6= M, L. The extensions L/E and
M/E are unramified as well, thus both have a cyclic Galois group, both of the same
order unequal to 1. Moreover, LM/E is an unramified extension by Corollary 6.2.6.
However, As L ∩M = E, we have Gal(LM/E) = Gal(L/E)×Gal(M/E), which is not
cyclic as Gal(L/E) and Gal(M/E) are cyclic of the same order. This contradicts the
fact that Gal(LM/E) is unramified; the unramified Galois extension of K of degree n
is thus unique. |

Let Kn stand for the unique unramified Galois extension of K of degree n. As the
compositum of two unramified extensions is again unramified, it makes sense to take
the composite of all unramified Galois extensions of a local field K: denote this by
Kur. It is known as the maximal unramified extension. Using Lemma 6.2.7, we see that
Gal(Kur/K) = lim←−Gal(Kn/K) = lim←−

Z/nZ = Ẑ. Interestingly enough, this is indepen-
dent of K.

This concludes the section on unramified extensions; we know what the unramified
Galois extensions of a local field look like, and we have found the Galois group of the
maximal unramified extension.
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6.3 totally ramified extensions

Recall that an extension L/K of degree n is called totally ramified if the extension of
the valuation of K to L has image 1

n Z ∪ {∞}. Alternatively, one might state that the
prime elements π resp. πL of K resp. L abide π = uπn for some u ∈ O∗, i. e. m =

(π) = (πL)
n = mn

L. Interestingly, we have [kL : k] = [OL/mL : O/m] = 1
n [
OL/m : O/m] =

1
n [OL : O] = 1

n [L : K] = 1, so we see that the residue field has not grown at all! This is
in sharp contrast with the unramified extensions, where we had [kL : k] = [L : K].

Unfortunately, totally ramified extensions are not as easily characterised as unrami-
fied extensions. First of all, the compositum of the totally ramified extensions need not
be totally ramified. We illustrate this with a small example below. Furthermore, the
extensions are often based on polynomials that depend on the choice of uniformiser,
creating many different totally ramified extensions.

Example. We start with an example where the composite of two totally ramified
extensions is not totally ramified. Consider the local field Qp with uniformiser p. Let
q be a nonsquare modulo p and the extensions Qp[

√
p] and Qp[

√
pq] (these extensions

are different as q is a nonsquare). These are both extensions of degree 2, and in the
fields the ideal (p) factorises as (

√
p)2 resp. (

√
pq)2 = (pq) = (p), thus both extensions

are totally ramified. However, the composite Qp[
√

p,
√

pq] = Qp[
√

p,
√

q] is not totally
ramified as it contains the subfield Qp[

√
q], which is an unramified extension of Qp as

the maximal ideal (p) remains inert.

However, not all hope is lost; there is still a great deal of structure to be found in to-
tally ramified extensions. For this, we start with the notion of an Eisenstein polynomial:

Definition 6.3.1 (Eisenstein polynomial). A polynomial a0xn + a1xn−1 + · · ·+ an ∈
O[x] is Eisenstein if v(a0) = 0, v(ai) ≥ 1 for all 1 ≤ i < n and v(an) = 1. (

Proposition 6.3.2. Any Eisenstein polynomial is irreducible. (

Proof. Suppose an Eisenstein polynomial f (x) = a0xn + a1xn−1 + · · · + an is not
irreducible and write f (x) = g(x)h(x), where both g(x) = g0xa + · · ·+ ga and h(x) =
h0xb + · · ·+ hb are polynomials in O[x]. We can expand the product:

g(x)h(x) = (g0xa + · · ·+ ga)(h0xb + · · ·+ hb)

= g0h0xa+b + · · ·+ (ga−1hb + gahb−1)x + fagb.

As v(gahb) = v(an) = 1, we have either v(ga) = 0 and v(hb) = 1 or v(ga) = 1 and
v(hb) = 0. Without loss of generality, assume the former. As v(ga−1hb + gahb−1) =

v(an−1) ≥ 1 and v(ga) = 1, v(hb) = 0, we must have v(ga−1) ≥ 1. Proceeding with
the coefficient of x2, we find v(ga−2hb + ga−1hb−1 + gahb−2) ≥ 1, hence v(ga−2) ≥ 1. By
repetition of this argument we see that v(gi) ≥ 1 for all 0 ≤ i ≤ a, contradicting the
fact that v(g0h0) = v(a0) = 0. Thus any Eisenstein polynomial is irreducible. |

As a corollary, the Eisenstein polynomials are suitable as polynomials for extensions
of K. In fact, they play a much bigger role, clarified by the following theorem:

Theorem 6.3.3. An extension L/K of local fields is totally ramified precisely when
L = K(α), with α a root of an Eisenstein polynomial. (

Proof. Theorem 2.4 of [Cai10]. |



40 local class field theory

Corollary 6.3.4. There exists a totally ramified extension of K of degree n for any
n ≥ 1. (

Proof. The polynomial Xn − π is Eisenstein for any uniformiser π of K. |

As mentioned, the composite of two totally ramified extensions is not necessarily
totally ramified. As a result, we cannot create a "maximal totally ramified extension"
in the same manner we did for unramified extensions. It is, however, still possible to
create a tower of totally ramified extensions (of which the composite is totally rami-
fied), which itself does not contain all totally ramified extensions, but once combined
with Kur, it will contain every totally ramified extension. To construct this tower we
need the so-called Lubin-Tate formal group laws, about which we will only state the
most important results.

In the following sections, we will heavily use the polynomial f (X) = Xq + πX for a
fixed uniformiser π. Note that f (X)/X is an Eisenstein polynomial.

Theorem 6.3.5 (Lubin-Tate formal group law). There exists a unique power series
Ff ∈ O[[X, Y]] such that Ff (X, Y) ≡ X + Y mod deg 2, Ff (X, Y) = Ff (Y, X) and
f ◦ Ff = Ff ◦ f called the commutative formal group law. (

Proposition 6.3.6. For every a ∈ O, there exists a unique [a] ∈ O[[X]] such that
[a] ≡ aX (mod deg 2) and [a] ◦ f = f ◦ [a]. (

Proof. Lemma 4.2 of [Rie06]. |

Here mod deg 2 means that we only consider linear and constant terms. An im-
portant remark is that [π] = f . The notation X +Ff Y := Ff (X, Y) is often used. Let
ms = {α ∈ Ks | |α| < 1}, where the absolute value of α in Ks is the absolute value of
α in K(α). With the Lubin-Tate formal group law, we can adhere an O-module struc-
ture to ms using +Ff and a · α = [a](α). Call the resulting O-module Λ. Consider the
submodules Λn := Ann(πn) = {α ∈ Λ : πn · α = 0} for any n ∈ N and note that
πn · α = 0 precisely when f n(α) = 0, where f n = f ◦ f ◦ . . . ◦ f︸ ︷︷ ︸

n times

. It is immediate that

Λn−1 is a submodule of Λn for any n. As f is a polynomial, f n has finitely many roots,
thus Λn has a finite number of elements. Because O has only ideals of the form (πm),
it is a principal ideal domain. By the structure theorem for finitely generated modules
we have

Λn ∼= O/(πd1 )× · · · × O/(πdm ),

where the di are positive integers. In the separable closure, f has q distinct roots. How-
ever, as we have seen, f (X)/X is Eisenstein, thus the roots all have positive valuation.
Hence all the roots of f lie in Λ. As a result, Λ1 has q = #O/(π) elements, and the
structure theorem guarantees Λ1

∼= O/(π).
For the other Λn, we prove that there exists an exact sequence

0 Λ1 Λn Λn−1 0,π

where Λ1 → Λn is inclusion and π : Λ → Λ is given by multiplication with π. We
want to prove that this map is surjective, i. e. for all α ∈ Λ there is a β ∈ Λ with
f (β) = α. The polynomial f (X)− α has q different roots in Λ, and their product is ±α,
which has positive valuation, hence all roots must have positive valuation, thus they
lie in Λ. So not only is π surjective, it is even a q-to-1 map. As α ∈ Λn ⇔ f n(α) = 0,
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we can restrict π to a homomorphism π : Λn → Λn−1. Moreover, we claim that
π−1(Λn−1) = Λn. Suppose α ∈ Λn−1 and let β ∈ Λ such that f (β) = α. As α ∈ Λn−1,
we have f n(β) = f n−1(α) = 0, hence β ∈ Λn. Hence the restriction π : Λn → Λn−1 is
a surjective q-to-1 map. Moreover, it is clear that ker(π) = Ann(π) = Λ1.

Using the exact sequence, combined with the fact that #Λ1 = q, we inductively find
#Λn = qn. Assume as an induction hypothesis that Λi

∼= O/(πi) for all 1 ≤ i ≤ n
(this holds for the base case n = 1). Using the structure theorem, we have either
Λn+1

∼= O/(πn)× O/(π) or Λn+1
∼= O/(πn+1) as it must contain Λn ∼= O/(πn). As Λn+1 is

not annihilated bu πn by construction, but O/(πn)× O/(π) is, we find Λn+1
∼= O/(πn+1).

As a result, we have Aut(Λn) = (O/(πn))∗.
Define Kπ,n := K[Λn]. We obtain a tower of extensions K ⊆ K[Λ1] ⊆ · · · ⊆ K[Λn] ⊆

. . . .

Proposition 6.3.7. For any n, Kπ,n is a totally ramified extension of degree (q− 1)qn−1

with Galois group isomorphic to (O/(πn))∗. (

Proof. We create intermediate extensions between K and Kπ,n to show the desired
results.

Let α1 be any nonzero root of f . As f (X)/X is Eisenstein, K[α1]/K is totally ramified of
degree q− 1. Then consider the polynomial Xq + πX − α1 ∈ OK[α1][X]. As mentioned
in the proof of Theorem 6.3.3, α1 is a uniformiser of K[α1], hence Xq + πX − α1 is
an Eisenstein polynomial in OK[α1][X]. Take any root α2 and we obtain an extension
K[α1, α2]/K[α1], which is totally ramified of degree q. We have K[α1, α2] = K[α2] as
α1 = α

q
2 + πα2. We can repeat this process to obtain α1, . . . , αn, where αi is a root of

f (X)− αi−1, or f (αi) = αi−1. Note that as α1 is a root of f unequal to zero, αi is a root
of f i, but not of f i−1.

As K ⊆ K[α1] ⊆ · · · ⊆ K[αn] is a tower obtained by adhering a root of an Eisenstein
polynomial to the previous extension. It follows from Theorem 6.3.3 that all extensions
are totally ramified, and [K[α1] : K] = q− 1, while [K[αi] : K[αi−1]] = q for i > 1. Hence
K[αn]/K is a totally ramified extension of degree (q− 1)qn−1.

As mentioned, αn is a root of f n, hence K[αn] ⊆ Kπ,n. The elements of the Galois
group of Kπ,n permute the elements of Λn. As the Galois elements commute with
polynomials, i. e. σ(g(α)) = g(σ(α)), they commute with power series as well, thus
the elements of the Galois group act as O-module isomorphisms on Λn. As a result,
Gal(K[Λn]/K) is (isomorphic to) a subgroup of Aut(Λn) ∼= (O/(πn))∗, which has or-
der (q− 1)qn−1. Hence #Gal(K[Λn]/K) ≤ (q− 1)qn−1, thus [Kπ,n : K] ≤ (q− 1)qn−1.
However, we have seen that K[αn] ⊆ Kπ,n, and K[αn]/K is an extension of degree
(q− 1)qn−1. We conclude that K[αn] = Kπ,n, thus Kπ,n is a totally ramified extension
of degree (q− 1)qn−1. Furthermore, Gal(K[Λn]/K) is isomorphic to the entire group
Aut(Λn), thus Gal(K[Λn]/K) ∼= (O/(πn))∗. |

Let Kπ :=
⋃

n Kπ,n. As Kπ,n ⊆ Kπ,n+1 and Kπ,n is totally ramified for all n with
Galois group (O/(πn))∗, we have Gal(Kπ/K) ∼= lim←−Gal(Kπ,n/K) ∼= lim←−(

O/(πn))∗ ∼= O∗.
The extension Kπ is still dependent on the choice of uniformiser π.

6.4 the maximal abelian extension

This final section states the central theorem of local class field theory (Theorem 6.4.2):
the existence of the local Artin map, which creates a connection between the sub-
groups of K× and the finite abelian extensions of K. Our starting point is Lemma 6.4.1,
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we uses the previous sections to help structure the Galois group of the maximal
abelian extension Kab, which is the composite of all finite abelian extensions.

6.4.1 construction of the maximal abelian extension

So far we have explored the unramified extensions, from which we obtained a compos-
ite of all unramified extensions Kur, and the totally ramified extensions, from which
we obtained a union of a tower of extensions Kπ. They combine nicely in the following
lemma:

Lemma 6.4.1. For any choice of uniformiser π we have Kab = Kur · Kπ. As a result,
Gal(Kab/K) ∼= Gal(Kur/K)×Gal(Kπ/K) ∼= Ẑ×O∗. (

Proof. Section 6.1 of [Rie06]. |

We make two important remarks about this lemma: firstly, even though Kπ is de-
pendent on the choice of π, Kab is not. Secondly, as K× ∼= Z×O∗ (recall that every
element can be written uniquely as u× πn, n ∈ Z, u ∈ O∗) it seems that there may
exist a map K× → Gal(Kab/K), using an embedding Z → Ẑ and an automorphism
of O∗. It turns out that this is indeed the case.

6.4.2 the local artin map

In this final section we will state the main theorem of local class field theory: the
existence and unicity of a group homomorphism K× → Gal(Kab/K) that contains all
information on the Galois groups of finite abelian extensions of K.

The full theorem is as follows:

Theorem 6.4.2. Let K be a local field with uniformiser π. There exists a unique con-
tinuous group homomorphism φ : K× → Gal(Kab/K) known as the local Artin map
such that

1. we have induced isomorphisms K×/NL/K(L×) ∼−→ Gal(L/K) via a 7→ φ(a)
∣∣

L for any
finite extension L/K;

2. the restriction of φ(π) to a finite unramified extension L of K for any uniformiser
π is the Frobenius automorphism of L/K, i. e. φ(π)

∣∣
L = FrobL/K.

Moreover, any open subgroup of K× of finite index is of the form NL/K(L×) for some
finite abelian extension L of K. (

Proof. Theorem 5.1 of [Rie06]. |

We can describe the map using the decompositions of the previous sections (see
page 21 of [Rie06]):

1 O∗ K× Z 1

1 Gal(Kab/Kur) Gal(Kab/K) Gal(Kur/K) 1.

φ
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The map O∗ → Gal(Kab/Kur) ∼= Gal(Kur/K) is an isomorphism, given by sending u ∈
O∗ to the automorphism [u−1] f , where again f = Xq +πX. The map Z→ Gal(Kur/K)
sends n to Frobn, where

Frob = ∏
L/K

finite abelian

(FrobL/K) ∈ lim←−
L/K

finite abelian

Gal(L/K) ∼= Gal(Kur/K),

the universal Frobenius.

By descending to a finite abelian extension L/K and using the exact sequence from
Proposition 6.2.3 we can extend the diagram above to include a third row:

1 O∗ K× Z 1

1 Gal(Kab/Kur) Gal(Kab/K) Gal(Kur/K) 1

1 I(L/K) Gal(L/K) Gal(kL/k) 1.

φ

As all finite extensions of finite fields are generated by the Frobenius, that induced
map Z→ Gal(kL/k) is surjective. As the map O∗ → Gal(Kab/Kur) is an isomorphism
and Gal(Kab/Kur) → I(L/K) is surjective, the composite O∗ → I(L/K) is surjective
as well for any finite abelian extension L/K.





7
G L O B A L C L A S S F I E L D T H E O RY

As in the chapter on local fields, global class field theory studies the finite abelian ex-
tensions of a global field. The first sections are mostly definitions and basic theorems,
so that in Section 7.4 we can state the central result of global class field theory, The-
orem 7.4.8. It states the existence of a map that approximates the maximal abelian
Galois group Gal(Kab/K) and is called the global reciprocity map or global Artin map.
This map comes to life by making a connection between global field extensions and
local field extensions, Theorem 7.4.2, after which we can rely on the local reciprocity
map to define this global reciprocity map.

7.1 counting extensions of global fields

This short section is devoted to showing that global fields have countably many exten-
sions.

Lemma 7.1.1. Suppose S is a countable set. Then the polynomial ring S[X] is count-
able as well. (

Proof. Let Sn[X] be the polynomials of degree n. Then we have a bijection Sn[X] →
Sn+1 via

n

∑
i=0

siXi 7→ (s0, s1, . . . , sn).

As S is countable, Sn+1 is countable, hence Sn[X] is countable. Because we have S[X] =⋃
n∈N

Sn[X], which is a countable union of countable sets, we find that S[X] is countable

as well. |

Theorem 7.1.2. Any global field K has countably many finite extensions. (

Proof. A global field is either a finite extension of Q or Fq(T) for some prime power q
and transcendent element T. Any finite extension of K is therefore either a finite exten-
sion of Q or a finite extension of Fq(T). Certainly Q is countable, and by Lemma 7.1.1
we find that Fq(T) is countable as well.

Let F be either Q or Fq(T). The finite extensions of F are obtained by adding a
root of a polynomial in F[X] to F. By Lemma 7.1.1 only countable many such polyno-
mials exist, and each of those polynomials has a finite number of roots, hence there
are countably many roots of polynomials over F. Thus F has countably many finite
extensions, and it follows that K has countably many finite extensions as well. |

7.2 splitting behaviour of primes

We prove that for any Galois extension it is possible to define certain subgroups of the
Galois group that separate the types of behaviour that the primes can display, namely
splitting, ramification, and staying inert.

We start with an important theorem on the behaviour of prime ideals in finite ex-
tensions, taken from J.S. Milne’s Algebraic Number Theory, [Mil14].

45
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Theorem 7.2.1. Let L/K be an extension of global fields of degree n. Let p be a prime
ideal (or equivalently a finite prime) of K and q1, . . . , qg the primes of L dividing p,
and write ei respectively fi for the ramification index respectively residue class degree.
Then

g

∑
i=1

ei fi = n.

If additionally L/K is Galois, then all ei and fi are equal, which will be named e and f
respectively, (so we have e f g = n) and Gal(L/K) acts transitively on the prime ideals
of L dividing p. (

Proof. Theorem 3.34 of [Mil14]. |

7.2.1 decomposition and inertia groups

Fix a finite extension L/K of degree n and let G = Gal(L/K). We define a pair of
groups associated to G, namely the decomposition and inertia group. Using the groups
we can split the extension L/K into a tower of extensions L/LI/LD/K, where in every
extension the primes over a certain prime of K exhibit only a single type of behaviour:
in LD/K, they split completely, in LI/LD, they are completely inert, while in L/LI ,
they are totally ramified.

Definition 7.2.2 (decomposition group). Let L/K be an extension of global fields
with Galois group G. Let p be a finite prime of K and q a (finite) prime of L lying over
p. Define the decomposition group of q, Gq, as

Gq = {σ ∈ G | σq = q}. (

The decomposition group will help establish a connection between Galois exten-
sions of global fields and their localisations.

Lemma 7.2.3. The decomposition groups Dq corresponding to primes q of L lying
over the same prime p of K are conjugate in G. (

Proof. For any σ, τ ∈ G, as they are field automorphisms, we have (τστ−1)(q) = q

precisely when σ(τ−1(q)) = τ−1(q). Hence τστ−1 ∈ Dq if and only if σ ∈ Dτ−1(q)

and therefore τ−1Dqτ = Dτ−1(q). By Theorem 7.2.1, G acts transitively on the set of
primes dividing p, and therefore we obtain that the decomposition groups are indeed
conjugate in G. |

Corollary 7.2.4. From the Orbit-Stabiliser Theorem we deduce that [G : Dq] = g, the
number of primes in L dividing p, for any q dividing p. (

Theorem 7.2.5. For readability, write D = Dq. The fixed field LD of D, defined by

LD = {a ∈ L : σa = a for all σ ∈ D},

is the smallest subfield E ⊆ L such that g(L/E) = 1. (

Proof. We have Gal(L/LD) ' D and q ∩ LD is a prime of LD. Theorem 7.2.1 states
that D acts transitively on the primes lying over q ∩ LD. However, by definition D
leaves q invariant, thus q must be the only prime in L dividing q∩ LD. Thus g(L/LD) =

1.
Conversely, if E ⊆ L is such that q is the only prime lying over q∩ E, then Gal(E/L)

certainly fixes q, hence Gal(E/L) ⊆ Dq, or LD ⊆ E. |
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The proposition effectively states that when going from LD to L, the primes above
p do not split, but stay inert or ramify (or some combination). We can strengthen this
somewhat by showing that when going from K to LD, p splits completely. Please be
aware that LD/K need not be Galois. (For this D would need to be a normal subgroup.
This is a bit of foreshadowing, we will later consider abelian extensions and LD/K
will then be Galois.)

Proposition 7.2.6. We have e(L/LD) = e(L/K)(= e) and f (L/LD) = f (L/K)(= f ).
As a result, the prime p only ramifies and/or stays inert when going from LD to L, not
from K to LD, where it only splits (completely). (

Proof. We have #D = #G/[G:D] = e f g/g = e f . Recall g(L/LD) = 1, hence

e(L/LD) f (L/LD) = [L : LD] = #D = e f .

However, LD is a subextension of L/K, hence e(L/LD) ≤ e and f (L/LD) ≤ f , and we
may conclude the proposed. |

Corollary 7.2.7. LD is the largest field in which p splits completely. (

Denote by Fp = OK/p and Fq = OL/q the residue fields of p in K and q in L, respec-
tively. The finite field extension Fq/Fp is of degree f and has a cyclic Galois group
generated by the Frobenius automorphism Frobq.

Any Galois element σ of L/K abides σ(OL) = OL. If additionally σ(q) = q, i. e. σ ∈
Dq, then σ induces a field automorphism of Fq = OL/q. We obtain a reduction homo-
morphism Dq → Gal(Fq/Fp).

Lemma 7.2.8. The homomorphism Dq → Gal(Fq/Fp) is surjective. (

Proof. By the primitive element theorem, we have an ā ∈ Fq such that Fq = Fp(ā).
We can lift ā to an element a of OK ⊆ OLD . Let P = ∏σ∈Dq

(x− σ(a)) ∈ LD[x] be the
characteristic polynomial of a over LD. Returning to the residue fields, P̄ = ∏σ∈Dq

(x−
σ(ā)) is a polynomial in the polynomial ring of the residue field of the prime q ∩ LD.
Theorem 7.2.6 states that the residue field of q does not grow when going from K to LD

(as f (LD/K) = 1), thus P̄ ∈ Fp[x]. Moreover, ā is a root of P̄. However, as P̄ ∈ Fp[x],
the minimal polynomial of ā divides P̄, i. e. all Galois conjugates of ā must also be
roots of P̄. In particular, Frobq(a) is such a root, and is therefore of the form σ(â),
implying that Frobq is in the image of Dq → Gal(Fq/Fp). As Frobq is the generator of
Gal(Fq/Fp), this suffices to prove the lemma. |

Definition 7.2.9 (inertia group). The inertia group is defined as the kernel of the
homomorphism Dq → Gal(Fq/Fp). We obtain an exact sequence

1 Iq Dq Gal(Fq/Fp) 1. ( (2)

This implicit definition of an inertia group can be made more explicit:

Proposition 7.2.10. We have #Iq = e and

Iq = {σ ∈ G : σa ≡ a (mod q) for all a ∈ OL}. (
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Proof. The first assertion follows from the exact sequence as #Dq = e f and [Fq :
Fp] = f . Secondly, the elements in the kernel of Dq → Gal(Fq/Fp) are precisely those
that abide σa ≡ a (mod q) for all a ∈ OL, hence

Iq = {σ ∈ Dq : σa ≡ a (mod q) for all a ∈ OL}.

Suppose σ 6∈ Dq. Then σ−1 6∈ Dq, hence σ−1(q) 6= q. However, both are prime ideals,
hence (using, for example, the Chinese Remainder Theorem) we can find some a ∈ OL

that lies in q, but not in σ−1(q). Hence we have a ∈ q, while a 6∈ σ(q), hence σ(a) 6≡
a (mod q). We conclude that

Iq = {σ ∈ Dq : σa ≡ a (mod q) for all a ∈ OL}
= {σ ∈ G : σa ≡ a (mod q) for all a ∈ OL}. |

Corollary 7.2.11. The prime p of K is unramified in L/K precisely when the inertia
groups Iq are trivial. (

We have a similar fixed field theorem as we had for the decomposition group:

Theorem 7.2.12. Write I = Iq. Then LI is the largest subfield of L in which p is
unramified. (

Proof. Consider the prime q∩ LI of LI . As we have seen in Theorem 7.2.5, g(L/LD) =

1, hence g(L/LI) = 1 and we obtain that q is the only prime dividing q ∩ LI . As
the Galois group Gal(L/LI) is precisely the inertia group, we see from the exact se-
quence (2) that the Galois group of the extension Fq/Fq∩LI is trivial, hence Fq = Fq∩LI .
This implies that f (L/LI) = 1. As [L : LI ] = #I = e, we conclude that e(L/LI) =

e(L/LI) f (L/LI)g(L/LI) = [L : LI ] = e. In turn, this implies e(LI/K) = 1.
Now suppose we have a field K ⊆ E ⊆ L and the prime q ∩ E. The inertia group of

q over E, denoted IE, is equal to

IE = {σ ∈ Gal(L/E) : σa ≡ a (mod q) for all a ∈ OL} = I ∩Gal(L/E).

It follows that LIE = LI · E.
Suppose that p is unramified in E. Then e(L/LIE) = e(L/K)/e(LIE /K) = e/1 = e (here

e(L/LIE) is the ramification index of q∩ E in L). The ramification index of q∩ E in L is
equal to the index of the inertia field LIE in L (we have seen this in Proposition 7.2.10).
Hence

[L : LI · E] = [L : LIE ] = e(L/LIE) = e = [L : LI ],

and we conclude that E ⊆ LI . This proves the theorem. |
Corollary 7.2.13. Suppose we have two finite unramified extensions L1/K, L2/K.
Suppose they both lie in some finite Galois extension L/K. Then they lie in

⋂
LIq for all

primes in L, hence the compositum L1 · L2 does as well. Thus L1 · L2 is unramified. (

We can summarise the theorems in the following diagram:

•e •e
. . . •e •e

L

• • . . . • • LI

• • . . . • • LD

• K

totally ramified

completely inert

split completely

(3)
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Every black dot represents a prime, and the size of the dot symbolises the size of the
residue field. The credits for this picture and many proofs in this section go to William
Stein, [Ste04].

7.2.2 the frobenius element

If the prime p is unramified in L/K, the inertia groups are trivial, as we have seen in
Corollary 7.2.11. Hence, fixing a prime q of L dividing p, we obtain the exact sequence

1 1 Dq Gal(Fq/Fp) 1, (4)

i. e. an isomorphism Dq
∼−→ Gal(Fq/Fp). Thus there is a unique element in Dq that

maps to the Frobenius element of Gal(Fq/Fp) (the generator that raises every ele-
ment to the power #Fp). Denote this element by (q, L/K) (this is the notation used in
[Mil14].)

Proposition 7.2.14. The set of Frobenius elements {(q, L/K) : q | p} form a conjugacy
class, denoted (p, L/K). (

Proof. From Lemma 7.2.3 we know that the decomposition groups are conjugate. Let
τ ∈ G be such that τDq1 τ−1 = Dq2 . We can construct the following diagram:

Dq1 Gal(Fq1 /Fp)

Dq2 Gal(Fq2 /Fp).

τ◦·◦τ−1 id

The arrow on the right is an isomorphism as all residue class degrees are equal, hence
Fq1 ' Fq2 . Moreover, the diagram commutes as the Galois group of the finite field
extension is abelian. Hence we may conclude that τ(q1, L/K)τ−1 = (q2, L/K). |

Proposition 7.2.15. Let M/L/K be a tower of finite Galois extensions. Choose a
prime p of K, a prime q dividing p, and a prime r dividing q. Assume that r is un-
ramified over p. Then

(r, M/K) f (q/p) = (r, M/L). (

Moreover, (r, M/K)
∣∣

L = (q, L/K).

Proof. The Frobenius automorphism of Gal(Fr/Fp) is given by α 7→ α#Fp , while
for Gal(Fr/Fq) we have α 7→ α#Fq . By definition, [Fq : Fp] = f (q/p). The second
part follows as the Frobenius automorphism of Gal(Fr/Fp) restricts to the Frobenius
automorphism of Gal(Fq/Fp). |

7.3 abelian extensions

When considering abelian extensions of a global field, the engine of the decomposition
and inertia groups runs a bit more smoothly. This happens because every subgroup
of an abelian group is normal. As a result, the theorems of the previous section can be
strengthened.

Suppose L/K is a finite abelian extension. Let p be a prime ideal of K, with q1, . . . , qg

the primes of L dividing p.
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Lemma 7.3.1. The decomposition groups Dqi are all equal. (

Proof. We know that the decomposition groups are conjugate by Lemma 7.2.3. As
the decomposition groups are normal subgroups, which means the are fixed under
conjugation, they must all be equal. |

Hence we can write Dp = Dqi and we obtain an exact sequence

1 Ip Dp Gal(Fq/Fp) 1.

In abelian groups, all conjugacy classes consist of a single element. In particular,
(p, L/K) is just a single element, hence there exists an element, denoted Frobp(L/K),
that acts as the Frobenius element for all primes dividing p at the same time.

7.3.1 finite abelian extensions

A final important method of approaching finite abelian extensions comes from the
fundamental theorem of finite abelian groups:

Theorem 7.3.2 (fundamental theorem of finite abelian groups). Let G be a finite
abelian group. There exist finite cyclic groups A1, . . . , An such that G ∼=

⊕n
i=1 Ai. (

Proof. Theorem 6.9 of [Rot99]. |

Now suppose we have a finite abelian extension L/K with Galois group G and,

using the aforementioned fundamental theorem, we can write G ∼=
n⊕

i=1
Ai. For any

1 ≤ i ≤ n, let Bi =
⊕
j 6=i

Aj be a subgroup of G. As G is abelian, Bi is a normal subgroup

of G, hence LBi is a Galois subextension of L/K. Its Galois group is isomorphic to
G/Bi
∼= Ai, hence LBi is a finite cyclic extension of K.

Consider the composite LB1 · . . . · LBn . It is a Galois subextension of L/K, hence
there is some (normal) subgroup H of G that has this composite as fixed field. As
LBi ⊆ LB1 · . . . · LBn , we have H ⊆ Bi for all i, hence

H ⊆
n⋂

i=1

Bi = {e}.

However, this implies LH = L, thus LB1 · . . . · LBn = L. We summarise this in the
following lemma:

Lemma 7.3.3. Let L/K be a finite abelian extension. There exist finite cyclic subexten-
sions L1, . . . , Ln such that L1 · . . . · Ln = L. (

Because all extensions we consider are algebraic, this extends to abelian extensions
in general. Any abelian extensions is the composite of finite abelian extensions, and
for each of these extensions we find the finite cyclic subextensions. As the composite
of the (possibly infinitely many) finite cyclic extensions contains all the finite abelian
extensions, it contains the original abelian extension as well. Hence we can restate the
lemma, this time dropping the finiteness condition:

Lemma 7.3.4. Let L/K be an abelian extension. There exists an index set I and finite
cyclic subextensions Li for every i ∈ I such that the composite of all Li equals L. (
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7.4 global class field theory using local class field

theory

This approach to global class field theory essentially borrows all theorems from local
class field theory; we stated the beautiful central theorem of local class field theory in
Theorem 6.4.2. In order to do this, we need to associate local fields to a global field,
which is done using completions, which we have defined before, see Definition 4.1.9.

7.4.1 completions

In this section we will create a connection between extensions of a global field and the
extensions of a localisation of this field and relate the Galois groups of both extensions.
In order to create localisations, we require absolute values, whose equivalence classes
are called primes.

Definition 7.4.1 (prime). Given a global field K, a prime of K is an equivalence class
of nontrivial valuations on K. (

The primes of K can be split into three sets:

• the finite primes: these correspond one-to-one with nonzero prime ideals in OK;

• the real primes: these correspond one-to-one with real embeddings K ↪→ R;

• the complex primes: these correspond one-to-one with (conjugate) pairs of com-
plex embeddings K ↪→ C.

The real and complex primes together are known as the infinite primes or primes
at infinity. A global field always has primes at infinity, while a function field only
has finite primes. Just like the prime ideals of OK factor into prime ideals of OL for
an extension L/K, i. e. finite primes of K factor into finite primes of L, the real and
complex primes of K factor into real and complex primes of L. A real prime of K is
said to split completely in L/K if every prime of L lying over this prime is real. If this
is not the case, we say that the prime of K ramifies.

Example. Consider the extension Q[i]/Q. Q only has one real prime, the one corre-
sponding to the trivial embedding, and no complex primes. Q[i] has no real primes,
and one complex prime, corresponding to the pair of complex embeddings given by
the identity and complex conjugation. This prime lies above the real prime in Q, so
we see that the real prime of Q ramifies in Q[i].

Remark. Let K be a number field and let v be a prime of K. If v is a real prime, then
Kv is isomorphic to R. If v is a complex prime, then Kv is isomorphic to C. Finally, if
v is a finite prime, Kv is a local field.

Example. Suppose K = Q and let vp be the prime associated to the prime ideal (p).
Then Kvp = Qp.

Let K be a global field along with a prime v. Suppose we have a Galois extension
L/K and a completion Kv of K. In the extension L there are primes w1, . . . , wg lying
above v. Choosing any w of these primes, we obtain a localisation Lw of L. Then Lw is
an extension of Kv.
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Theorem 7.4.2. Let L/K be a finite extension of global fields, p a finite prime in K and
q a prime in L dividing p. The exact sequences in Proposition 6.2.3 and Definition 7.2.9
are isomorphic, i. e. there exist isomorphisms Gal(Lq/Kp)

∼−→ Dq(L/K), I ∼−→ Iq, and
Gal(kL/k) ∼−→ Gal(Fq/Fp) such that

1 I Gal(Lq/Kp) Gal(kLq/kKp) 1

1 Iq(L/K) Dq(L/K) Gal(Fq/Fp) 1

commutes. (

Proof. Propostition 9.6 of [NS99].
The intuitive proof is as follows: any element of Gal(Lq/Kp) leaves K fixed, and as

L/K is Galois, any element of Gal(Lq/Kp) can be seen as an element of Gal(L/K).
As any element of Gal(Lq/Kp) must leave q fixed, it lies in Dq(L/K). Now that these
sets are the same, I and Iq(L/K) also consist of precisely the same elements by their
explicit forms from Propostion 6.2.3 and Proposition 7.2.10. From the exact sequences
we obtain the final isomorphism. |

Corollary 7.4.3. For a finite abelian extension L/K, the extension Lq/Kp is abelian as
well, as its Galois group is a subgroup of Gal(L/K). (

7.4.2 adeles , ideles and the idele class group

In the previous section we created a connection between the extensions of global fields
and their completions, and we would like to combine this with the stellar result from
local class field theory, Theorem 6.4.2. The first attempt would be as follows: does
there exist a continuous homomorphism ∏

v place
K×v → Gal(Kab/K) such that for all

places v of K the following diagram commutes?

K×v Gal(Kab
v /Kv)

∏
v place

K×v Gal(Kab/K)

(5)

The answer, unfortunately, is no. An indication of why this might be the case is that
while K×v , Gal(Kab

v /Kv) and Gal(Kab/K) are all locally compact (the latter two spaces
are even compact), while ∏

v place
K×v (abbreviated as ∏ K×v ) is might not be, as an infinite

product of locally compact spaces is in general not locally compact. Informally, the
space ∏ K×v can be thought of as being too large, see also page 11 of [Mil13].

With this in mind we define a subspace of ∏ K×v called the idele class group. We
also define an additive version known as the adele ring, which seems similar, but is
significantly different as a topological space. One last remark before the definition:
if v is not a finite place, then it corresponds to either a real embedding or a pair of
complex embeddings, and Kv is isomorphic to R respectively C. In this case we define
Ov = Kv.
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Definition 7.4.4 (adeles, ideles). Let K be a global field. The adele ring AK is de-
fined as

AK = ∏
v place

′
(Kv,Ov) = {(xv)v ∈∏ Kv : xv ∈ Ov for all but finitely many v},

with addition and multiplication defined componentwise. The ideles A∗K are defined
as

A∗K = ∏
v place

′
(K×v ,O∗v) = {(xv)v ∈∏ K×v : xv ∈ O×v for all but finitely many v}.

This construction is an example of a restricted product, which was defined in Defini-
tion 2.3.1. (

Remark. The idele group is sometimes denoted by IK.

We will often not require the infinite places, and with that in mind we define the
finite adeles and ideles:

Definition 7.4.5. Let K be a global field. The finite adele ring AK, f is defined as

AK, f = ∏
p

fin. prime

′
(Kp,Op)

= {(xp)p ∈∏ Kp : xp ∈ Op for all but finitely many prime ideals p}.

and the finite ideles A∗K, f as

A∗K, f = ∏
p

fin. prime

′
(K×p ,O∗p)

= {(xp)p ∈∏ K×p : xp ∈ O∗p for all but finitely many prime ideals p}. (

Lemma 7.4.6. Both AK and A∗K are locally compact. (

Proof. As all Kv and K×v are locally compact, while all Ov and O∗v are compact, both
the adeles and ideles are locally compact by Proposition 2.3.3. |

Remark. The topology on A∗K is finer than the subspace topology obtained from
A∗K ⊆ AK. To illustrate this, enumerate the primes of K by p1, p2, . . . and let a1, a2, . . .
be the sequence in A∗K defined by (ai)pi = πi and (ai)p = 1 for all other p.

In A∗K, the sequence a1, a2, . . . does not converge to 1, as 1 has the open neighbour-
hood ∏

p prime
Ô∗K by Definition 2.3.1 of a restricted product.

In AK, a basis of open neighbourhoods is given by sets of the form

∏
i∈S

(1 + πni
i Opi)×∏

i 6∈S
(1 +Opi)

where S ⊆ N is finite and ni ∈ N. However, every ai with i > maxs∈S s lies in this
open set. As S is finite, this maximum is well-defined, and we see that the sequence
converges to 1.

The credits for this example go to user29743 of StackExchange, see [Sta12].

We can generalise the proof that the above sequence converges in the topology of
the adeles to the following lemma:



54 global class field theory

Lemma 7.4.7. Suppose for every prime p of K we are given a sequence xp,i ∈ Op

that converges to an element xp ∈ Op. Then ∏ xp,i converges to ∏ xp in the adele
topology. (

Proof. The proof is very similar to the argument given in the remark above: again
enumerate the primes of K by p1, p2, . . . and let Ppi : AK → Kpi be the projection map
to the coordinate corresponding to pi. A basis of open neighbourhoods of ∏ xpi is
given by sets of the form:

∏
i∈S

(1 + πni
i Opi)×∏

i 6∈S
(xv +Opi) = ∏

i∈S
(1 + πni

i Opi)×∏
i 6∈S
Opi

where S ⊆ N is finite and ni ∈ N. Fix such a set S and an open US in the aforemen-
tioned basis. Let s be the maximal element in S. As xpi ,1, xpi ,2, . . . converges to xpi for
all i ∈ N, there exists an integer api for every prime pi such that xpi ,j ∈ Ppi(US) for all
j ≥ api , as Ppi(US) is an open neighbourhood of xpi . Let a = maxi≤s api . Then for all
i ∈ S and j ≥ a, we have xpi ,j ∈ Ppi(US), hence ∏ xpi ,j ∈ US for all j ≥ a, implying that
∏ xpi ,j converges to ∏ xpi . |

The idele class group is the substitute of ∏ K×v in Diagram 5, as explained in the
following theorem:

Theorem 7.4.8. There exists a continuous homomorphism recK : A∗K → Gal(Kab/K)
known as the global Artin map or global reciprocity map such that the following diagram
commutes for all places v:

K×v Gal(Kab
v /Kv)

A∗K Gal(Kab/K). (
recK

(6)

We can embed K× into A∗K diagonally: every element ofO except zero is divisible by
finitely many primes, hence K× = Frac(O)− {0} indeed lies in the restricted product.

Proposition 7.4.9. K× lies in the kernel of recK. (

Proof. Theorem 5.3(a) of [Mil13]. |

This allows us to substitute A∗K/K× for A∗K in Diagram 6. This quotient is called the
idele class group and often denoted CK. This idele class group plays a role similar to K×v
in local class field theory, as made precise by the following theorem:

Theorem 7.4.10. For any finite abelian extension L/K we have a norm map NL/K :
CL → CK induced from the norm map A∗L → A∗K. The following diagram commutes:

CK Gal(Kab/K)

CK/NL/K(CL) Gal(L/K),

recK

recL/K

where recL/K is an isomorphism such that recL/K(1, . . . , 1, πv, 1, . . . ) = (pv, L/K) for
every prime unramified in L/K. Moreover, all open subgroups of finite index of CK

are of the form NL/K(CL) for some finite abelian extension L/K. (
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Proof. Theorem 5.3(b) of [Mil13]. |

The image of the subgroup O∗p ⊂ K×p for p a prime ideal in the bottom right of
Diagram 6 is particularly interesting: one of the results of Theorem 6.4.2 was that
for a finite abelian extension Lq/Kp, the reciprocity map induced a surjective map
O∗p → I(Lq/Kp). By Theorem 7.4.2 and because L/K is abelian, I(Lq/Kp) is mapped
(isomorphically) to Ip(L/K) under the map Gal(Lq/Kp) → Gal(L/K), which is in-
duced from Gal(Kab

v /Kv)→ Gal(Kab/K). Hence O∗p is mapped surjectively to Ip(L/K)
for every finite abelian extension L/K. The image of O∗p in the bottom right of Di-
agram 6 is denoted recK(O∗p), even though this is a slight abuse of notation. The
following lemma summarises this:

Lemma 7.4.11. For every finite abelian extension L/K the image of recK(O∗p) under
Gal(Kab/K)→ Gal(L/K) is the inertia subgroup Ip(L/K). (
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In this final part we study an as of yet unpublished paper by Cornelissen, Li, and
Marcolli, [CLM16]. It mainly deals with proving the equivalence of a number of state-
ments regarding two global fields K and L that are sufficient for a field isomorphism
K ∼= L. In the first chapter, we construct a certain topological monoid XK (and XL)
which contains sufficient information on the underlying field as part of a dynamical
system IK

�

XK to determine the isomorphism type. In the second section, we sup-
ply a partial proof of the equivalence of some properties of this dynamical system. In
the second chapter, we provide a brief introduction to the Dirichlet L-series, which,
combined with the maximal abelian Galois group, also contain sufficient information
on the underlying field. We finish by showing how these statements lead to a field
isomorphism.

There will be quite a lot of notation, hence we provide an overview of the notation
used in the following chapters of objects that were defined previously:

Sign Description

K (or L) A global field

OK The ring of integers (of K)

IK The integral ideals

PK The prime ideals

Kp The completion of K with respect to | · |p
Gab

K The Galois group Gal(Kab/K)

AK The adele ring, Definition 7.4.4

AK, f The finite adele ring, Definition 7.4.5

A∗K The ideles, or invertable adeles

A∗K, f The finite ideles

59
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The first section is devoted to creating a dynamical system IK

�
XK, i. e. a monoid

action on XK by the integral ideals IK, where XK is a topological monoid that contains
within it both information on the maximal abelian Galois group and the (finite) adeles.
The two important theorems are Theorem 9.1.2 and Theorem 9.1.5, which combined
allow us to prove properties of XK by considering the integral ideals only.

The second section uses these properties to prove that if for two number fields K and
L the topological spaces XK and XL are homeomorphic and the actions IK

�

XK and
IL

�

XL are equivariant under this homeomorphism, then K and L are isomorphic.

9.1 construction of the dynamical system

Let K be a global field. We use the following abbreviations:

• ÔK for ∏
v finite place

OK ⊂ AK, f , the finite integral adeles;

• Ô∗K for ∏
v finite place

O∗K ⊂ A∗K, f , the finite integral ideles.

From the viewpoint of Ô∗K we have already seen the following maps:

Ô∗K A∗K, f A∗K Gab
K

ÔK

recK

which gives us a group action Ô∗K

�

(Gab
K × ÔK) given by u · (σ, x) = (recK(u)−1σ, ux).

We obtain a topological quotient space XK = (Gab
K × ÔK)/Ô∗K. Note that all arrows in

the above diagram are continuous: the inclusion of Ô∗K into ÔK is continuous as the
topology on Ô∗K is finer than the subspace topology obtained from ÔK.

Recall from Section 3.2.2 that the topological group Gab
K is a profinite group, and it is

isomorphic to lim←−
L/K finite, abelian

Gal(L/K), thus compact and Hausdorff. The topological

group ÔK is compact and Hausdorff as well, as it is the product of the profinite groups
OKv = lim←−

n∈N

OKv/πn
vOKv as stated by Lemma 4.3.5. As a result, Gab

K ×ÔK is both Hausdorff

and compact.

Theorem 9.1.1. The group action Ô∗K

�

(Gab
K × ÔK) is continuous. (

Proof. The multiplication map Ô∗K × Gab
K → Gab

K is given by (u, σ) 7→ recK(u)−1σ.
Hence it factors as follows:

Ô∗K × Gab
K Gab

K × Gab
K Gab

K × Gab
K Gab

K

(u, σ) (recK(u), σ) (recK(u)−1, σ) recK(u)−1σ.

61
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As the Artin reciprocity map is continuous by construction, the first map is continuous.
As Gab

K is a topological group, inversion respectively multiplication is continuous, thus
the second respectively third map is continuous.

The topology on A∗K is obtained by the inclusion of A∗K into AK ×AK via u 7→
(u, u−1), thus on Ô∗K by embedding it into ÔK × ÔK. The multiplication map Ô∗K ×
ÔK → ÔK is therefore constructed with the following continuous maps:

Ô∗K × ÔK ÔK × ÔK × ÔK ÔK × ÔK ÔK

(u, x) (u, u−1, x) (u, x) ux.

Hence the multiplication map is continuous itself.
We finish the proof by combining these two results:

Ô∗K × Gab
K × ÔK (Ô∗K × Gab

K )× (Ô∗K × ÔK) Gab
K × ÔK

(u, σ, x) (u, σ, u, x) (recK(u)−1σ, ux).

The first map is an embedding, hence continuous. The second is the combination of the
two continuous maps we mentioned before. Hence the group action Ô∗K

�

(Gab
K × ÔK)

is continuous. |

Theorem 9.1.2. XK is Hausdorff. (

Proof. Proposition 4.3.7 states that O∗p is compact for any prime p of K. Hence Ô∗K =

∏
p finite place

O∗p is also compact by Theorem 2.1.9. Moreover, Gab
K × ÔK is Hausdorff. This

means that the action Ô∗K

�

(Gab
K × ÔK) meets the requirements of Corollary 2.2.7,

hence the quotient XK is Hausdorff. |

Definition 9.1.3 (split). An integral ideal of K has a unique factorisation into prime
ideals of K. Hence, by fixing uniformisers πp for every completion at a finite prime p,
we obtain a split sK : IK → A∗K, f that is a monoid homomorphism such that sK(m) =

(xp)p, where

xp =

{
1 if p - m;

πa
p if pa||m.

(

As we only consider integral ideals, a will always be non-negative, hence the image
of sK lies in ÔK. Hence the split provides monoid homomorphisms IK → A∗K, f and

IK → ÔK, resulting in a map IK → XK, which does not depend on the choice of
uniformiser in the definition of sK as uniformisers differ only by a unit, and as a
consequence we obtain an action IK

�

XK given by

m · [σ, x] = [recK(sK(m))−1σ, sK(m)x].

As IK is a monoid, IK

�

XK is a dynamical system. We will not delve into dynamical
systems theory, but we will borrow some terms such as orbit-equivalence and conjugacy
(to be defined later) that allow for easier notation. We continue with a theorem that
will be useful for proving properties of this dynamical system, for which we need a
lemma first:
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Lemma 9.1.4. Given a cofinite subset S of PK, let 〈S〉+ be the submonoid of IK gen-
erated by S. Then the group generated by K× and sK(〈S〉+) is dense in A∗K. (

Proof. This is a consequence of strong approximation, Theorem 7.12 of [PRR93],
which states that K× is dense in a subset of A∗K defined by

A∗K,S = {∏
v

xv : xv = 1 for all v ∈ S}.

Hence the group generated by K× and sK(〈S〉+) is dense in A∗K. |

Theorem 9.1.5. IK is a dense subset of XK. (

Proof. Enumerate the primes in PK by p1, p2, . . . . We begin by showing that the set
of equivalence classes of Gab

K ×
⋃

m sK(m) ⊆ Gab
K × ÔK, denoted

[
Gab

K ×
⋃

m sK(m)
]
, is

dense in XK. Take any element in XK with standard representative (σ, x), i. e. for all
p ∈ PK we have either xp = π

vp
p for some vp ∈ Z≥0 or xp = 0 . Define

mj = p
w1,j
1 p

w2,j
2 . . . p

wj,j
j ,

where for 1 ≤ i ≤ j we have

wi,j =

{
j if xpi = 0;

vpi if xpi = π
vpi
pi .

For all j and i ≤ j, we have that |xpi − sK(mj)pi |pi is either zero or (N(pi))
−j, where

N(pi) denotes the norm of pi, i. e. the size of the residue field of pi. Using Lemma 7.4.7,
this implies that sK(mj)j∈N has limit x, hence [σ, x] is the limit of ([σ, sK(mj)])j∈N. We
conclude that

[
Gab

K ×
⋃

m sK(m)
]

is dense in XK.

We proceed by proving that
[
Gab

K ×
⋃

m sK(m)
]

is in the closure of IK in XK. Take any
element [σ, sK(m)] in

[
Gab

K ×
⋃

m sK(m)
]
. Define P(m) = {p ∈ PK : p | m} and T =

PK −P(m). Enumerate the primes in T by q1, q2, . . . and let Ti = T − {q1, . . . , qi}. By
Lemma 9.1.4, recK(sK(〈Ti〉+)) is dense in Gab

K . Hence for every i there exists a sequence
recK(sK(ni,1)), recK(sK(ni,2)), . . . in recK(sK(〈Ti〉+)) converging to τ = σ−1recK(sK(m)).

By Theorem 7.1.2, K has countably many finite extensions, hence σ has a countable
basis of open neighbourhoods, as a basis is given by open neighbourhoods of the form
σGal(Kab/L), where L/K is a finite Galois extension.

We can therefore choose U1, U2, . . . to be a countable basis of open neighbourhoods
of σ such that Ui ⊃ Ui+1 for all i ∈ N. For example, this can be done by enumerat-
ing the finite extensions of K by L1, L2, . . . and letting Ui =

⋂
1≤j≤i

σGal(Kab/Lj), which

is a finite union of opens. The Ui form a basis as for every open in the old basis
σGal(Kab/Lj) we have Uj ⊆ σGal(Kab/Lj).

As the sequence recK(sK(ni,1)), recK(sK(ni,2)), . . . converges to τ, there exists some
ji ∈ N such that recK(sK(ni,ji)) ∈ Ui. By finding a ji for each i ∈ N, we obtain a
sequence recK(sK(n1,j1)), recK(sK(n2,j2)), . . . that converges to τ. Moreover, we have
sK(ni,ji)pk = 1 for 1 ≤ k ≤ i. Hence in the adele topology, sK(ni,ji) converges to
1 = (1, 1, . . . ) by Lemma 7.4.7. It follows that

[recK(sK(ni,ji))
−1, sK(ni,ji)]→ [τ, 1]



64 a dynamical system

as i→ ∞. Because recK and sK are multiplicative, we find

[recK(sK(ni,ji ·m))−1, sK(ni,ji ·m)]→ [τ · recK(sK(m))−1, sK(m)] = [σ, sK(m)].

We conclude that IK is dense in XK. |

Remark. The sequence sK(ni,ji) does not converge to (1, 1, . . . ) in the idele topology.
This would be absurd as the reciprocity map recK : A∗K → Gab

K is continuous, which
would imply that

e = recK(1) = recK

(
lim
i→∞

sK(ni,ji)

)
= lim

i→∞
recK(sK(ni,ji)) = τ,

which is an immediate contradiction as τ = σ−1recK(sK(m)).

The combination of Theorem 9.1.2 and Theorem 9.1.5 is intuitively quite strong, as it
is difficult for a set to be dense in a Hausdorff space, as every two points are separated
by open sets. Formally, this combination allows properties of continuous maps on XK

to be proven only on IK, which we will use extensively in the next section, where we
prove some equivalent properties of a pair of dynamical systems IK

�

XK and IL

�

XL.

9.2 equivalences of the dynamical system

The main focus of this section is (partially) proving Theorem 9.2.1, which provides
some insight into the structure of XK and helps proving the central property (property
(iii) of Theorem 9.2.1), namely that we have an isomorphism of topological monoids
XK

∼−→ XL which restricts to a (norm-preserving) monoid isomorphism IK
∼−→ IL. In

the next chapter, this will be proven equivalent to the existence of a isomorphism of
topological groups Gab

K
∼−→ Gab

L that respects the L-series (which will be defined later).

Theorem 9.2.1. Let K and L be two global fields. The following are equivalent:

(i) IK

�

XK and IL

�

XL are orbit-equivalent and norm-preserving, i. e. there exists
a homeomorphism Φ : XL

∼−→ XK with Φ(IK · x) = IL · Φ(x) for all x ∈ XK. In
addition, for every m ∈ IK and x ∈ XK there exists an n ∈ IL with N(m) = N(n)

such that Φ(m · x) = n ·Φ(x).

(ii) IK

�

XK and IL

�

XL are conjugate and norm-preserving, i. e. there exist a
homeomorphism Φ : XL

∼−→ XK and a norm-preserving monoid isomorphism
φ : IK

∼−→ IL such that Φ(m · x) = φ(m) ·Φ(x) for all m ∈ IK and x ∈ XK.

(iii) There exists an isomorphism of topological monoids Φ : XK
∼−→ XL which re-

stricts to a norm-preserving isomorphism IK
∼−→ IL. (

The implications (iii) =⇒ (ii) =⇒ (i) are somewhat straightforward.
Assume (iii). Then Φ(m · x) = Φ(m) ·Φ(x) for all m ∈ IK and x ∈ XK, thus we can

take φ = Φ
∣∣

IK
, which shows (ii).

Assume (ii). Because φ(IK) = IL and φ is norm-preserving, we can choose n = φ(m),
hence (i) holds.

The other implications we will not prove completely, they are available in [CLM16].
However, we will address the general idea of the proofs, starting with (i) =⇒ (ii).

The start of the proof of this implication is the following proposition.
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Proposition 9.2.2. Suppose (i) holds. Then Φ(1) is invertible in XL. (

Proof. Assume that Φ(1) = [τ, y] is not invertible. As Gab
K is a group and the invert-

ible elements in Op are precisely those with valuation zero, there must be some prime
q of L such that vq(yq) > 0. Thus Φ(IK · 1) = IL ·Φ(1) is contained in the equivalence
classes of Gab

L × ∏
q′ 6=q
Oq′ ×πOq, which is closed in XL as Gab

K × ∏
q′ 6=q
Oq′ ×πOq is closed

in Gab
L × ÔL (see Corollary 4.3.2) and stable under the action of Ô∗L. However, as Φ is

an isomorphism and IK is dense in XK (as we have seen in Theorem 9.1.5), we find that
Φ(IK · 1) = IL ·Φ(1) is dense in XL; a contradiction. Thus Φ(1) must be invertible. |

Corollary 9.2.3. For every m ∈ IK there exists a unique n ∈ IL such that Φ(m · 1) =
n ·Φ(1). (

Proof. The existence of such an n is guaranteed by the orbit-equivalence. If there are
two such n, say n1 and n2, then n1 ·Φ(1) = n2 ·Φ(1). As a result,

n1 = n1 · 1L = n1 ·Φ(1) ·Φ(1)−1 = n2 ·Φ(1) ·Φ(1)−1 = n2 · 1L = n2. |

This allows for the definition of a map φ : IK → IL, where Φ(m · 1) = φ(m) ·Φ(1).
As Φ is a homeomorphism, we obtain a full inverse of φ by considering Φ−1, hence φ

is a bijection.
The largest part of the remainder of the proof is to show that φ is a monoid isomor-

phism, which can be found in the proof of Proposition 5.1 of [CLM16]. As a result, we
obtain for any m, n ∈ IK that

Φ(m · n) = φ(m · n) ·Φ(1) = φ(m) · φ(n) ·Φ(1) = φ(m) ·Φ(n).

Recall from Theorem 9.1.5 that IK is dense in XK. Let x ∈ XK and let n1, n2, . . .
be a sequence of ideals in IK with limit x in XK. Then m · ni → m · x. As Φ is
a homeomorphism, it is continuous, thus sequentially continuous, from which it
follows that Φ(ni) → Φ(x) and Φ(m · ni) → Φ(m · x). For any i ∈ N we have
Φ(m · ni) = φ(m) · Φ(ni). The left hand side has limit Φ(m · x) while the right hand
side has limit φ(m) ·Φ(x). As XK is Hausdorff (Theorem 9.1.2), limits are unique, thus
Φ(m · x) = φ(m) ·Φ(x) for all m ∈ IK and x ∈ XK, which proves (ii).

The implication (ii) =⇒ (iii) now follows quite easily. Let Ψ : XK → XL be the map
given by x 7→ Φ(x) · Φ(1)−1. As XK is a topological monoid and Φ is a homeomor-
phism, Ψ is a homeomorphism as well. Furthermore, for any m, n ∈ IK we have

Ψ(m · n) = Φ(m · n) ·Φ(1)−1

= φ(m) · φ(n) ·Φ(1) ·Φ(1)−1

= (φ(m) ·Φ(1) ·Φ(1)−1) · (φ(n) ·Φ(1) ·Φ(1)−1)

= Ψ(m) ·Ψ(n).

Again, IK is dense in XK, so using the same reasoning as before (where we use conti-
nuity of Ψ and the fact that XK is Hausdorff), we find that Ψ(x · y) = Ψ(x) · Ψ(y) for
all x, y ∈ XK. This means that Ψ is an isomorphism of topological monoids. Lastly,

Ψ(m) = φ(m) ·Φ(1) ·Φ(1)−1 = φ(m),

hence Ψ restricts to an isomorphism IK
∼−→ IL. This completes the proofs of the equiv-

alences, as well as this chapter. We continue with Dirichlet L-series.
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In a sense, L-series are a generalisation of the zeta function ζK associated to a global
field, which is defined by

ζK(s) = ∑
m∈IK

N(m)−s,

where N(m) is the norm of m, i. e. the size of the residue field.
Informally, L-series are like the zeta function, but with a twist χ, called a character.

L-series are of the form
L(χ, s) = ∑

m∈IK

χ(m)N(m)−s.

Just like the zeta function, L-series harbour within them information of the underlying
field, but it is somewhat convoluted to extract this information. In the second section of
this chapter, we will use these L-series to define a norm-preserving bijection between
the prime ideals PK of K and PL of L.

A final warning before we begin: the following sections will use some notation for
objects associated to either K or L that will not have the name of the global field in
their notation. For example, we use L(χ, s) and not LK(χ, s) to denote a Dirichlet L-
series of K. We do make sure that the correct underlying field can be derived from the
other objects, which is χ in the case of the given example.

10.1 characters and their l-series

In this section, we state and prove many propositions that connect characters and L-
series with the prime ideals of the underlying field. The first section deals with the
definition of objects associated to characters except for the L-series, which we define
in Section 10.1.3. The middle section covers two methods of constructing characters,
which will be essential for the proofs in Section 10.3.3.

10.1.1 definition of characters and their associated objects

Definition 10.1.1 (character). A character χ on Gab
K is a multiplicative homomor-

phism Gab
K → C× that is continuous when C× is equipped with the discrete topol-

ogy. (

Example. One character that always exists is the trivial character defined by χ(σ) = 1
for all σ ∈ Gab

K .

We can multiply characters χ1, χ2 by (χ1χ2)(σ) = χ1(σ)χ2(σ). Any character χ has
an inverse character χ−1 given by χ−1(σ) = 1/χ(σ). As the trivial character functions
as the identity for this multiplication, we obtain a character group, often denoted Ĝab

K .
If we have an homomorphism φ : Gab

L → Gab
K , any character χ on Gab

K can be used
to create a character χ ◦ φ on Gab

L . In the following sections, we will encounter an
isomorphism ψ : Gab

K → Gab
L where we will denote the corresponding isomorphism

ψ̂ : Ĝab
K → Ĝab

L given by ψ̂(χ) = χ ◦ ψ−1.

67
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Definition 10.1.2 (kernel of a character). For any character χ ∈ Ĝab
K , define the

kernel of χ by
ker(χ) = {σ ∈ Gab

K : χ(σ) = 1}.

As χ is multiplicative, it is a subgroup of Gab
K . (

The kernels of characters χ and ψ̂(χ) are closely related:

Proposition 10.1.3. Let χ ∈ Ĝab
K and ψ : Gab

K
∼−→ Gab

L an isomorphism. Then ker(ψ̂(χ)) =
ψ(ker(χ)). (

Proof. Let σ ∈ ker(χ) and let τ = ψ(σ) ∈ ψ(ker(χ)). Then ψ̂(χ)(τ) = χ(ψ−1(ψ(σ))) =

χ(σ) = 1, thus τ ∈ ker(ψ̂(χ)).
Conversely, let τ ∈ ker(ψ̂(χ)) and let σ = ψ−1(τ). Then χ(σ) = χ(ψ−1(τ)) = ψ̂(τ) = 1,
thus σ ∈ ker(χ), implying τ ∈ ψ(ker(χ)). This proves the equality. |

As ker(χ) = χ−1(1), it is open and closed in Gab
K , thus by Theorem 3.2.6 we can

associate the kernel to a finite extension of K, the fixed field of Kab under ker(χ),
which we will denote by Kχ. It is a Galois extension as Gab

K is abelian, hence ker(χ) is
a normal subgroup and Kχ/K is Galois. Kχ is called the fixed field of χ.

Because of the topology on Gab
K , we obtain a simple, but interesting result:

Lemma 10.1.4. For any character χ ∈ Ĝab
K there exists some n ∈ N such that χn is

the trivial character, i. e. χ(σ)n = χ(σn) = 1 for all σ ∈ Gab
K . (

Proof. Let n = #Gal(Kχ/K). For any σ ∈ Gab
K we have that

(
σ
∣∣
Kχ

)n
= eKχ by theory

on finite groups. Therefore σn ∈ Gal(Kab/Kχ), hence χ(σ)n = 1 for all σ ∈ Gab
K . |

Hence, for a character χ, we have that χ(σ) is an nth root of unity for all σ ∈ Gab
K .

This implies that there is a d | n such that the image of σ is the group of dth roots of
unity. In particular, it is cyclic. As

im(χ) ∼= Gab
K /ker(χ) ∼= Gal(Kχ/K),

we find that Kχ/K is a cyclic extension.
Recall the definition of recK(O∗p) from Lemma 7.4.11. We use this to define the

ramifying primes of a character:

Definition 10.1.5 (ramification of a character). Write

U(χ) :=
{
p ∈ PK : χ

∣∣
recK(O∗p)

= 1
}

,

the set of primes where χ is unramified. We say that χ ramifies at all other primes. (

A justification for the term ramification will be given in Proposition 10.1.7. For any
prime p in U(χ), the value χ(p) := χ(recK(sK(p))) is well-defined, as the uniformiser
πp is unique up to multiplication withO∗p . This allows for the definition of a homomor-
phism χ : 〈U(χ)〉 → C× where χ(m) := χ(recK(sK(m))). For the sake of completeness,
we set χ(m) = 0 for all m ∈ IK − 〈U(χ)〉.
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10.1.2 the construction of characters

We consider two ways of creating characters of Gab
K : one using finite extensions, and

one using the Grunwald-Wang Theorem.

Suppose we have a character χ ∈ Ĝab
K . By Lemma 10.1.4, it is of finite order, say

order n. Let Kχ be the fixed field of χ. We have im(χ) ∼= Gal(Kχ/K), hence χ is com-
pletely determined by its value on Gal(Kχ/K).
Conversely, if we have some finite cyclic abelian extension L/K of degree n with
generator σL, then we can create an injective character χL/K : Gal(L/K) → C× via
χL/K(σL) = ζn (it is now uniquely determined as χL/K is multiplicative). We can extend
this to a character on Gab

K using the projection map πL : Gab
K → Gal(L/K), i. e. χ(σ) =

χL/K(πL(σ)). As ker(χL/K) = {e}, we have ker(χ) = π−1
L ({e}) = Gal(Kab/L) and

therefore Kχ = L. Thus, for any finite cyclic abelian extension, we can find a character
that has this extension as fixed field. Moreover, this character is uniquely determined
by the values on the Galois group of the fixed field. We state this in a lemma.

Lemma 10.1.6. Let L/K be a finite cyclic abelian extension and πL : Gab
K → Gal(L/K)

the projection map. Then for every injective character χ on Gal(L/K) there exists a
unique character χ ∈ Ĝab

K such that Kχ = L and χ = χ ◦ πL. (

We consider two applications of the construction of characters using this lemma.
The first justifies the name unramified primes for the primes in U(χ), while the second
shows the importance of recK(O∗p).

Proposition 10.1.7. Let χ ∈ Ĝab
K . The primes unramified in Kχ are exactly the primes

in U(χ). (

Proof. The Galois group of Gal(Kχ/K) is cyclic and finite, say of order n. Write χ for
the (injective) character on Gal(Kχ/K). Let σL be a generator of Gal(Kχ/K)). We have
χ = ζn.

Fix a prime p ∈ K. The inertia group Ip(Kχ/K) is a subgroup of the Galois group,
hence generated by σi

χ for some i. χ maps Ip(Kχ/K) to the group generated by ζ i
n.

Under the projection map π : Gab
K → Gal(Kχ/K), the set recK(O∗p) is mapped sur-

jectively to Ip(Kχ/K) (see Lemma 7.4.11). As a result, we have

χ(recK(O∗p)) = χ(Ip(Kχ/K)) = 〈ζ i
n〉.

We obtain

χ(recK(O∗p)) = {1} ⇐⇒ i = n⇐⇒ Ip(Kχ/K) = 〈σn
χ〉 = {e}.

As the first statement is equivalent to p ∈ U(χ) and the last statement is equivalent to
p unramified in Kχ/K, we find p ∈ U(χ)⇐⇒ p unramified in Kχ/K. |

Lemma 10.1.8. For any prime p of K we have recK(O∗p) =
⋂

χ: p∈U(χ)
ker(χ). (

Proof. For any character χ ∈ Ĝab
K with p ∈ U(χ), we have by definition χ

∣∣
recK(O∗p)

= 1,

thus recK(O∗p) ⊆ ker(χ).
We have seen in Proposition 4.3.7 that O∗p is compact. Moreover, Gab

K is a Hausdorff
space by Proposition 3.2.5 and recK is continuous by Theorem 7.4.8 (as is the inclusion
O∗p ⊆ A∗K), hence by Proposition 2.1.11 recK(O∗p) is compact and by Proposition 2.1.10
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is it closed.

Using the Galois correspondence of Theorem 3.2.6 and using the fact that all sub-
groups of abelian groups are normal, we find that recK(O∗p) corresponds to an abelian
subextension of Kab/K, which we will denote by Kp/K. Let Kur(p) be the maximal
abelian extension unramified at p. We claim that Kp ⊆ Kur(p). Suppose this does
not hold, i. e. p ramifies in Kp. Lemma 7.4.11 states that the image of recK(O∗p) in
Gal(Kp/K) is exactly Ip(Kp/K). However, as p ramifies in Kp, Ip(Kp/K) is not trivial.
This implies that recK(O∗p) does not leave Kp fixed, which contradicts the fact that Kp

is the fixed field of recK(O∗p). We conclude that Kp ⊆ Kur(p).

By Lemma 7.3.4 there exists an index set I and finite cyclic extensions Ki/K for every
i ∈ I such that the composite of the Ki equals Kur(p). Using Lemma 10.1.6, we find char-
acters χi for all i ∈ I such that ker(χi) has fixed field Ki. Moreover, ker(χi) = χ−1

i (1)
is closed as χi is continuous, hence ∩i∈I ker(χi) is a closed subgroup of Gab

K . Let KI

be the abelian extension associated to
⋂
i∈I

ker(χi). By Proposition 3.2.7, KI contains the

composite of all Ki, which is Kur(p). It follows that Kur(p) ⊆ KI .

Moreover, every Ki is a subextension of Kur(p)/K, thus p is unramified in Ki, which
combined with Proposition 10.1.7 implies that p ∈ U(χi). As a result,

⋂
χ: p∈U(χ)

ker(χ) ⊆⋂
i∈I

ker(χi). We know that ker(χ) is closed for any χ ∈ Ĝab
K ,

⋂
χ: p∈U(χ)

ker(χ) is a closed

normal subgroup of Gab
K , hence corresponds to some abelian extension which we will

denote by KU(p). As
⋂

χ: p∈U(χ)
ker(χ) ⊆ ⋂

i∈I
ker(χi), we obtain that KI ⊆ KU(p).

Lastly, we have seen that recK(O∗p) ⊆
⋂

χ: p∈U(χ)
ker(χ), thus KU(p) ⊆ Kp.

We conclude that Kp ⊆ Kur(p) ⊆ KI ⊆ KU(p) ⊆ Kp, hence we have equality every-
where. The corresponding closed normal subgroups of Gab

K are therefore all equal as
well, and we conclude

recK(O∗p) = Gal(Kab/Kur(p)) =
⋂

χ: p∈U(χ)

ker(χ). |

The second method of character creation is a reformulation of a part of the Grunwald-
Wang Theorem.

Theorem 10.1.9 (Grunwald-Wang, adapted). Let S be a finite set of primes of K.
For any p ∈ S, let ap be either zero or a root of unity. Then there exists a character
χ ∈ Ĝab

K such that χ(p) = ap for all p ∈ S. (

Proof. This is discussed between Theorem 4 and Theorem 5 in X.2 of [AT08], page
79–80. |

This is all we need to know about characters for the extent of this thesis. We continue
with L-series.
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10.1.3 definition and properties of l-series

Definition 10.1.10 (L-series). For a character χ ∈ Ĝab
K , the associated L-series L(χ, s)

is given by

L(χ, s) = ∏
p∈PK

1
1− χ(p)N(p)−s = ∏

p∈U(χ)

1
1− χ(p)N(p)−s ,

where N is the norm function. It converges for all s ∈ C with Re(s) > 1. (

If we expand this product, we obtain that

L(χ, s) = ∑
m∈〈U(χ)〉

χ(m)N(m)−s,

which uses the same method as proving that the Riemann zeta function is (formally)
equal to the Euler product.

The remainder of chapter will be devoted entirely to partially proving the following
theorem:

Theorem 10.1.11. Let K and L be two global fields. The following are equivalent:

(i) There exists an isomorphism of topological groups Φ : XK
∼−→ XL which restricts

to a norm-preserving isomorphism IK
∼−→ IL.

(ii) There exists a norm-preserving monoid isomorphism φ : IK
∼−→ IL, an isomor-

phism of topological groups ψ : Gab
K

∼−→ Gab
L , and splits sK : IK → A∗K, f and

sL : IL → A∗L, f as in Definition 9.1.3 such that

ψ(recK(O∗p)) = recL(O∗φ(p)) for every prime p of K and (7)

ψ(recK(sK(m))) = recL(sL(φ(m))) for every ideal m ∈ IK. (8)

(iii) There exists an isomorphism of topological groups ψ : Gab
K

∼−→ Gab
L such that

L(χ, s) = L(ψ̂(χ), s) for all χ ∈ Gab
K . (

We have seen statement (i) before in Chapter 9. The proof that this is equivalent
to statements (ii) and (iii) is somewhat lengthy and can be found in Section 7 of
[CLM16]. We refer to the statement (ii) as the existence of a reciprocity isomorphism. The
last statement ties in directly with what we have discussed in this chapter so far, and
we will call this the existence of an L-isomorphism. The rest of this chapter will have
a simple structure; in the first section we prove that the existence of a reciprocity
isomorphism implies the existence of an L-isomorphism, while in the second section
we prove that the existence of an L-isomorphism implies the existence of a reciprocity
isomorphism.

10.2 reciprocity isomorphism implies l-isomorphism

To prove the existence of an L-isomorphism from the reciprocity isomorphism we use
a statement equivalent to the existence of a reciprocity isomorphism.
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Proposition 10.2.1. The existence of a reciprocity isomorphism is equivalent to the
following statement. There exists a norm-preserving monoid isomorphism φ : IK

∼−→
IL and an isomorphism of topological groups ψ : Gab

K
∼−→ Gab

L with the following
property: for every finite abelian extension KN = (Kab)N of K, N being some subgroup
of Gab

K , with associated finite abelian extension Lψ(N) = (Lab)ψ(N), the isomorphism φ

restricts to a bijection

{primes p unramified in KN/K} ←→ {primes q = φ(p) unramified in Lψ(N)/L}.

Moreover, for every unramified prime p of KN/K,

ψ(Frobp) = Frobφ(p),

where we use ψ for the induced map Gal(KN/K)→ Gal(Lψ(N)/L). (

Proof. Proposition 8.4 of [CLM16]. |

We will call this property the existence of a finite reciprocity isomorphism.

Proposition 10.2.2. Assume there exists a finite reciprocity isomorphism. Then we
have L(χ, s) = L(ψ̂(χ), s) for all χ ∈ Ĝab

K . (

Proof. Let χ ∈ Ĝab
K . We have

L(χ, s) = ∏
p∈U(χ)

1
1− χ(p)N(p)−s .

By Proposition 10.1.7, any prime p ∈ U(χ) is unramified in the fixed field Kχ. De-
note by π the projection map Gab

K → Gal(Kχ/K) and by χ the induced character on
Gal(Kχ/K). By Theorem 7.4.10, we have π(recK(sK(p))) = Frobp(Kχ/K) for any choice
of split sK. We shorten Frobp(Kχ/K) to Frobp. As χ(p) = χ(recK(sK(p))), we obtain

χ(p) = χ(recK(sK(p))) = χ(π(recK(sK(p)))) = χ(Frobp),

and thus

L(χ, s) = ∏
p∈U(χ)

1
1− χ(p)N(p)−s = ∏

p∈U(χ)

1
1− χ(Frobp)N(p)−s

From Proposition 10.1.3 we have ker(ψ̂(χ)) = ψ(ker(χ)), from which it follows that
the fixed field of ψ̂(χ), denoted Lψ̂(χ), is equal to (Lab)ψ(ker(χ)).

From the properties of the finite reciprocity isomorphism, we obtain a bijection

{primes p unramified in Kχ/K} ←→ {primes q = φ(p) unramified in Lψ̂(χ)/L}.

From Proposition 10.1.7 it follows from this bijection (given by φ) that φ(U(χ)) =

U(ψ̂(χ)). Moreover, the finite reciprocity isomorphism implies that N(p) = N(q) and
for p ∈ U(χ) we have ψ(Frobp) = Frobq, thus ψ̂(χ)(Frobq) = χ(Frobp). Therefore

L(χ, s) = ∏
p∈U(χ)

1
1− χ(Frobp)N(p)−s

= ∏
q∈U(ψ̂(χ))

1

1− ψ̂(χ)(Frobq)N(q)−s

= L(ψ̂(χ), s). |

Corollary 10.2.3. The existence of an reciprocity isomorphism implies the existence
of an L-isomorphism. (
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10.3 l-isomorphism implies reciprocity isomorphism

The existence of an L-isomorphism is meaningless if we have no information on the
existence of characters, so we rely on the two methods of creating characters from Sec-
tion 10.1.2. In order to construct a reciprocity isomorphism, we begin by proving that
a sufficient condition for the existence of a reciprocity isomorphism is the existence of
a bijection φ such that the following diagrams commute:

Ĝab
K PK

Ĝab
L PL

ψ̂

U

φ

U

and
PK C.

PL

φ

χ

ψ̂(χ)

After proving this in Theorem 10.3.1, we continue with the construction of such a φ.
We will do this inductively: we create partial bijections between the primes of a certain
norm, which combined form the desired bijection φ.

Theorem 10.3.1. Suppose we are supplied with an L-isomorphism and let φ : PK →
PL be a bijection such that the previous diagrams commute, i. e.

φ(U(χ)) = U(ψ̂(χ)) for all χ ∈ Gab
K ; and

χ(p) = ψ̂(χ)(φ(p)) for all χ ∈ Gab
K , p ∈ U(χ).

Then there exists a reciprocity isomorphism. (

Proof. If we extend φ multiplicatively to IK, we obtain a monoid isomorphism IK
∼−→

IL. The isomorphism of the topological groups Gab
K and Gab

L is obtained from the L-
isomorphism.

Using Lemma 10.1.8 and the fact that ψ is an isomorphism, we find that

ψ(recK(O∗p)) = ψ

 ⋂
χ: p∈U(χ)

ker(χ)

 =
⋂

χ: p∈U(χ)

ψ (ker(χ)) .

By Proposition 10.1.3, ψ (ker(χ)) = ker(ψ̂(χ)) and φ(U(χ)) = U(ψ̂(χ)) for all χ, and
it follows that ⋂

χ: p∈U(χ)

ψ (ker(χ)) =
⋂

ψ̂(χ): φ(p)∈U(χ)

ker(ψ̂(χ)).

As ψ̂ is an isomorphism, we take the intersection over all characters on Gab
L with φ(p)

unramified, hence by Lemma 10.1.8 we obtain⋂
ψ̂(χ): φ(p)∈U(χ)

ker(ψ̂(χ)) = recL(O∗φ(p)).

For any prime p ∈ PK, the second condition of φ states that for all characters χ with
p ∈ U(χ) we have χ(p) = ψ̂(χ)(φ(p)). Using only definitions, we find

χ(p) = χ(recK(sK(p))) and ψ̂(χ)(φ(p)) = χ(ψ−1(recL(sL(φ(p))))),

thus
recK(sK(p)) ≡ ψ−1(recL(sL(φ(p)))) (mod ker(χ)).
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As this holds for all χ with p ∈ U(χ) and recK(O∗p) =
⋂

p∈U(χ)
ker(χ), we find

recK(sK(p)) ≡ ψ−1(recL(sL(φ(p)))) (mod recK(O∗p)).

However, we can modify the split sK with elements in recK(O∗p) freely, as the only
condition was that sK(p) = (1, . . . , 1, πp, 1, . . . ) and uniformisers are unique up to
units. Hence it is possible to alter sK (for every prime independently) such that

recK(sK(p)) = ψ−1(recL(sL(φ(p)))),

or equivalently
ψ(recK(sK(p))) = recL(sL(φ(p))),

for all p ∈ PK. As all maps are multiplicative, the same equality holds for ideals m ∈ IK

and therefore we have fulfilled all conditions for the reciprocity isomorphism. |

To construct this φ, we inductively create bijections φN between the primes of K and
the primes of L of a certain norm N. Global fields only have finitely many primes of
a given norm. With this in mind, we can create characters using Theorem 10.1.9 that
have specific values on the primes of norm N, which will aid us in finding a bijection
φN . Therefore, we introduce notation in order to deal with the primes one norm at a
time. For any set S of ideals of K we define the following subsets:

SN = {m ∈ S : N(m) = N}
S≥N = {m ∈ S : N(m) ≥ N}
S<N = {m ∈ S : N(m) < N}.

However, if the set of ideals has a subscript already, e.g. IK, we use superscript for
N, ≥ N, and < N, e.g. I<N

K .
Suppose for a given N ∈ N we are supplied with bijections φM : PM

K → PM
L such

that φM(UM(χ)) = UM(ψ̂(χ)) and χ(p) = ψ̂(χ)(φM(p)) for all χ ∈ Gab
K , p ∈ UM(χ)

and all M < N. Let φ<N be the bijection P<N
K → P<N

L given by φ<N
∣∣
PM

K
= φM for all

M < N. Thus φ<N has the following properties:

φ<N(U<N(χ)) = U<N(ψ̂(χ)) for all χ ∈ Gab
K ; and

χ(p) = ψ̂(χ)(φ<N(p)) for all χ ∈ Gab
K , p ∈ U<N(χ).

We will refer to these as the properties of φ<N .
We have a trivial induction basis: there exist no primes of norm 1, hence for N ≤ 2

the statement is empty (and therefore true).
This completes the induction hypothesis.

10.3.1 information obtained from l-series

We are left with proving the induction step, which will be quite lengthy. The idea
behind creating the bijection φN is as follows: we create a special type characters on
both Gab

K and Gab
L that are associated to a prime of K resp L of norm N. We then

establish a connection between those characters via the isomorphism ψ̂, which also
connects the primes of K and L of norm N. This connection will prove to be a bijection.

We begin by extracting information on the primes of norm N from the L-series,
with Corollary 10.3.4 as main result. In order to do this, we split the L-series into two
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products; one over primes with norm below N and one over primes with norm at least
N so that we can use the induction hypothesis.

Set

L<N(χ, s) = ∏
p∈U<N(χ)

(1− χ(p)N(p)−s)−1,

L≥N(χ, s) = ∏
p∈U≥N(χ)

(1− χ(p)N(p)−s)−1.

Proposition 10.3.2. We have L<N(χ, s) = L<N(ψ̂(χ), s). (

Proof. We make use of the bijection φ<N : P<N(K) → P<N(L). By construction,
φ<N

∣∣
M is a bijection PM

K → PM
L , hence φ<N is norm-preserving. It follows from the

properties of φ<N (used for the third equality) that

L<N(χ, s) = ∏
p∈U<N(χ)

(1− χ(p)N(p)−s)−1

= ∏
p∈U<N(χ)

(1− ψ̂(χ)(φ<N(p))N(φ<N(p))
−s)−1

= ∏
q∈U<N(ψ̂(χ))

(1− ψ̂(χ)(q)N(q)−s)−1

= L<N(ψ̂(χ), s). |

Corollary 10.3.3. We also have L≥N(χ, s) = L≥N(ψ̂(χ), s). (

Proof. This follows as L(χ, s) = L(ψ̂(χ), s) and L(χ, s) = L<N(χ, s)L≥N(χ, s), as we
have

L<N(χ, s)L≥N(χ, s) = L(χ, s)

= L(ψ̂(χ), s)

= L<N(ψ̂(χ), s)L≥N(ψ̂(χ), s)

= L<N(χ, s)L≥N(ψ̂(χ), s)

Hence L≥N(χ, s) = L≥N(ψ̂(χ), s). |

Corollary 10.3.4. For any character χ ∈ Ĝab
K the equation

∑
p∈PN

K

χ(p) = ∑
p∈PN

L

ψ̂(χ)(p)

holds. (

Proof. As with L(χ, s), we can write L≥N(χ, s) in additive form

L≥N(χ, s) = ∑
m∈〈U≥N(χ)〉

χ(m)N(m)−s.

If we now group all ideals of a certain norm, we obtain

L≥N(χ, s) = ∑
M≥N

 ∑
m∈〈U≥N(χ)〉∩IN

K

χ(m)

M−s.
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Dividing on both sides by N−s gives

L≥N(χ, s)
N−s =

 ∑
m∈〈U≥N(χ)〉∩IN

K

χ(m)

+ ∑
M>N

 ∑
m∈〈U≥N(χ)〉∩IN

K

χ(m)

 M−s

N−s .

As χ(p) is zero at all primes where χ ramifies, we have

∑
m∈〈U≥N(χ)〉∩IN

K

χ(m) = ∑
m∈〈P≥N

K 〉∩IN
K

χ(m).

However, norms are multiplicative, hence any non-prime in 〈P≥N
K 〉 has norm at least

N2. As there exist no primes of norm 1 we may assume that N2 > N and therefore
〈P≥N

K 〉 ∩ IN
K contains only prime ideals (of norm N). Moreover, it contains all prime

ideals of norm N, hence 〈P≥N
K 〉 ∩ IN

K = PN
K .

If we let s→ ∞ we obtain

lim
s→∞

L≥N(χ, s)
N−s = ∑

m∈〈U≥N(χ)〉∩IN
K

χ(m) = ∑
m∈PN

K

χ(p).

From Corollary 10.3.3 we know that L≥N(χ, s) = L≥N(ψ̂(χ), s). It follows that

∑
p∈PN

K

χ(p) = ∑
p∈PN

K

ψ̂(χ)(p).

This concludes the proof. |

10.3.2 associating certain types of characters

Now that we have Corollary 10.3.4 it is justified to further explore the types of charac-
ters we have. Two types of characters will be especially important: the characters that
are 1 on all primes of norm N, and the characters that are 1 on all but one prime of
norm N, and ramified on this last prime. By associating these type of characters on
Gab

K and Gab
L in Lemma 10.3.10, we obtain an association of certain primes of K and L of

norm N, and we will prove that this association is in fact a bijection in Lemma 10.3.13.
We begin by introducing notation that is quite compact to allow for better readability.

Define for a character χ ∈ Ĝab
K :

SN(χ) = ∑
p∈PN

K

χ(p) = ∑
p∈UN(χ)

χ(p).

The second equality holds as χ is zero outside of UN(χ).

Lemma 10.3.5. For any χ ∈ Ĝab
K we have SN(χ) = SN(ψ̂(χ)). (

Proof. We have already proven this in Corollary 10.3.4. |

Corollary 10.3.6. For any N ∈N we have |PN
K | = |PN

L |. (

Proof. If we let χ = χ0, we get SN(χ0) = ∑p∈PN
K

1 = |PN
K |. As ψ̂ is an isomorphism,

ψ̂(χ0) is the trivial character in Ĝab
L and therefore SN(ψ̂(χ)) = |PN

L |. It follows that
|PN

K | = |PN
L |. |
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This corollary allows us to define cN = |PN
K | = |PN

L |. Moreover, let

UN(χ) =
{
p ∈ PN

K : χ
∣∣
recK(Ô∗K)

= 1
}
=
{
p ∈ PN

K : χ(p) 6= 0
}

and
VN(χ) =

{
p ∈ PN

K : χ(p) = 1
}
⊆ UN(χ).

Denote uN(χ) = |UN(χ)| and vN(χ) = |VN(χ)| (these are finite numbers as there exist
only finitely many primes of a given norm). We prove that the following two sets of
characters are respected by the isomorphism ψ̂:

∆1
K :=

{
χ ∈ Ĝab

K : uN(χ) = vN(χ) = cN

}
∆3

K :=
{

χ ∈ Ĝab
K : uN(χ) = vN(χ) = cN − 1

}
.

The intuitive definition of these sets is equally important: the characters in ∆1
K are

those that are 1 on all primes of norm N (hence do not ramify there) and ∆3
K consists

of the characters that ramify at exactly one prime (of norm N), and are 1 on all other
primes of norm N.

Remark. The reason we use ∆1 and ∆3 is because this is compatible with [CLM16],
in which a set of characters ∆2 is defined that is not used in our proof.

Lemma 10.3.7. For any character χ, we have |SN(χ)| ≤ uN(χ). We have SN(χ) =

uN(χ) precisely when uN(χ) = vN(χ). (

Proof. As |χ(p)| ≤ 1 for all p ∈ UN(χ), we have |SN(χ)| ≤ uN(χ). The equality
SN(χ) = uN(χ) holds precisely when

χ(p) = 1 for all p ∈ UN(χ)⇐⇒ UN(χ) = VN(χ)⇐⇒ uN(χ) = vN(χ). |

Lemma 10.3.8. We have χ ∈ ∆1
K precisely when SN(χ) = cN . (

Proof. As uN(χ) ≤ cN , we see from Lemma 10.3.7 that SN(χ) = cN precisely when
uN(χ) = vN(χ) = cN , which is equivalent to χ ∈ ∆1

K. |

Corollary 10.3.9. The isomorphism ψ̂ respects ∆1, i. e. ψ̂(∆1
K) = ∆1

L. (

Proof. We have χ ∈ ∆1
K if and only if SN(χ) = cN by the previous lemma, which

happens precisely when SN(ψ̂(χ)) = cN by Lemma 10.3.5, which in turn is equivalent
to ψ̂(χ) ∈ ∆1

L by the previous lemma. |

Lemma 10.3.10. We have ψ̂(∆3
K) = ∆3

L. (

Proof. Let χ ∈ ∆3
K, then by definition there is some pχ ∈ PN

K such that χ(pχ) = 0.
Then

SN(χ) = ∑
p∈UN(χ)

χ(p) = uN(χ) = cN − 1,

as un(χ) = vn(χ) = cN − 1. Hence we also have SN(ψ̂(χ)) = cN − 1. We consider three
possibilities:

• uN(ψ̂(χ)) < cN − 1. Then |SN(ψ̂(χ))| ≤ uN(ψ̂(χ)) = cN − 1 by Lemma 10.3.7,
which is a contradiction.
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• uN(ψ̂(χ)) = cN− 1. Then, again by Lemma 10.3.7, we see that SN(ψ̂(χ)) = cN− 1
exactly when uN(ψ̂(χ)) = vN(ψ̂(χ)), and therefore ψ̂(χ) ∈ ∆3

L.

• uN(ψ̂(χ)) = cN . As SN(ψ̂(χ)) = cN− 1, we have uN(ψ̂(χ)) > vN(ψ̂(χ)) (again by
Lemma 10.3.7). Let m = uN(ψ̂(χ))− vN(ψ̂(χ)) (which is finite) and enumerate
the primes in UN(ψ̂(χ))− VN(ψ̂(χ)) by {q1, . . . , qm}. Then ψ̂(χ)(qi) is a root of
unity, say ψ̂(χ)(qi)

di = 1. Let d = ∏m
i=1 di. Then ψ̂(χd)(p) = 1 for all p ∈ UN(χ) =

PN
L and therefore ψ̂(χd) ∈ ∆1

L. By Corollary 10.3.9 we find χd ∈ ∆1
K. However,

χd(pχ) = 0d = 0, which is a contradiction.

We conclude that ψ̂(χ) ∈ ∆3
L, thus ψ̂(∆3

K) ⊆ ∆3
L.

If we repeat this process, this time using the isomorphism ψ̂−1 (so the roles of K
and L are reversed), we obtain that ψ̂−1(∆3

L) ⊆ ∆3
K, hence ∆3

L ⊆ ψ̂(∆3
K) (as ψ̂ is an

isomorphism). We conclude that ψ̂(∆3
K) = ∆3

L. |

Corollary 10.3.11. For every p ∈ PN
K and χ ∈ ∆3

K with UN(χ) = PN
K − {p}, there

exists a prime φN(p, χ) ∈ PN
L with UN(ψ̂(χ)) = PN

L − {φN(p, χ)}. (

10.3.3 bijection of primes of norm N

The notation in Corollary 10.3.11 already suggests that this association of (some of the)
primes in PN

K and PN
L is the bijection we are looking for. This section will be devoted

to proving all required properties of φN . As a direct result this completes the proof of
the equivalence of the existence of an L-isomorphism and a reciprocity isomorphism.

Lemma 10.3.12. The prime φN(p, χ) does not depend on χ. (

Proof. Take χ, χ′ ∈ ∆3
K such that UN(χ) = UN(χ

′) = PN
K − {pχ}. Then for any p ∈

UN(χ) we have (χ · χ′)(p) = χ(p)χ′(p) = 1 · 1 = 1, while (χ · χ′)(pχ) = χ(pχ)χ′(pχ) =

0 · 0 = 0, hence χ · χ′ ∈ ∆3
K. As a result, ψ̂(χ · χ′) ∈ ∆3

L, hence there is only a
single prime q such that ψ̂(χ · χ′)(q) = 0, as uN(χ · χ′) = cN − 1. However, ψ̂(χ ·
χ′)(φN(p, χ)) = 0 and ψ̂(χ · χ′)(φN(p, χ′)) = 0 by Corollary 10.3.11. We conclude that
φN(p, χ) = φN(p, χ′). |

We drop the χ from φN(p, χ) and obtain a connection between some of the primes
of PN

K and PN
L .

Enumerate the primes in PN
K by p1, . . . , pcN and let χ1, ..., χcN be characters such

that χi(pi) = 0 and χi(p) = 1 for all p ∈ PN
K − {pi}. These characters exist by Theo-

rem 10.1.9.

Lemma 10.3.13. φN is a bijection. (

Proof. As |PN
K | = |PN

L |, it suffices to prove that φN is injective. Suppose qi := φN(pi)

and qj := φN(pj) are equal for some 1 ≤ i < j ≤ cN . We obtain that ψ̂(χi)(q) =

ψ̂(χj)(q) for all q ∈ PN
L (as they are both zero on qi = qj and 1 otherwise).

The character χi · χj does not lie in ∆3
K as (χi · χj)(pi) = (χi · χj)(pj) = 0 and i 6= j.

On the other hand, as ψ̂(χi)(q) = ψ̂(χj)(q) for all q ∈ PN
L we have

ψ̂(χi · χj)(q) = ψ̂(χi)
2(q) =

0 if q = qi;

1 otherwise,

hence ψ̂(χi · χj) ∈ ∆3
L. This is in contradiction with ψ̂(∆3

K) = ∆3
L (Lemma 10.3.10)

combined with the fact that ψ̂ is an isomorphism. |
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Enumerate the primes in PN
L by q1, . . . , qcN such that qi = φN(pi).

Corollary 10.3.14. For every χ ∈ Ĝab
K , we have φN(UN(χ)) = UN(ψ̂(χ)). Moreover,

χ(p) = ψ̂(χ)(φN(p)). (

Proof. Suppose pj ∈ UN(χ), thus φN(pj) ∈ φN(UN(χ)). We know that χ(pj) 6= 0,
hence the character χ ∏

i 6=j
χi is zero at all primes in PN

K except for the prime pj, where

it is equal to χ(pj). Thus SN(χ ∏
i 6=j

χi) = χ(pj).

We know that ψ̂(χi) is 1 everywhere except at φN(pi), where it is zero. Thus ψ̂(χ ∏
i 6=j

χi)

is zero at all primes of the form φN(pi), i 6= j. As φN is a bijection by Lemma 10.3.13,
ψ̂(χ ∏

i 6=j
χi) is zero everywhere except possibly at φN(pj). Moreover, Lemma 10.3.5 im-

plies that

ψ̂(χ ∏
i 6=j

χi)(φN(pj)) = SN(ψ̂(χ ∏
i 6=j

χi)) = SN(χ ∏
i 6=j

χi) = χ(pj).

As ψ̂(χi)(φN(pj)) = 1 for all i 6= j, we find

ψ̂(χ)(φN(pj)) = ψ̂(χ ∏
i 6=j

χi)(φN(pj)) = χ(pj). (9)

Hence ψ̂(χ)(φN(pj)) 6= 0 and therefore φN(pj) ∈ UN(ψ̂(χ)). It follows that φN(UN(χ)) ⊆
UN(ψ̂(χ)).

For the inverse inclusion, we repeat the process this time reversing the roles of K
and L, using the isomorphism ψ̂−1 and the bijection φ−1

N . We obtain that for all qj ∈
UN(ψ̂(χ)) we have φ−1

N (qj) ∈ UN(χ) (note ψ̂−1(ψ̂(χ)) = χ). As a result, UN(ψ̂(χ)) ⊆
φN(UN(χ)).

We conclude that φN(UN(χ)) = UN(ψ̂(χ)).
The second assertion follows immediately: for any p 6∈ UN(χ) we have φN(p) 6∈

UN(ψ̂(χ)), and therefore χ(p) = 0 = ψ̂(χ)(φN(p)). For p ∈ UN(χ) we have seen in
Equation 9 that χ(p) = ψ̂(χ)(φN(p)). |

This completes the proof by induction; we obtain a bijection φ : PK → PL with
properties as required in Theorem 10.3.1, and as a result we have a reciprocity isomor-
phism.





11
G L O B A L F I E L D I S O M O R P H I S M S

In this final chapter we study the methods used to obtain a field isomorphism from the
equivalent statements we have seen before. The objective here is not to provide rigor-
ous proofs, but to provide the general idea of how to obtain the desired isomorphism,
which will work only for function fields. A proof for number fields was given by Bart
de Smit in an unpublished article. We begin by combining all equivalent statements
of Chapter 9 and 10 so that we can freely use all properties we have seen. With this
we can derive an isomorphism A∗K, f

∼−→ A∗L, f , which for function fields restricts to an
isomorphism K× ∼−→ L×. A theorem by Ushida and Hoshi states a sufficient condition
for an isomorphism K× ∼−→ L× to extend to an isomorphism K → L, which holds for
the isomorphism we find.

11.1 combining the equivalent statements

Suppose the equivalent statements hold. By combining Theorem 9.2.1, Theorem 10.1.11,
and Proposition 10.2.1, we obtain the following maps:

a. an isomorphism of topological groups Φ : XK
∼−→ XL that restricts to a norm-

preserving monoid isomorphism φ : IK
∼−→ IL;

b. an isomorphism of topological groups ψ : Gab
K
∼−→ Gab

L satisfying ψ(recK(O∗p)) =
recL(O∗φ(p)) for all p ∈ PK; and

c. splits sK : IK → A∗K, f ∩ ÔK and sL : IL → A∗L, f ∩ ÔL such that ψ(recK(sK(m))) =

recL(sL(φ(m))) for all m ∈ IK.

We can summarise this in a commutative diagram:

A∗K, f ∩ ÔK A∗L, f ∩ ÔL

IK Gab
K Gab

L IL.

XK XL

recK recLsK

φ

ψ
sL

Φ

(10)

The first step will be to create an isomorphism Ψ : A∗K, f ∩ ÔK → A∗L, f ∩ ÔL. For this

we change our perspective on A∗K, f ∩ ÔK:

Lemma 11.1.1. There exists a monoid isomorphism A∗K, f ∩ ÔK ∼= Ô∗K × IK. (

Proof. Using the split sK, we have a monoid homomorphism Ô∗K × IK → A∗K, f ∩ ÔK

given by (u,m) 7→ u · sK(m). We construct an inverse of this map.

Any element of A∗K, f ∩ ÔK is of the form ∏p∈PK
xp, where xp lies in Op for all p and

in O∗p for all but finitely many p. Hence there exists a (smallest) finite subset S ⊆ PK

81
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such that xp = up ∈ O∗p if p 6∈ S and xp = up · πnp
p with up ∈ O∗p and np ∈ N0 if p ∈ S,

where πp is a uniformiser chosen such that sK(p) = (1, . . . , 1, πp, 1, . . . ).

Combining the up to u = ∏p∈PK
up, we obtain an element u ∈ Ô∗K. Moreover, we can

send ∏p∈S π
np
p to the ideal ∏p∈S p

np , which is well-defined as S is finite. We obtain a
monoid homomorphism A∗K, f ∩ ÔK → Ô∗K × IK given by

∏
p∈PK

xp 7→
(

∏
p∈PK

up, ∏
p∈S

pnp

)
,

which is the inverse of (u,m) 7→ u · sK(m). |

As we have seen in Theorem 6.4.2, under the local reciprocity map O∗p is mapped
isomorphically to Gal(Kab

p /Kur
p ), which is then mapped injectively to some subgroup

of Gab
K via the inclusion Gal(Kab

p /Kp) ↪→ Gab
K . As a result,O∗p is isomorphic to recK(O∗p).

We can use this to obtain the following result:

Proposition 11.1.2. For any p ∈ PK we have O∗p ∼= O∗φ(p) and consequently Ô∗K ∼=
Ô∗L. (

Proof. As we have just mentioned, O∗p ∼= recK(O∗p) and O∗φ(p) ∼= recL(O∗φ(p)). Us-
ing the property of ψ (see part b . of the maps at the start of this section) we find
recK(O∗p) ∼= recL(O∗φ(p)), which completes the proof. |

Corollary 11.1.3. We have A∗K, f ∩ ÔK ∼= A∗L, f ∩ ÔL. (

Proof. Using the monoid isomorphism φ : IK
∼−→ IL combined with Proposition 11.1.2

results in a monoid isomorphism Ô∗K × IK
∼−→ Ô∗L × IL. The result now follows from

Lemma 11.1.1. |

Denote by Ψ the corresponding isomorphism. Using Lemma 7.9 of [CLM16], one
can prove that this map fits nicely into Diagram 10, i. e. the following diagram com-
mutes:

A∗K, f ∩ ÔK A∗L, f ∩ ÔL

Gab
K Gab

L .

recK

Ψ

recL

ψ

However, as the field of fractions of ÔK is equal to ∏p∈PK
Kp, we find that the group

of fractions of A∗K, f ∩ ÔK is equal to A∗K, f ∩∏p∈PK
Kp = A∗K, f . Hence we can extend

the previous diagram to the following commutative diagram:

A∗K, f A∗L, f

Gab
K Gab

L .

recK

Ψ

recL

ψ

In particular, this gives us the following result:

Corollary 11.1.4. The kernels of recK and recL are isomorphic, i. e. Ψ(ker(recK)) =

ker(recL). (
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Here we have to separate global function fields from number fields, as the reci-
procity map has different kernels depending on the type of global field. If K and L
are number fields, the kernel of recK and recL are difficult to describe, while if they
are function fields, the kernels are K× and L× respectively, see Theorem 2.4 of [Poo12].
Hence, in the case of function fields, Corollary 11.1.4 can be reformulated:

Corollary 11.1.5. Suppose the equivalent statements hold for two global function
fields K and L. Then K× ∼= L×. (

Denote the isomorphism by Ψ. The question is now whether we can extend this
isomorphism to a field isomorphism L ∼= K (by setting 0 7→ 0). This turns out to be
the case, provided that certain conditions hold.

Lemma 11.1.6 (Uchida & Hoshi). Denote by Πp : A∗K, f → K×p the (surjective)
projection map, and by vp the valuation on Kp. Suppose we have an isomorphism
Ψ : K× ∼−→ L×. It can be extended to an isomorphism K ∼−→ L if and only if there
exists a bijection φ : PK → PL such that for all p ∈ PK we have

a. Ψ(1 + pOp) = 1 + φ(p)Oφ(p); and

b. vφ(p) ◦Πφ(p) = vp ◦Πp ◦Ψ. (

Proof. The proof for function fields is a combination of Lemmas 8–11 of [Uch77],
while the proof for number fields is Theorem D of [Hos14]. |

It turns out that these condition indeed hold for the Ψ that we have constructed.
From this we obtain the following result:

Corollary 11.1.7. Suppose the equivalent statements hold for two global function
fields K and L. Then K ∼= L. (

Proof. Lemma 11.4 of [CLM16]. |

With these results we have proven that we have indeed found a two sets of objects
associated to a global field K that determine K uniquely. Moreover, using class field
theory, these objects are describable using only objects within K itself. This concludes
the chapter and subsequently the thesis.
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