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Abstract

Flat energy bands are suitable for observing the Fractional Quantum Hall Effect. We
propose an optical setup that can be used for probing flat bands of the Kagome and dice
lattice structures dressed by a gauge field. For the Kagome lattice we show that these bands
are indeed topologically nontrivial. We suggest using an optical potential that generates
the Kagome and dice structures simultaneously. We propose a lattice shaking-scheme to
induce a gauge field that is equivalent to a magnetic field, resulting in the desired energy
spectrum. Combining the shaking with resonant driving and a site-dependent phase shift, we
present a construction for the Kagome lattice that generates flat bands that can be probed
experimentally. Implementing interactions in this setup immediately corresponds to being in
the strongly correlated regime.
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Introduction

The conducting or insulating properties of a solid are largely determined by the lattice the atoms
are structured in. The Kagome and dice lattices considered in this thesis are specifically interesting
because of their topological properties, a concept that has existed in mathematics since mid 19th

century. Topological properties of a manifold (smoothly curved space or set) are those that are pre-
served under continuous deformations. They depend on the global structure of the system and not
on the form they have locally. A famous example is the comparison of a mug and a donut, which
are topologically equivalent as one can smoothly be deformed into the other. But both of them can
not be transformed to a disk, because removing the hole is not a smooth deformation. The num-
ber of holes in the donut, mug and disk can be viewed as a topological invariants of these manifolds.

The introduction of topological quantities in physics was marked by the discovery of the Quantum
Hall Effect, the quantummechanical variant of the classical Hall effect. The classical Hall Effect can
be observed in the setup shown in Figure 1a. In the approximately two-dimensional slab charged
particles move around in the perpendicular magnetic. Due to the Lorentz force FL = q(E+v×B)
these particles will be deflected. The direction of this deflection will be opposite for negatively
and positively charged particles, such that a potential difference arises in the transverse direction.
This transverse conductivity is proportional to the strength of the magnetic field: σtr ∝ |B|.

(a) The setup used to measure the Hall Ef-
fect. B is the perpendicular magnetic field
and I a current that is sent through the
material. (Kosmos, 1986)

(b) For a stronger perpendicular magnetic
field B the trajectories of the electrons be-
come circles.

Figure 1

For stronger magnetic fields B the trajectory of the electrons is deflected so heavily that they start
moving in small circular trajectories as shown in Figure 1b. The radii of these trajectories are
quantized at these high fields strengths. For electrons in the bulk this means that they cannot
transport charge through the system anymore, and the bulk becomes insulating. But at the edges
the electrons cannot make full circles; instead they start bouncing off the edges in semi-circles,
either clockwise or anti-clockwise. Due to their left- or right-handedness these states have a cer-
tain chirality. The chiral edge states are capable of carrying current, and causes the transverse
conductivity to still be present in the system.
The phenomenon above was foreseen to be a quantum effect by Ando et al. [1], who theoretically
predicted that the transverse conductivity equals σtr = (e2/h)N, N ∈ N.

In 1980 this relation was probed in an experiment conducted by von Klitzing et al. [2], producing
the result shown in Figure 2.
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Figure 2: The integer Quantum Hall Effect. For stronger magnetic fields, the linear proportionality
of the transverse conductivity to the strength of the magnetic field (horizontal axis) changes to
plateaus proportional to integer multiples of e2/h. Also the longitudinal conductivity is plotted,
exhibiting spikes whenever the transverse conductivity changes plateau showing that inbetween
the bulk becomes conducting. (Kosmos, 1986)

According to the measurements the plateaus were equal to integer multiples of
RK = 25812.807557(18) Ω, agreeing almost exactely with the value of (e2/h)−1. This was very
surprising: it was certain that the experimental setup contained disorder (e.g. impurities in the
material) which had not been taken into account in the theoretical prediction. The transverse con-
ductivity turned out to depend only on the number of edge states in the system, whose existence
was apparently robust against contamination in the system. It turned out that the edge states
are topologically protected, and the material was termed a topological insulator : an insulating bulk
with topologically protected currents on the boundaries.

In the early 90‘s measurements of the transverse conductivity for even stronger magnetic fields
were conducted by Störmer et al. [3]. The result - awarded with the Nobel Prize in 1998 - is shown
in Figure 3.

Figure 3: For strengths of the magnetic field above 7 T the transverse conductivity becomes
proportional to fractional values of e2/h. [3]
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The transverse conductivity is now proportional to fractional multiples of e2/h: σtr = (e2/h)Q, Q ∈
Q. Although this behaviour is partly explained by the effect of electron-electron interactions
becoming significant, it is still not completely understood.
Just as for the integer Quantum Hall Effect these fractional values are topologically protected,
which makes them suitable for applications. The Fractional Quantum Hall Effect is observed more
easily in systems with a flat energy band, because the addition of interactions immediately result
in strongly correlated effects [4]. We will see in this thesis that the Kagome and dice lattice have
these flat bands; therefore they are interesting systems to simulate and examine.
Using optical lattices to simulate these systems has several advantages. First of all, it is difficult
to find solids in nature whose atoms are perfectly structured in a lattice configuration. In optical
lattices one can create a periodic structure using standing wave patterns in a clean and regular
way, by creating standing wave patterns with pairs of counterpropagating lasers (see Figure 4).

Figure 4: Two orthogonal pairs of counterpropagating lasers result creating a square optical lattice
in two dimensions (figure taken from [5]).

The simulation using optical lattices enables control of parameters in the system: the distance
between lattice sites depends on wavelength of the laser, the strength of confinement of the atoms
on the intensity of the laser. One can show that for lattice distances considered in these optical
lattices the magnitude of the magnetic fields needed is of the order of 109 T - many orders of mag-
nitude higher than what is now experimentally feasible. But by periodically shaking the lattice in
the plane we can generate gauge fields that are equivalent to applying a perpendicular magnetic
field, with which we are able to reach the desired magnitudes.

In this thesis we aim to propose a setup generating the Kagome and dice lattice with flat bands in
the energy spectrum. This setup can then be used to probe the flat bands for strongly correlated
effects. We start by defining a topological invariant in Chapter 1. In Chapter 2 we consider several
lattice structures (including the Kagome and dice lattic) and show how applying a magnetic field
affects the energy spectrum. In Chapter 3 we introduce the concept of a time-dependent Hamil-
tonian and the Floquet formalism, and subsequently we use this to show that shaking the lattice
results in the generation of a gauge field. Finally, in Chapter 4 we combine the concepts developed
before with the construction of optical lattices to propose a setup that generates flat bands.
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1 Topological properties of two-dimensional sytems

The topological properties of a system are determined by its Hamiltonian. One way to determine if
a system possesses topologically invariant quantities is by considering the energy spectrum. These
properties of the system that can not be destroyed by local perturbations such as impurities or
disorder, which indicates why they are potentially interesting to use for applications.

In this section we present the physical and mathematical framework for working with topolog-
ical properties of system. First we review how to compute the energy spectrum for a lattice using
the example of the square lattice. We then move on to the formal definition of a topological invari-
ant called the Chern number using the Berry phase. After this we present a numerical method to
compute the Chern number for separated energy bands (without degeneracy) developed by Fukui
et al. [6]. A background on how the topological properties of a system are related to symmetries
of the Hamiltonian can be found in Appendix A.

1.1 Topology in energy bands

Figure 5: The square lattice.

We can model the kinetics of electrons in a two-
dimensional solid by particles hopping between sites
structured in a periodic lattice. Consider for example
the square lattice shown in Figure 5. In the x- and y-
direction each site is separated by a distance the lattice
constant in units of length, which we put equal to 1 here
for simplicity. We can describe coordinates on this lat-
tice using x = (xi, yj). Assuming that the particles only
hop to nearest neighbour lattice sites, we can use the
tight-binding approximation. In second quantization this
Hamiltonian for two-dimensional systems equals:

H = −J
∑
x

∑
`

(
a†x+δ`

ax + H.c.
)
. (1)

The sum runs over all lattice sites x = (xi, yj) and the
number of lattice unit vectors ` = 1, . . . , `max. The pa-
rameter J ∈ R indicates the hopping strength, which can be determined from the overlap of the
wavefunctions of the particles (see Section 4.2). The system minimizes its energy when parti-

cles hop around, as for each hop an amount −J is added to the energy. The ladder operators a
(†)
x

annihilate (create) a particle at site x. They commute as
[
ax, a

†
x′

]
= δx,x′ for bosons and anticom-

mute as
{
ax, a

†
x′

}
= δx,x′ for fermions. The vectors δl indicate the lattice unit vectors, connecting

nearest-neighbour sites. The lattice unit vectors δ` are distinct in the sense that δ` 6= −δ`′ . For
the square lattice they are given by

δ1 = (1, 0) and δ2 = (0, 1). (2)

For every site x we can jump in all directions ±δ1,±δ2. An infinite amount of lattice sites then
immediately implies periodicity (Bravais). We can define a discrete Fourier transform to get an
expression for the Hamiltonian in k-space. The discrete Fourier transforms of the ladder operators
are defined as:

a†x =
1

V

∑
k

e−ik·xa†k and ax =
1

V

∑
k

eik·xak. (3)
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Using the definition of the Kronecker delta-function this allows us to rewrite our Hamiltonian as

H =
∑
k

a†kHkak, (4)

where the energy spectrum is given by the Bloch Hamiltonian

Hk = εk = −J
∑
`

2 cosk · δ`. (5)

= −2J (cosk · δ1 + cosk · δ2)

= −2J (cos kx + cos ky) . (6)

We observe that the energy is determined completely by the hopping parameter J and the lattice
unit vectors δ`. Note that due to the definition of the discrete Fourier transform the values of the
energy are uniquely defined for k in the first Brillouin Zone [−π, π]× [−π, π]. The energy spectrum
in the first Brillouin zone is plotted below in Figure 6.

Figure 6: The single energy band for the square lattice with J > 0.

For lattice structures that are not Bravais the Bloch Hamiltonian is not a scalar, but a matrix.
This is related to the number of sites in the unit cell. The possible hopping directions (δ`)x on
the lattice site x depend strongly on the structure of the lattice. For lattices with one site in
their unit cell, the surroundings of every site look exactly the same. This indicates that the lattice
possesses a Bravais structure. When this is not the case we can enlarge the unit cell to multiple
sites, corresponding to the introduction of sublattices. By displacing the unit cell one is able to
reconstruct the whole lattice. This changes the structure of the Hamiltonian to a matrix equation.
The number of energy bands (eigenvalues) is determined by the dimension of the Bloch Hamilto-
nian.

For each point in the Brillouin Zone we can determine the eigenstates defined by the time-
independent Schrödinger equation:

Hk|ψk〉 = εk|ψk〉. (7)

When there are multiple bands in the energy spectrum, the value of the energy depends on the

band m and on the point in momentum space k: ε→ ε
(m)
k . Correspondingly, the eigenvector will

do so as well: |ψ〉 →
∣∣∣ψ(m)
k

〉
. For a specific band m, we can continuously change the vector k

to k + dk. The transformation of the eigenvector
∣∣∣ψ(m)
k

〉
to
∣∣∣ψ(m)
k+dk

〉
is U(1), corresponding to a

rotation.
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Consider the reciprocal lattice vectors that span the Brillouin Zone: k1 = 2π(1, 0) and k2 =
2π(0, 1). When we move through the whole Brillouin Zone by translating with these vectors
k + k1,2 by definition the eigenvectors must come back to itself:

∣∣ψk+k1,2

〉
= |ψk〉. Therefore, the

unitary transformation must equal the identity and the angle corresponding to the rotation must
equal an integer multiple n of 2π. The integer n, also called the Chern number, is a topological
invariant. When the system is topologically nontrivial, this integer will be nonzero [7].

We have now qualitatively argued how the curvature of the energy bands relates to the value
of the transverse conductivity. In Section 1.2 we will derive the mathematical definition of the
topological invariant (called the Chern number) for two-dimensional systems.

1.2 Berry phase & Chern number

For the formal definition of the Chern number in terms of the Berry phase, we will broadly follow
the derivation as given by Asbóth et al. in A Short Course on Topological Insulators [8].

We move back to the eigenvector from Section 1.1 defined by:

Hk
∣∣∣ψ(m)
k

〉
= ε

(m)
k

∣∣∣ψ(m)
k

〉
. (8)

Recall that m determines the number of the energy band (we choose m = 1 to be the lowest
band) and k = (kx, ky) is a point in the Brillouin zone. When we move an infinitesimal amount
through the Brillouin zone, from k to k+ dk, the initial and final eigenvector will differ by a U(1)
transformation (a rotation). Using the time-dependent Schrödinger equation [9] it can be derived
that the difference in phase equals (up to 1st order)

dγ = i
〈
ψ

(m)
k

∣∣∣∇k ∣∣∣ψ(m)
k

〉
︸ ︷︷ ︸

=Ak

· dk. (9)

The emphasized quantity Ak is known as the Berry connection, relating the eigenvectors at k and
k + dk. Observe that this quantity is only well-defined for energy bands that are non-degenerate.
The U(1) transformation is then defined as

e−idγ =

〈
ψ

(m)
k

∣∣∣ψ(m)
k+dk

〉
∣∣∣〈ψ(m)

k

∣∣∣ψ(m)
k+dk

〉∣∣∣ . (10)

Indeed the quantity on the right side is of length 1. The Berry phase is now defined as the phase
picked up when moving along a closed loop C:

γ(C) = − arg

(
exp

[
−i
∮
C
Ak · dk

])
. (11)

While the Berry connection Ak is not gauge invariant, the Berry phase is. Therefore it is an
observable variable.

If we now consider the closed loop C = ∂S to be the boundary of a surface S which is part
of the Brillouin zone, applying the Stokes’ theorem results in∮

∂S
Ak · dk =

∫
S

(∇×Ak) · dS. (12)

The vector dS is the vector normal to the surface S. This quantity is still gauge invariant.
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The equations derived above are analogous toh those for magnetic fields. If we consider Ak as a
vector potential defining a gauge field Bk =∇×Ak (the Berry curvature), then the Berry phase
the flux through S produced by this gauge field:

γ(∂S) = − arg

(
exp

[
−i
∫
S
Bk · dS

])
= −

∫
S
Bk · dS. (13)

From this definition one can also see that the Berry phase is robust against continuous deformations
of the energy band S. The smoothness of the Berry curvature is the only property affecting its
value: taking the curl of the Berry connection means we measure vortices in the gauge potential.
These vortices are the quantity contributing to the Berry phase.

Using the periodicity of the Brillouin zone k +K = k, the following equality holds:∣∣∣ψ(m)
k+K

〉
=
∣∣∣ψ(m)
k

〉
. (14)

Therefore, when S = BZ the Berry phase must be a multiple of 2π. The exact multiple defines the
Chern number :

cm = − 1

2π

∫
BZ

Bk · dS

= − 1

2π

∫
BZ

(
∇×

〈
ψ

(m)
k

∣∣∣∇k ∣∣∣ψ(m)
k

〉)
· dS. (15)

By construction the Chern number will always be an integer, counting the number of vortices in
energy band m. The energy bands need to be nondegenerate such that the displacement from k
to k+ dk is always well-defined. Just like the Berry phase the Chern number is a gauge-invariant
quantity.

Finally the transverse conductivity can be computed from the Chern number by summing over all
bands that are filled (which are below the Fermi energy εF ):

σtr =
e2

h

∑
m<mF

cm. (16)

When all bands are completely filled, the sum over the Chern numbers must be zero. Conducting
edge states are not allowed, because their energy cannot cross the Fermi level. The system therefore
has to be topologically trivial.

1.3 Numerical computation of the winding number

We now introduce a numerical method to compute the Chern number by discretizing the Brillouin
Zone, developed by Fukui et al. [6]. They show that this method is manifestly gauge-invariant
and therefore we can use this to compute Chern number without specifying a gauge. As in the
previous section it only works for non-degenerate energy bands.

First we discretize the Brillouin Zone by implementing the following grid:

kα = (kjx , kjy ), kjµ = (δk)µjµ (δk)µ =
2π

qµNµ

α = 1, . . . , NxNy jµ = 0, . . . , Nµ − 1 µ ∈ {x, y}. (17)

The number of sites in direction µ̂ is given by Nµ. The integer qµ allows us to differ between
the step sizes in x̂- and ŷ-direction. We can move between gridpoints using the unit vectors
(δk)µµ̂ = 2π/(qµNµ)µ̂. An example of a grid is shown in Figure 7a.
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(a) A grid in k-space with Nx in the x-
direction and Ny sites in the y-direction.

(b) When moving around a unit plaquette on the kα-
grid, the U(1) transformations can be linked to a total
enclosed flux Θ.

Figure 7

We implement periodic boundary conditions by demanding kα +Nu(δk)µµ̂ = kα.

For each point on the grid we can compute the eigenvectors:

Hkα
∣∣∣ψ(m)
kα

〉
= ε

(m)
kα

∣∣∣ψ(m)
kα

〉
. (18)

The angle corresponding to the difference between two eigenvectors can be computed using the
unitary transformation defined in Equation (10). A general plaquette is shown in Figure 7b. For
the angle θ1 indicated there we use the following definition:

eiθ1 =

〈
ψ

(m)
kα

∣∣∣ψ(m)
kα+(δk)xx̂

〉
∣∣∣〈ψ(m)

kα

∣∣∣ψ(m)
kα+(δk)xx̂

〉∣∣∣ , (19)

and likewise for θ2,3,4. We can define the gauge field through a unit plaquette as

F (kα) = ln
(
eiθ1eiθ2eiθ3eiθ4

)
= iΘ. (20)

Note that this implicitly depends on the energy band m. Finally the Chern number is proportional
to the sum of this over all lattice points:

cm =
1

2πi

NxNy∑
α=1

F (kα). (21)

Because this computation will always give an integer result, increasing the resolution of the grid
causes the Chern number to converge to the correct value quite fast (as is argued in [6]). So even
for a coarsely discretized Brillouin zone this method is expected to reproduce the correct result.
We will use this method to compute the Chern number for the energy spectra in Chapter 2.
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2 Kagome and dice lattices with a magnetic field

In the previous chapter we have shown that the topological properties of a system can be derived
from its energy spectrum. In turn, the structure of the energy spectrum depends on the structure
of the lattice. Furthermore, we can alter the structure of the energy spectrum by applying a mag-
netic perturbation that splits the bands in the spectrum.

In this chapter we derive how the bandstructure changes when applying a perpendicular mag-
netic field to several two-dimensional lattices. To do so we first consider some more complex
lattice structures that have more than one site in the unit cell. Also we introduce the structure
of the Kagome and dice lattice. Then we introduce a method to incorporate the presence of a
magnetic field in the language of second quantization, and derive the consequences on the energy
spectra. Finally we compute the energy eigenvalues for varying strengths of the magnetic field,
creating a symmetric fractal structure known as the Hofstadter butterfly.

2.1 Band structures

In this section we apply the lattice formalism introduced in Section 1.1 to the Kagome and dice
structures. For this we first introduce the concept of having multiple sites in the unit cell using
the brick lattice. After this we treat the triangular lattice. Finally we present the Kagome and
dice lattices.

2.1.1 The brick lattice

Constructing periodicity using a unit cell in the square lattice was trivial. The brick lattice (also
called the brick-wall lattice) will be the first lattice we treat where we have to extend the unit cell
to regain periodicity.

Figure 8: The brick lattice. The cir-
cle A and the triangle B make up the
unit cell from which the lattice can be
constructed.

The brick lattice is shown in Figure 8. A way to con-
struct this lattice from the square lattice is to remove
every other vertical bond. Each site can be labeled us-
ing the same coordinate system as for the square lattice,
but not all sites are equivalent. In essence, we have two
species: sites where along the y-axis a particle can only
hop upwards (labeled A), or sites where it can only do
so downwards (labeled B) The result is a lattice of alter-
nating A and B sites, whose bonds establish the brick
lattice structure.
The lattice unit vectors are the same as for the square
lattice. To be able to construct the Bloch Hamiltonian we
need translational invariance. This time, the directions
we can hop differ from sublattice species A to B: on A we
can hop along ±δ1 and +δ2, on B along ±δ1 and −δ2. To
be able to describe both species with a Hamiltonian, we

use the operators a
(†)
xA and b

(†)
xB where the first operator

annihilates/creates a particle on sublattice A and the
second operator on sublattice B.

13



We now start from the Hamiltonian in real space, as in Equation (1), where we take into account
that a particle can only hop between different sublattices:

H =
1

2
(HA +HB) ; (22)

HA = −J
∑
xA

[(
a†xAbxA+δ1

+ H.c.
)

+ a†xAbxA+δ2

]
,

HB = −J
∑
xB

[(
b†xBaxB+δ1

+ H.c.
)

+ b†xBaxB−δ2

]
.

The factor 1
2 is to correct for double-counting. Each site of sublattice A has equal surroundings,

as does sublattice B. So this structure is Bravais, and we can transform to momentum space. The

discrete Fourier transform of b
(†)
x is defined the same as in Equation (3). The Hamiltonian in

k-space becomes:

H = −J
2

∑
k

[(
eik·δ1 + e−ik·δ1 + eik·δ2

)
a†kbk +

(
eik·δ1 + e−ik·δ1 + e−ik·δ2

)
b†kak

]
= −J

2

∑
k

[(
2 cos kx + eiky

)
a†kbk +

(
2 cos kx + e−iky

)
b†kak

]
.

We now rewrite this in matrix notation as

H =
∑
k

(
a†k b†k

)
Hk
(
ak
bk

)
, (23)

where

Hk = −J
2

(
0 2 cos kx + e−iky

2 cos kx + eiky 0

)
. (24)

Note that the matrix elements on the diagonal are zero, corresponding to the fact that the particles
cannot hop from A (B) to itself.
In this way one can construct the Bloch Hamiltonian from which the energy bands and eigenstates
can be computed in a quick and intuitive way. We will use this below for the Kagome and Dice
lattice.

As before, the Bloch Hamiltonian gives the energy spectrum by computing the eigenvalues:

ε± = ±J
2

√
3 + 2 cos(2kx) + 4 cos kx cos ky. (25)

Figure 9: The two energy bands for the brick lattice for J 6= 0; it is symmetric for J < 0 and
J > 0.
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Because the Bloch Hamiltonian has a 2 × 2-matrix structure, there are two solutions for the
eigenvalues. This corresponds to the presence of two energy bands, as shown in Figure 9. In
general, when a unit cell contains n sites the energy spectrum will consist of n energy bands.
Another interesting property of this spectrum is that the bands touch at ε± = 0 for kx = ± 2π

3 ,
ky ∈ {0,±π}. At these points the dispersion relation is linear and the eigenvalues are degenerate:
they are called Dirac points. The brick lattice has four of these Dirac points on the edges of its
first Brillouin zone, which are normally known from the spectrum of graphene. Indeed one can
see that the brick lattice is just a deformation of the hexagonal lattice and therefore has a similar
energy spectrum.

2.1.2 The triangular lattice

Figure 10: The triangular lattice.

On the left in Figure 10 we show the triangular lattice,
built from equilateral triangles with sides of length 1.
This lattice can be viewed as a tilted version of the square
lattice with an extra diagonal bond.
Due to the extra diagonal bond, there are now three dis-
tinct lattice unit vectors:

δ1 = (1, 0), δ2 =

(
1

2
,

√
3

2

)

and δ3 =

(
−1

2
,

√
3

2

)
. (26)

Again we use these vectors to compute the Bloch Hamiltonian. At every site we can now hop in
all six directions ±δ1, ±δ2, ±δ3. Because translational invariance is immediate for an infinite
number of lattice sites, we see that

Hk = ε = −2J (cosk · δ1 + cosk · δ2 + cosk · δ3)

= −2J

(
cos kx + 2 cos

kx
2

cos

√
3ky
2

)
. (27)

In Figure 11 we plot the energy spectrum.

Figure 11: The single energy band for the triangular lattice for J > 0.
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2.1.3 The Kagome lattice

Figure 12: The Kagome lattice. The
unit cell consists of three sublattice
species on the corners of a triangle: the
circle A, the triangle B and the square
C.

A variation on the triangular lattice with a multiple-
site unit cell is the Kagome lattice (shown in Fig-
ure 12). The unit cell is a triangle of three sites,
and this unit cell is placed on a triangular lat-
tice structure. Therefore the lattice unit vectors
are the same as for the triangular lattice. Con-
necting only nearest neighbour sites results in the
Kagome structure. Now we can distinguish three dif-
ferent sublattice species characterized as indicated be-
low.

A ⇒ ±δ1,±δ2

B ⇒ ±δ1,±δ3

C ⇒ ±δ2,±δ3

We will not attempt to put a coordinate system on this lattice, because we can immediately
construct the Hamiltonian in momentum space. As for the brick lattice - where the Hamiltonian
became a 2× 2 matrix - this implies that our Hamiltonian is now a 3× 3 matrix in k-space:

H =
∑
k

(
a†k b†k c†k

)
Hk

akbk
ck

 , (28)

with

Hk = −J

 0 cosk · δ1 cosk · δ2

cosk · δ1 0 cosk · δ3

cosk · δ2 cosk · δ3 0

 . (29)

This matrix has three eigenvalues, corresponding to three energy bands:

ε1 = J,

ε2,3 = −J
2

(
1±

√
3 + 2 cos(2kx) + 4 cos kx cos(

√
3ky)

)
. (30)

Figure 13: Energy bands of the Kagome lattice for J > 0, consisting of two brick-like bands with
an additional flat band.

Note that ε1 is independent of kx, ky and therefore constant in k-space.
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As can be seen from Figure 13 the highest energy band is a flat band. As for the brick lattice,
the two lower bands are touching in Dirac-like points. In addition to that the flat band touches
with the middle bands at several points. Further on in this chapter we will see that by applying
a magnetic perturbation, we can put the flat band on the bottom of the energy spectrum as well
as lift the degeneracy. This is beneficial because for the tight-binding approimation to be valid in
optical lattices, we need to be in or close to the groundstate level of the system.

Flat bands A flat band is a highly degenerate energy level. The energy is constant and equal
for every value of k, so states in this energy band are non-dispersive as the group velocity equals
zero: vg = ∂ε1/∂k = 0.
The Kagome spectrum acquires a flat band naturally by the way the lattice is structured. It can
be shown that wavepackets located on the hexagonal ring cannot propagate out of this ring.

We give an qualitative explanation by looking at the structure in Figure 14. Consider a wavepacket
on the hexagonal ring that has positive and negative amplitude for every other site. Any site just
outside the hexagonal loop is coupled to two sites in the hexagon (e.g. in the unit cell: A outside
the hexagon couples to two sites B and C in the hexagonal loop), where both bonds have equal
strength. When time evolves, the wavepacket will propagate to this site using the bonds. But
on the site their contributions cancel out. This is true for every particle outside the hexagonal
ring, and so the wavepacket will always interfere destructively with itself. Therefore this particle
is locked in and cannot propagate through the lattice [10]. This self-localization is responsible for
the flat band in the energy spectrum.

Figure 14: A self-localized wavepacket on the hexagonal ring of the Kagome lattice.
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2.1.4 The dice lattice

Figure 15: The dice lattice, which owes
its name to the fact that it looks like
threedimensional dice projected into
the plane. The unit cell consists of three
sublattice species: the circle A, the tri-
angle B and the square C.

The final lattice to be considered in this thesis is the
dice lattice. One can construct it by overlapping two
hexagonal lattices, or by dividing up the plane into par-
allellograms with angles of 60◦ and 90◦. The lattice unit
vectors are:

δ1 =

(√
3

2
,−1

2

)
,

δ2 = (0, 1) , (31)

δ3 =

(
−
√

3

2
,−1

2

)
.

The Dice lattice has three different sublattice species A,
B and C, as shown in Figure 15:

A ⇒ +δ1,+δ2,+δ3

B ⇒ ±δ1,±δ2,±δ3

C ⇒ −δ1,−δ2,−δ3.

Note that sublattices A and C are 3-fold coordinated, while B is 6-fold coordinated. For this
reason B is called the hub-sublattice and A,C are called the rim-sublattices, like the rims of a
wheel.
As for the Kagome lattice in Equation 28, the Bloch Hamiltonian for the Dice lattice is a 3 × 3-
matrix. One can derive it has the following form:

Hk = −J
2

 0 e−ik·δ1 + e−ik·δ2 + e−ik·δ3 0
eik·δ1 + eik·δ2 + eik·δ3 0 e−ik·δ1 + e−ik·δ2 + e−ik·δ3

0 eik·δ1 + eik·δ2 + eik·δ3 0

 .

(32)
From the fact that the diagonal as well as the anti-diagonal are zero, we can see that there is no
hopping between the same sublattice species, and no hopping between A and C possible.

Diagonalization of the Bloch Hamiltonian gives the eigenvalues:

ε1 = 0,

ε2,3 = ± t√
2

[
3 + 2 cos

(√
3kx

)
+ 4 cos

(√
3

2
kx

)
cos

(
3

2
kx

)] 1
2

. (33)

Once again we obtain a flat band as can be seen in Figure 16a, this time at zero energy.
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(a) The energy spectrum of the dice lattice for J > 0,
with a flat band at zero energy.

(b) The wavepacket present on sublat-
tices A and C that interferes destructively
with itself on sublattice B, creating a non-
dispersive energy band.

Figure 16

Again this is self-localization due to destructive interference, for wavefunctions residing on sublat-
tice A and C with equal weight but opposite phase for the two species. Their contributions will
once more cancel out on the B sublattice [11].

2.2 Magnetic flux: hopping with a phase factor

In this section we extend the tight-binding model for a lattice in a magnetic field. We will see that
we can account for the Aharonov-Bohm effect in second quantization by changing the hopping
parameter from real-valued to complex-valued: J → Jeiφ ∈ C.

Let us first introduce the formalism for charged particles moving in a magnetic field. For a two-
dimensional lattice in a plane, we apply a magnetic field B = Bẑ perpendicular to this plane. A
magnetic field is linked to a vector potential A by B =∇×A. As usual we have the freedom of a
gauge choice for A, because the magnetic field B is not affected by transformations A→ A+∇ξ
where ξ is a scalar. By definition the flux through a certain surface S is Φ =

∫
S
B · dS, and using

Stokes’ theorem this becomes Φ =
∫
S

(∇×A) ·dS =
∮
∂S
A ·d`. Here ∂S is the edge of the surface

S, and we define ` = ∂S.
The effect of the magnetic field on the solution of the Schrödinger equation is taken into account
by inserting minimal coupling p → p − A into the Hamiltonian (we put e = ~ = 1). It can be
shown that the solution to the Schrödinger equation is then given by Ψ′ = ei

∫
`
A·d`Ψ = eiΦΨ. The

presence of a magnetic field expresses itself through the so-called Aharonov-Bohm phase factor in
the wavefunction, with the phase equal to the enclosed flux [12]. Note that this is equivalent to
the tranformation H → eiΦH.

To incorporate this Aharonov-Bohm phase into the language we have developed in Section 2.1,
we use Peierls substitution [13]. Particles can move around the lattice by hopping from site to
site using the present bonds, and in this way enclose a certain flux. To take this into account
we substitute J → Jeiφ, where φ is strongly dependent on the gauge choice for A and on the
direction of hopping. When moving around a plaquette, the hopping parameters are multiplied
and the different Peierls phases are added. They need to be constructed in such a way that their
sum equals the enclosed flux through the surface according to the Aharonov-Bohm theory:(

Jeiφ1
) (
Jeiφ2

)
. . .
(
Jeiφm

)
= Jmei(φ1+φ2+...+φm) = JmeiΦ. (34)
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Determining the value for all φi is equivalent to choosing a gauge for A.
We now compute the simplest case of magnetic flux for the square lattice, and then apply this tech-
nique to the lattice structures discussed in Section 2.1 and for different strengths of the magnetic
flux.

2.2.1 The square lattice

We characterize the strength of the magnetic field by considering the flux through a unit plaquette
of the lattice. In the case of the square lattice that means a square with a surface area of 12. We
focus on enclosed fluxes per plaquette Φ ∈ [0, 2π〉. To start we consider the case where Φ = π.

For the direction of the magnetic field we have a gauge freedom. Recall that the square lat-
tice has unit vectors δ1 = (1, 0) and δ2 = (0, 1). Due to the structure of the square lattice it is
beneficial to choose a Landau gauge:

A(x) = −Bx

0
1
0

 . (35)

This adds a Peierls phase only when hopping along the y-axis but breaks translational invariance
along the x-axis. We will see below that we can retrieve periodicity in the lattice by enlarging the
unit cell.

Flux Φ = π First we consider the case in which the enclosed flux around a plaquette equals
π. Using the gauge given above, the hopping strength in the x-direction is always J . In the
y-direction, the hopping strength obtains a phase factor that depends on the x-coordinate of the
lattice site x = ij (consider once more Figure 5 in Section ??). If we now move around a plaquette
starting at lattice site ij, and assume the hopping strength at that site is J in the x-direction and
JeiAy(i) in the y-direction:

ij
J−→ (i+ 1)j

JeiAy(i+1)

−−−−−−−→ (i+ 1)(j + 1)
J−→ i(j + 1)

Je−iAy(i)

−−−−−−→ ij. (36)

The total acquired hopping strength is J4ei[Ay(i+1)−Ay(i)]. Now we choose Ay(i) = π(i − 1) and
Ay(i+ 1) = πi such that the phase factor in the total hopping strength equals eiπ, as desired.
Extending this to the whole lattice, for hopping in the y-direction (i.e. along δ2) we have Ji+1 =
Jie

iπ.

Note that if we move up two sites in the x-direction, Ji+2 = Ji+1e
iπ = Jie

i2π = Ji. There-
fore we expect that periodicity is recovered when we enlarge the unit cell to two sites along the
x-direction. Call these two sublattices A and B. For hopping along δ2, on sublattice A the hop-
ping strength is J and on B it is Jeiπ. For hopping along δ1 the hopping strength is J for both
sublattices A and B. This setup is shown in Figure 17. When we hop in the −y-direction on
sublattice B we have to take the complex conjugate of the hopping strength, such that the phase
π is subtracted instead of added: Je−iπ.
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Figure 17: The setup for creating a π-flux per unit plaquette for the square lattice. In the top
right it is shown that indeed a total phase of π is acquired in the hopping when moving around a
square unit plaquette. Moving around two plaquettes gives the identity, ei2π = 1, showing that we
have doubled the size of our unit cell.

Now we use this to construct the Hamiltonian:

H =
1

2
(HA +HB) ; (37)

HA = −J
∑
xA

[
a†xAbxA+δ1

+ a†xAaxA+δ2
+ H.c.

]
,

HB = −J
∑
xB

[
b†xBaxB+δ1

+ e−iπb†xBbxB+δ2
+ H.c.

]
.

(38)

The structure is periodic for this unit cell, so we can transform to momentum space:

H = −J
∑
k

[
a†kak cosk · δ2 + b†kbk cos (k · δ2 + π) + a†kbk cosk · δ1 + b†kak cosk · δ1

]
. (39)

Writing this into matrix form gives us

H =
∑
k

(
a†k b†k

)
Hk
(
ak
bk

)
, (40)

where Hk is the 2× 2-matrix

Hk = −J
(

cos ky cos kx
cos kx cos (ky + π)

)
. (41)

Note that every entry of the matrix can still be derived immediately using Figure 17, where one
has to take into account the displacement vector δi and a possible phase factor.
The eigenvalues of this matrix give the following two energy bands which are shown in Figure 18:

ε1,2 = ± J√
2

√
2 + cos (2kx) + cos (2ky). (42)
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Figure 18: The energy spectrum for the square lattice with flux per unit plaquette Φ = π and
J 6= 0.

Flux Φ =
2π

3
We now adapt the technique from the previous paragraph to achieve a flux per

unit plaquette of 2π/3. This means we demand that along the y-axis Ji+1 = Jie
i2π/3. Observe

that we now need to move up three sites in the x-direction to obtain a phase difference of 2π.
Therefore we insert three sublattices A, B and C to recover the translational invariance in both
directions. The construction is displayed in Figure 19.

Figure 19: The setup for creating a 2π/3-flux per unit plaquette for the square lattice. Moving
around three plaquettes gives total phase factor of 1, showing that we have tripled the size of our
unit cell.

For hopping along δ2, on sublattice A the hopping strength is J , on B it is Jei2π/3 and on C it is
Jei4π/3. For hopping along δ1 the hopping strength is J for all sublattices A, B and C.
We use this structure to immediately rewrite the Hamiltonian in k-space in matrix form,

H =
∑
k

(
a†k b†k c†k

)
Hk

akbk
ck

 , (43)

where the Bloch Hamiltonian is derived to be equal to

Hk = −J
2

2 cos ky eikx e−ikx

e−ikx 2 cos (ky + 2π/3) eikx

eikx e−ikx 2 cos (ky + 4π/3)

 . (44)

This gives us three energy bands. As the expressions for the eigenvalues are quite involved, we will
not show them here and only plot them as a function of k in Figure 20.
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Figure 20: The energy spectrum for the square lattice with a flux of Φ = 2π/3 per unit plaquette
and J > 0.

The square lattice with 2π/3-flux is the first model we encounter that has nontrivial Chern num-
bers. We compute them using the method developed in Section 1.3.
Because the unit cell has tripled in the x-direction, the Brillouin zone becomes three times smaller
in that direction: (kx, ky) ∈ [0, 2π/3]× [0, 2π].

For the k-grid with parameters qx = 3, qy = 1, Nx = 9, Ny = 27 we find the following result:

c1 = 1

c2 = −2 (45)

c3 = 1

Indeed one sees that c1 + c2 + c3 = 0.

2.2.2 The brick lattice

Now we examine if the strategy we have developed for the square lattice, can be extended to the
brick lattice. We expect the extension to be natural as their structures are much alike. The unit
plaquette is now a rectangle of area 2 · 12.

Flux Φ = π This is equivalent to putting a flux of π/2 through every square plaquette. So along
the y-axis we have Ji+1 = Jie

iπ/2. The construction shown in Figure 21a needs 8 sublattices A,
B,...,H to retrieve periodicity.

(a) A setup for creating a π-flux per unit
plaquette for the brick lattice.

(b) The corresponding energy spectrum as a function
of k plotted for k ∈ [−π/2, π/2]× [−π/2, π/2].
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As originally the brick lattice contained two sublattices, we see we have quadrupled the unit cell.
Now this is a little unexpected, because we retrieve translational invariance by enclosing two rect-
angular plaquettes (which would correspond to doubling the unit cell). Furthermore, when we
compute the energy bands from the 8 × 8 Bloch Hamiltonian matrix we observe that there are
effectively 4 energy bands instead of 8 (see Figure 21b). These pairs of bands can be considered
as one energy band because they cross each other multiple times, and do not only touch in Dirac
points. This indicates that we can construct π-flux in the brick lattice in a more insightful way.

It turns out that it is indeed possible to solve this problem by using four sublattices, when we
change the gauge and coordinate system. As in the end all physics is independent of these two,
the results will not depend on which point of view we use to describe our lattice.
By putting a phase of 0 and π on each vertical bond alternately, we can obtain a flux of π through
each rectangular plaquette with only 4 sublattice species (Figure 22a).

(a) Another setup using 4 lattice species
instead of 8.

(b) The corresponding energy spectrum as a function
of k.

Figure 22

Now this setup requires a certain choice of coordinate system and gauge of the vector potential.
But even without specifying them we can compute the Bloch Hamiltonian:

Hk = −t


0 e−ik·δ1 + e−ik·δ2 0 eik·δ1

eik·δ1 + eik·δ2 0 e−ik·δ1 0
0 eik·δ1 0 e−ik·δ1 + e−(k·δ2+π)

e−ik·δ1 0 eik·δ1 + e(k·δ2+π)

 . (46)

The four corresponding eigenvalues are shown in Figure 22b. When compared with the spectrum
in Figure 21b we see that indeed their shapes are the same. Note that for the Hamiltonian using
8 sublattices the Brillouin zone is twice as small as for the one using 4 sublattices. Therefore the
spectra are equivalent when considering the eigenvalues of the first setup on a domain that is twice
as small.
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Flux Φ =
4π

3
As said before, the square lattice with 2π/3 flux is topologically nontrivial. For

this reason we also compute the brick lattice with 4π/3 flux per rectangular plaquette. We can
achieve this using the setup given in Figure 23a. Because we need a minimum of 6 sublattice
species, the energy spectrum consists of 6 energy bands as shown in Figure 23b.

(a) The sublattice structure for the brick
lattice with 4π/3-flux per rectangular pla-
quette.

(b) The corresponding 6 energy bands for J > 0.

Figure 23

Because the unit cell contains 6 sites, the Brillouin zone is [0, 2π/6]× [0, 2π].

For a k-grid with parameters qx = 6, qy = 1, Nx = 12, Ny = 18 we find the following result
using the method from Section 1.3:

c1 = −1 c2 = 2

c3 = 0 c4 = −2 (47)

c5 = 2 c6 = −1
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2.2.3 The triangular lattice

We continue with flux on the triangular lattice (Figure 10). Recall that the unit lattice vectors

are δ1 = (1, 0), δ2 =
(

1
2 ,
√

3
2

)
and δ3 =

(
− 1

2 ,
√

3
2

)
. Note that we can hop around a triangular

plaquette by following δ1 → δ3 → −δ2.
From now on we try to construct a consistent setup of sublattices and hopping phases without
specifying a gauge or coordinate system, as was done for the brick lattice.

Flux Φ = π As indicated before, the triangular lattice can be viewed as a tilted version of the
square lattice with an extra diagonal bond. Note that a flux of π through a triangular plaquette
corresponds to a flux of 2π through a (tilted) square plaquette (which we can describe without
complex hopping). It is therefore natural to add complex hopping only on the extra diagonal bond,
as shown in Figure 24a.

(a) By putting a hopping strength of teiπ

along every diagonal bond in the direction
of δ3, a flux of π through each plaquette is
induced.

(b) The single energy band for π-flux per triangular
plaquette with J > 0.

Figure 24

Indeed when moving around any triangular plaquette the hopping phases add up to a total of π.
Observe that now translational invariance is immediate, because the surroundings of every site
look the same: hopping along ±δ1,2 will always be with strength J , and along ±δ3 with strength
Je±iπ. Therefore no extension of the unit cell is needed here. This conclusion makes sense when
we skip back to the analogy with a tilted square lattice: π-flux through a triangular plaquette
corresponds to 2π-flux through a (tilted) square. Thus the Hamiltonian will be a one-dimensional
matrix:

H = −J
∑
k

a†k

(
eik·δ1 + eik·δ2 + ei(k·δ3+π) + H.c.

)
ak. (48)

The energy, plotted in Figure 24b, is equal to:

ε = −2J
[
cos kx − 2 sin (kx/2) sin

(√
3ky/2

)]
. (49)

Flux Φ =
2π

3
As for the case of π-flux, we achieve a 2π/3-flux by taking the hopping along δ1

equal to J and alternate the strength along δ2,3 with phase factors equal to multiples of 2π/3.
From Figure 25a one can see that we need 3 sublattice species A, B and C to retrieve translational
invariance. Note that this agrees with the picture for the square lattice, where a 4π/3-flux per
square plaquette would imply the presence of 3 sublattices.
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(a) The setup for inducing a flux of 2π/3
through each triangular plaquette: the
black arrows indicate hopping strength J ,
the yellow bonds Jei2π/3 and the grey
bonds Jei4π/3.

(b) The corresponding 3 energy bands for J > 0.

Figure 25

Using this one can derive that for

H =
∑
k

(
a†k b†k c†k

)
Hk

akbk
ck

 , (50)

we have

Hk = −J
2

 2 cosk · δ2 e−ik·δ1 + ei(k·δ3+2π/3) eik·δ1 + e−i(k·δ3+4π/3)

eik·δ1 + e−i(k·δ3+2π/3) 2 cos (k · δ2 + 4π/3) e−ik·δ1 + eik·δ3

e−ik·δ1 + ei(k·δ3+4π/3) eik·δ1 + e−ik·δ3 2 cos (k · δ2 + 2π/3)

 . (51)

This expression solves for three energy bands, plotted in Figure 25b.

2.2.4 The Kagome lattice

Recall that the lattice unit vectors to move between the sublattices of the Kagome lattice are the
same as for the triangular lattice.
Because it is a special version of the triangular lattice (see Figure 12), we expect the solutions to
be very similar to the ones in the previous paragraph.

Flux Φ = π As for the triangular lattice, for every triangular plaquette in the Kagome lattice
we choose two bonds along which no phase is picked up, and one bond with a phase of π. We can
do this in a consistent manner by hopping along ±δ1,2 with strength J , while along ±δ3 we hop
with strength Je±iπ. See Figure 26a.
Again translational invariance in immediate, as we can describe this setup with three sublattices
A, B and C as for the zero-flux Kagome lattice. Also, note that the flux through a hexagonal
plaquette is zero. As a hexagon consists of 6 triangles this equals 6× π = 0 mod 2π. This means
this model can be implicated using a uniform magnetic field.

We can now derive our Bloch Hamiltonian:

Hk = −J

 0 cosk · δ1 cosk · δ2

cosk · δ1 0 cos (k · δ3 + π)
cosk · δ2 cos (k · δ3 + π) 0

 . (52)
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This matrix has three energy eigenvalues:

ε1 = −J,

ε2,3 =
J

2

[
1±

√
3 + 2 cos (2kx) + 4 cos kx cos

(√
3ky

)]
. (53)

Comparing this to the eigenenergies for the Kagome lattice without any flux in Equation (30), they
are the same apart from a minus sign. Due to the phase π that we put on bonds between sublattice
B and C, those bonds become attractive instead of repulsive (or vice versa) as e±iπ = −1. We
conclude that a π-flux per triangular plaquette in the Kagome lattice is equivalent to inverting
the sign of the hopping. One can see that this puts the flat band on the bottom of the spectrum,
which makes it more suitable for probing in optical lattice systems.

(a) The sublattice structure and hopping
phases for π-flux through a triangular pla-
quette.

(b) The energy bands for J > 0, which is equivalent
to the spectrum of Figure 13 mirrored in the plane
ε = 0.

Figure 26

Flux Φ =
2π

3
For this case we can naturally extend the 2π/3-flux for the triangular lattice to

the Kagome lattice (Figure 27a). The phase attributed to taking a loop around a hexagon is 4π/3.
For a uniform magnetic field on would expect that the net flux is zero as 6 × 2π/3 = 0 mod 2π.
Therefore this model can not be implicated using a uniform magnetic field. As the chosen setup
triples the size of our system - the same for the triangular lattice - we now need 9 sublattices to
retrieve translational invariance. Our Bloch Hamiltonian will then be a 9× 9-matrix (we will not
show it here) with 9 different energy eigenvalues, plotted in Figure 27b.

(a) The Kagome lattice for 2π/-flux
through a triangular plaquette with 9 sub-
lattice species and three different hopping
strengths. (b) The corresponding energy bands for J > 0.

Figure 27
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When comparing this spectrum to that of Figure 13 where no magnetic field is present, we see
that the degeneracy of the touching points has been lifted. This mean that each energy band has
a well-defined Chern number.
The Brillouin zone of the Kagome lattice is the same as for the triangular lattice, as can be shown
by constructing the so-called Wigner-Seitz cell. The width between two opposing sides of the
hexagon is 2π. For 2π/3-flux the unit cell size is tripled, and so the distance between the opposing
sides becomes 2π/3. We make a grid on the rectangle containing this hexagon as shown in Figure
28.

Figure 28: The grid in momentum space used to discretize the Brillouin zone for the Kagome
lattice with 2π/3-flux. For the mathematical details on the exact construction see Appendix B.2.

For certain points kα on this grid the expression in Equation 19 diverges, due to the denominator
being equal to zero. Therefore we shift the lattice by an infinitesimal amount to perform the
numerical computation.

By periodicity of the lattice the opposing sides of this hexagonal Brillouin zone are identified.
Instead of the normal torus T 2 it has the topology of the double torus. It turns out that imple-
menting these periodic boundary conditions is quite involved, so for practical reasons we split the
plaquettes crossing over the borders in triangles (for a detailed description we refer to Appendix
B.2). This gives the following results for the nine energy bands:

c1 = 1 c2 = 1 c3 = 1

c4 = −2 c5 = 1 c6 = 1 (54)

c7 = −2 c8 = −2 c9 = 1

Once again, the sum of the Chern numbers equals zero.
Besides the spectrum containing nondegenerate energy bands that are topologically nontrivial, it
has several flat bands in the lower part of its energy spectrum. As these are the bands that we
would use in an optical lattice setup, this spectrum is convenient for probing the effect of strong
interactions on flat bands.

2.2.5 The dice lattice

In the dice lattice the parallelogrammatic plaquettes all have the same size, but three different

possible orientations. Recall that the lattice unit vectors are δ1 =
(√

3
2 ,−

1
2

)
, δ2 = (0, 1) and

δ3 =
(
−
√

3
2 ,−

1
2

)
. It is not as straightforward as before to induce certain values of flux using a

complex hopping strength. We shall only derive the Hamiltonian for a π-flux per plaquette, and
see that it has a very interesting property in the energy spectrum.
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Flux Φ = π When making a loop around a plaquette in the dice lattice, we will always need
only two of three lattice unit vectors. Both of them we use in positive and negative direction, e.g.
δ1 → δ2 → −δ1 → −δ2. This already shows that we need to at least double our unit cell in size, or
the phase factors will always cancel out. Indeed we can construct a flux of π by using 6 sublattice
species, as shown in Figure 29.

Figure 29: The sublattice structure and distribution of two different hopping strengths to obtain
a π-flux per plaquette for the dice lattice.

Using this we construct the Bloch Hamiltonian:

Hk = −J
2
×

0 e−ik·δ1 0 0 e−ik·δ2 + e−i(k·δ3+π) 0
eik·δ1 0 e−ik·δ2 + e−i(k·δ3+π) eik·δ2 + eik·δ3 0 e−ik·δ1

0 eik·δ2 + ei(k·δ3+π) 0 0 ei(k·δ1+π) 0
0 e−ik·δ2 + e−ik·δ3 0 0 e−i(k·δ1+π) 0

eik·δ2 + ei(k·δ3+π) 0 e−i(k·δ1+π) ei(k·δ1+π) 0 e−ik·δ2 + e−ik·δ3

0 eik·δ1 0 0 eik·δ2 + eik·δ3 0

.

(55)

When we compute the 6 eigenvalues, we get the following surprising result:

ε1 = 0, ε2 = 0,

ε3 = −
√

3

2
J, ε4 = −

√
3

2
J, (56)

ε5 =

√
3

2
J, ε6 =

√
3

2
J.

Therefore the dice lattice with a π-flux per unit plaquette has three flat bands in the energy
spectrum, each with a degeneracy of 2 (see Figure 30a). This implies that every possible wavepacket
present on the lattice interferes destructively with itself and is therefore locked in, making this setup
an interesting system physically as it will be very sensitive to perturbations [14].
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(a) The three 2-fold degenerate flat bands for the dice
lattice with π-flux.

(b) Every wavepacket on the dice lattice
interferes destructively with itself. The
wavepacket can propagate to another site
in two ways. Along one of them the wave-
function will pick up a phase factor e±iπ =
−1, changing the amplitude from positive
to negative.

Figure 30

In Figure 30b we show two examples of wavepackets localized on one site which interfere with
themselves destructively in every direction, because of the phase eiπ they pick up along one way.
This switches positive amplitude to negative and vice versa. One can see that this is true for both
the 3-fold and 6-fold coordinated sites.

2.3 Hofstadter butterfly

Before we start working on how to establish these lattice structures optically and induce a magnetic
flux in the system, we generalize the computations of the energy spectrum as seen above for the
square and triangular lattice. This will lead to a historically very important result: the Hofstadter
butterfly. In 1976 Hofstadter publishes on the energy levels and wavefunctions of electrons in
magnetic fields [15]. Specifically, for the example of a square lattice he shows that the allowed
energy values as a function of the magnetic field results in a recursive pattern (the butterfly) which
takes into account the symmetries of the lattice. This is the first example of a ‘fractal’ set, as
Mandelbrot introduced the word 3 years after.

2.3.1 The square lattice

In the table below the results for the square lattice that we have computed up until now are
summarized.

Φ = 2π
p

q
p q dimension of Hk

0 (=̂2π) 1 1 1× 1
π 1 2 2× 2
2π

3
1 3 3× 3

Note that we always look for p, q ∈ N that are relatively prime.
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We see that the dimensions of the Hamiltonian is strongly linked to the value of q. This makes
sense: for a flux of 2π/q we need to take q square plaquettes to retrieve translational invariance.
Therefore the unit cell consists of q sites along the x-direction, and the Hamiltonian is a q × q
matrix. Even for p 6= 1 the flux through q plaquettes will be 2πp which is just a multiple of 2π
and therefore equivalent to zero.

We can conclude that for Φ = 2πp/q the Hamiltonian will be a q × q-matrix. The unit cell
consists of q sublattice species Sm, m = 1, . . . , q. As before each Sm will connect to itself by ±δ2

with a phase factor of 2π pq (m − 1), as well as to its neighbours Sm−1 by −δ1 and Sm+1 by +δ1.
Therefore the generalized matrix will have elements only on the diagonal, the off-diagonals and the
corners (due to the periodicity of the lattice). Thus we derive the Hamiltonian to be as follows:

H =
∑
k

(
s†1,k s†2,k . . . s†q,k

)
Hk


a1,k

a2,k

...
aq,k

 , (57)

with

Hk = −J
2
×

2 cos ky eikx 0 0 0 e−ikx

e−ikx 2 cos
(
ky + 2π pq

)
eikx 0 0 0

0 e−ikx 2 cos
(
ky + 2π pq · 2

)
eikx . . . 0 0

0 0 e−ikx 2 cos
(
ky + 2π pq · 3

)
0 0

...
. . .

eikx 0 0 0 . . . e−ikx 2 cos
(
ky + 2π pq · (q − 1)

)


.

(58)

The q eigenvalues of this matrix correspond to the energy bands. By plotting the image of the
energy for all values Φ = 2πp/q, q = 1, . . . , n where n ∈ N determines the resolution, we obtain
the Hofstadter butterfly as shown in Figure 31. We can observe two symmetry axes. One is
along ε = 0, showing that for every positive energy value there is also the negative one. Later in
this work we will see that this a characteristic of a system that possesses chiral symmetry. The
other symmetry axis is along 2πp/q = π, because ei2πp/q = e−i2π(1−p/q) such that εΦ = ε2π−Φ.
This basically shows that it is arbitrary if the magnetic field is in the direction of +ẑ or −ẑ; the
magnitude of the flux is what determines the physics.
Also note that when q is even, the two bands in the middle merge at ε = 0. This due to the bands
touching at zero energy in the Dirac point at the edges of the Brillouin zone (as in Figure 18 for
example).
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Figure 31: The Hofstadter butterfly for the square lattice.

We computed the energies for each fractional value of
p

q
, p = 1, . . . , q; q = 1, . . . , 12 on a grid in

k-space whose squares have sides of length
2π

25
.

2.3.2 The triangular lattice

To argue how many sublattices need to be introduced for the triangular lattice to induce transla-
tional invariance in the system, we refer back to the analogy with the square lattice. Translational
invariance is obtained when the flux through a square plaquette equals a multiple of 2π, equiva-
lent to a flux of π through a triangular plaquette. In the table below we compute the number of
sublattices for some values of Φ4 = πp/q.

Φ4 = π
p

q
Φ� = 2π

p

q
p q dimension of Hk

0(=̂2π) 0 1 1 1× 1
π 2π 1 1 1× 1
π/2 π 1 2 2× 2
π/3 2π/3 2 3 3× 3
2π/3 4π/3 2 3 3× 3
π/4 π/2 1 4 4× 4
3π/4 3π/2 3 4 4× 4
π/5 2π/5 2 5 5× 5

It seems the number of sublattices can thus be taken equal to q. This means we can rewrite

H =
∑
k

(
S†1,k S†2,k . . . S†q,k

)
Hk


S1,k

S2,k

...
Sq,k

 , (59)

where H is now a q × q-matrix.
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Using the same alignment of sublattices as in Figure 25a, a particle can hop from species Sm to
itself using the vectors ±δ2. Then it can hop to Sm−1 with −δ1 and +δ3, and to Sm+ with +δ1

and −δ3. Taking into account the phase factors for the vectors ±δ2,3 we compute the generalized
Bloch Hamiltonian for an arbitrary value of q to be:

Hk = −J
2


D1 A1 0 0 . . . A∗q
A∗1 D2 A2 0 . . . 0
0 A∗2 D3 A3 . . . 0

...
. . .

Aq 0 0 0 . . . Dq

 , (60)

whereDi = 2 cos (k · δ2 + 2πp/q(i− 1)) are the diagonal elements andAi = e−ik·δ1+ei(k·δ3+πp/q(2i−1))

make up the off-diagonal elements. Due to periodicity of the lattice Aq and A∗q appear in the bot-
tom left and upper right corner.

Like for the square lattice, we can plot the relation between magnetic field and energy eigen-
values resulting in the Hofstadter butterfly for the triangular lattice (Figure 32). This fractal
pattern is symmetric in the point ε = 0, 2πp/q = π/2. So inverting the direction of the magnetic
field causes an inversion of the spectrum, εΦ = −ε2π−Φ, contrary to the square lattice.
The energy bands are always distinct: there are no Dirac points. We will see that this means that
the Chern number characterizing the topological properties are well-defined.

Figure 32: The Hofstadter butterfly for the triangular lattice. We computed the energies for each

fractional value of
p

q
, p = 1, . . . , q− 1; q = 1, . . . , 10 on a grid in k-space whose squares have sides

of length
2π

25
.
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3 Generation of gauge fields using lattice shaking

In the previous chapter we have shown that for specific values of the magnetic flux the Kagome
and dice lattice indeed have flat bands at low energies. Next, we want to use optical lattices to
simulate these systems. In optical lattices the particles that hop around are neutral atoms, which
are not susceptible to a magnetic field: they do not attain an Aharonov-Bohm phase when moving
around a plaquette.

In this chapter we introduce a method that generates a gauge field through the lattice, equiv-
alent to the application of a perpendicular magnetic field. We show that by shaking the lattice in
the plane one obtains a complex hopping strength, which - as before - can be used to construct a
net flux through a plaquette. This lattice shaking is equivalent to adding a time-periodic on-site
modulation term to the Hamiltonian, which thus becomes dependent on time. We then use the
Floquet formalism for time-periodic Hamiltonians to show that all physics is determined by the
time-average of the system up to second order. Finally we demonstrate that for purely sinusoidal
shaking we can tune the effective hopping strength. By adding a tilt and a phase shift on top of
that, we can generate the phase factors in the hopping which are equivalent to the presence of a
gauge field.

3.1 Time-periodic modulation

In optical lattices the atoms are located in the wells of the potential. Shaking the lattice configu-
ration periodicaly in the plane is equivalent to moving each lattice site up and down, because this
shifts the lattice potential in real space. An atom located at a site x will then be moving up and
down along the edges of the potential well.
The frequency ω of the lattice shaking needs to be large, such that the period of the shaking
T = 2π/ω is short compared to the timescale of the hopping: ~ω � J . If this is not the case the
atoms will move along with the minima of the potential wells adiabatically. At the same time, the
frequency can not be too large: the atoms can be exited to a higher energy state which makes the
tight-binding approximation invalid. Therefore the energy associated with the shaking needs to be
much smaller than the depth of the potential well: ~ω � V0.

When these two conditions are satisfied, shaking the lattice is equivalent to adding a time-
dependent kinetic term to the Hamiltonian that is periodic and site-dependent:

H(t) = −J
∑
x,`

{
a†x+δ`

ax + H.c.
}
−
∑
x

µx(t)n̂x. (61)

The operator in the additional term is the number operator n̂x = a†xax. Because the time-
dependent chemical potential is periodic, µx(t+T ) = µx(t), the Hamiltonian is as well: H(t+T ) =
H(t). This means we can describe our system in the Floquet state formalism [16]. The Floquet
state formalism follows from Floquet’s theorem for time-periodic systems, which is analogous to
the way Bloch states follow from Bloch’s theorem for spatially periodic systems.
The Floquet states are the solutions to the time-dependent Schrödinger equation,

i~|ψn(t)〉 = H|ψn(t)〉, (62)

of the form:
|ψn(t)〉 = |un(t)〉e−iεnt/~. (63)

Here |un(t+ T )〉 = |un(t)〉 are the Floquet modes that contain the time periodicity, and εn is the
quantum number which now corresponds to the energy.
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Due to the time-periodicity of the Hamiltonian, the energy of the system is quasi-conserved: the
spectrum repeats for every multiple addition of ~ω. Therefore, εn is a well-defined quantum num-
ber that we shall call the quasi-energy. Note the resemblance with the quantum number k for
Bloch waves within the Brillioun zone, that we can shift by k + ki = k.

As we are interested in the evolution of the system on timescales much larger than T , we can
compute the effective Hamiltonian in which we average the result of every period T . We will ex-
plicitly derive this result using the Floquet-Magnus expansion in Section 3.2. First we show that
the time-dependence of the Hamiltonian is equivalent to multiplying with a time-dependent phase
factor by applying a gauge transformation.

3.1.1 Gauge transformation of the time-dependent Hamiltonian

One can multiply any time-dependent wavefunction |ψ(t)〉 with a phase factor without changing
the physics of the system, because a phase factor is a unitary operator for which U† = U−1

(gauge transformation). We can show this by deriving what happens when we transform |ψ(t)〉 →
|ψ′(t)〉 = eiθt|ψ(t)〉 where θ is a constant. The transformation of the Hamiltonian defined such
that the Schrödinger equation is maintained:

i∂t|ψ′(t)〉 = H|ψ′(t)〉
i∂t
(
eiθt|ψ(t)〉

)
= H

(
eiθt|ψ(t)〉

)
eiθt (−θ + i∂t) |ψ(t)〉 = eiθtH|ψ(t)〉

i∂t|ψ(t)〉 = (H + θ)︸ ︷︷ ︸
=H̃

|ψ(t)〉

Therefore transforming the wavefunction with a constant phase factor is equivalent to shifting the
Hamiltonian with a constant amount. Indeed, a shift in energy does not change the physics of the
system.

Instead of θ being constant, we can also derive what happens when θ → θ(t) is time-dependent:

i∂t

(
eiθ(t)|ψ(t)〉

)
= H

(
eiθ(t)|ψ(t)〉

)
↓

i∂t|ψ(t)〉 = (H + θ′(t))ψ(t)

= H̃(t)|ψ(t)〉

Adding a time-dependent term to the Hamiltonian is thus equivalent to a gauge transformation of
the wavefunctions.

We will use this result to rewrite the Hamiltonian given in Equation 61. For this we switch
to the second quantization formalism, in which the phase factor becomes eiθx(t)n̂x . We can rewrite
the Hamiltonian (61) as the time-independent part multiplied by a time-dependent phase factor
by putting

θ′x(t) = −µx(t). (64)

The time-independent part is just the tight-binding Hamiltonian for nearest neighbour hopping.
The properties of the derivative ensure that the phase has the same periodicity as the chemical
potential: θx(t+ T ) = θx(t).

In general, when transforming a wavefunction ψ → Uψ, the operators transform as O → UOU†.
Therefore the ladder operators in our system transform as

a†x −→ eiθx(t)n̂xa†ie
−iθx(t)n̂x , (65)

ax −→ eiθx(t)n̂xaxe
−iθx(t)n̂x . (66)
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Applying these transformations changes the form of the Hamiltonian. In Appendix C.1 we derive
that the number operator is invariant under this transformation, and that the hopping operator
transforms as:

a†x+δ`
ax+δ`

−→ exp [i (θx+δ`(t)− θx(t))] a†x+δ`
ax+δ`

. (67)

Using the result from Equation (67) we can rewrite our Hamiltonian (61) as

H(t) = −
∑
x

Jei(θx+δ` (t)−θx(t))
{
a†x+δ`

ax + H.c.
}
. (68)

It seems that the hopping strength is now already complex. But this phase factor will not generate
a net flux through a plaquette, because the contributions will always cancel out. For example
consider the square lattice and its lattice unit vectors δ1 = (1, 0), δ2 = (0, 1). When moving
around a plaquette δ1 → δ2 → −δ1 → −δ2 the sum of the phases becomes:

[θx+δ1(t)− θx(t)] + [θx+δ1+δ2(t)− θx+δ1(t)]

+ [θx+δ2(t)− θx+δ1+δ2(t)] + [θx(t)− θx+δ2(t)] = 0. (69)

For other lattice structures we get the same result. This is just a consequence of the invariance of
the flux under gauge transformations. In the next section we will see that when we compute the
time-average of the system, the hopping strength can be altered by this gauge transformation.

3.2 Effective Hamiltonian

Our first step towards generating gauge fields is realizing that the effective physics is determined
by the time-average of the system up to second order. For this we rewrite the Hamiltonian (61)
for two-dimensional lattices in the following way:

H(t) = −
∑
x,`

Jeiϑδ` (t)
{
a†x+δ`

ax + H.c.
}
. (70)

Here ϑδ`(t) = θx+δ`(t)− θx(t) is the phase factor obtained when hopping from site x to x+ δ`.
We demand that its time average equals zero:

〈ϑδ`〉T =
1

T

∫ T

0

dt ϑδ`(t) = 0. (71)

If this is not the case, the Floquet analysis is not valid: after each cycle T a certain amount of
energy is added to Hamiltonian, violating the condition tat H(t+ T ) = H(t).

Because the periodicity of θx(t) is small, we expect the physics on longer time scales to be effec-
tively determined by the average of its behaviour. Therefore to describe the system we introduce
an effective Hamiltonian which is the time-average of the time-dependent Hamiltonian:

Heff =
1

T

∫ T

0

dtH(t)

= − 1

T

∑
x,`

J

(∫ T

0

dt eiϑδ` (t)

){
a†x+δ`

ax + H.c.
}
.

The integration of the time-dependent phase factor depends on the expression for ϑδ`(t).
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3.2.1 High-frequency approximation

Using the Floquet-Magnus expansion in powers of ω−1 [16], we can show that the effective Hamil-
tonian Heff is exact up to second order.
First we compare the evolution operators for the time-dependent Hamiltonian H(t) and Heff. Re-
call that the evolution operator U(t) for a time-dependent Hamiltonian is defined as

U(t) = T exp

[
−i
∫ t

0

H(t′)dt′
]
. (72)

Here T is the time-ordering operator, defined as

T [A(t)B(t′)] =

{
A(t)B(t′) if t < t′,

±B(t′)A(t) if t > t′.

The +(−)-sign depends on the bosonic (fermionic) nature of the operators.
We can expand this time-ordered exponential integral in powers of T using the time-ordered prod-
ucts Pn(t) = (−i)n

∫ t
0
dt1 . . .

∫ tn−1

0
dtn H(t1) . . . H(tn) as was done by Dyson originally (see [17]):

U(t) = 1 +

∞∑
n=1

Pn(t). (73)

We can consider the evolution operator after a period T up to second order in T ∼ ω−1:

U(T ) = 1− i
∫ T

0

dt1 H(t1)−
∫ T

0

dt1

∫ t1

0

dt2 H(t1)H(t2) +O(T 3). (74)

To justify using Heff to compute the physics of our time-periodically driven system, we want to
show this equals - the evolution operator corresponding to the effective Hamiltonian:

Ũ(T ) = exp [−iHeffT ]
!
= U(T ). (75)

For this we expand HeffT =
∑∞
n=1H

(n)
eff Tn in powers of T , such that

Ũ(T ) = 1− iH(1)
eff T − iH

(2)
eff T

2 − 1

2

(
H

(1)
eff

)2

T 2 +O(T 3). (76)

For zeroth and first order we see

0th order : 1 = 1

1st order : −i
∫ T

0

dt1 H(t1) = −iH(1)
eff T

H
(1)
eff =

1

T

∫ T

0

dt1 H(t1)

Therefore it is true that the effective Hamiltonian equals the time averaged Hamiltonian up to first
order. Now comparing the second order terms:

2nd order : −
∫ T

0

dt1

∫ t1

0

dt2 H(t1)H(t2) = −iH(2)
eff T

2 − 1

2

(
H

(1)
eff

)2

T 2

H
(2)
eff =

i

2

(
H

(1)
eff

)2

− i

T 2

∫ T

0

dt1

∫ t1

0

dt2 H(t1)H(t2)

We can use the result from first order that H
(1)
eff = 1

T

∫ T
0
dt1 H(t1).
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To solve for the second coefficient H
(2)
eff we assume that our time-dependent Hamiltonian has the

gauge-transformed form of a phase factor multiplied with a time-independent part as in Equation
(70):

H(t) =
∑
x,`

eiϑδ` (t)ĥx,δ` , ĥx,δ` = −J
{
a†x+δ`

ax + H.c.
}
. (77)

Remember that ϑδ`(t+ T ) = ϑδ`(t), implying that ϑδ`(T ) = ϑδ`(0). We see that now

H
(2)
eff =

i

T 2

∑
x,`
x′,`′

[
1

2

(∫ T

0

dt1 e
iϑδ` (t1)

)(∫ T

0

dt1 e
iϑδ′

`
(t1)

)

−
∫ T

0

dt1

(
eiϑδ` (t1)

∫ t1

0

dt2 e
iϑδ

`′
(t2)

)]
ĥx,δ` ĥx′,δ`′ . (78)

Using the periodicity of powers of ϑδ`(t), it turns out that

H
(2)
eff = 0. (79)

Therefore the effective Hamiltonian is an exact description of the system up to second order in
ω−1. A detailed calculation of the result above can be found in Appendix C.2.

3.3 Generation of flux

With the effective Hamiltonian we can generate complex hopping strength that are constant in
time. For this we choose a specific form of θx. Here we consider sinusoidal modulations of the
Hamiltonian, which will turn out to have analytic solutions. After this we combine a resonant
tilt with site-dependent phase shifts to generate complex phase factors. First we show below that
a sinusodal modulation effectively results in the hopping strength becoming proportional to the
zero-th order Bessel function.

3.3.1 Sinusoidal modulation

We consider a shaking where the chemical potential depends on ω in a sinusoidal manner:

µx(t) = Ax cosωt. (80)

The phase is then defined according to Equation (64):

θx(t) =
Ax
ω

sinωt. (81)

When a particle hops, the phase factor depends on the difference in phase of the two sites:

ϑδ`(t) =
Ax+δ` −Ax

ω︸ ︷︷ ︸
=Aδ`/ω

sinωt

The amplitude of the shaking varies for different hopping directions. This depends on the type of
lattice shaking and the structure of the lattice.
To obtain the effective Hamiltonian we have to compute the following expression:∫ T

0

dt eiϑδ` (t) =

∫ T

0

dt eiAδ`ω
−1 sinωt. (82)

To do so we first rewrite the exponential in terms of Bessel functions Jm using the Jacobi-Anger
expansion:

eiz sinϕ =

∞∑
m=−∞

Jm(z)eimϕ. (83)
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Applying this to Equation (82) we see

1

T

∫ T

0

dt eiAδ`ω
−1 sinωt =

1

T

∫ T

0

dt
∑
m

Jm
(
Aδ`
ω

)
eimωt

=
ω

2π

∑
m

Jm
(
Aδ`
ω

)
· 2π

ω
δm,0

= J0

(
Aδ`
ω

)
.

The effective Hamiltonian follows to be

Heff = −
∑
x

JJ0

(
Aδ`
ω

){
a†x+δ`

ax + H.c.
}
. (84)

In Figure 33 we have plotted J0

(
Aδ`
ω

)
as a function of the difference in amplitude.

Figure 33: The Bessel function J0(A) for 0 ≤ A ≤ 6. The values of A for which the function equals
zero are indicated.

We can therefore tune the strength of the hopping from positive to zero to negative by varying the
strength of the shaking amplitude in direction of δ`.

3.3.2 Resonant driving

We now turn to resonant driving, for which we put certain lattice sites on a different potential
height. To do so we add a tilt proportional to the number operator to the Hamiltonian:

H(t) = −
∑
x,`

J
(
a†x+δ`

ax + H.c.
)

+
∑
x

(
Ax cosωt+ ∆x

)
n̂x. (85)

The phase defining the gauge transformation becomes:

ϑδ`(t) =
Aδ`
ω

sinωt+Dδ`t, (86)

where Dδ` = ∆x+δ` −∆x is the tilt between two neighbouring sites. To find the effective Hamil-
tonian we average this over one period:

1

T

∫ T

0

dt eiAδ`ω
−1 sinωteiDδ` t =

1

T

∫ T

0

dt
∑
m

Jm
(
Aδ`
ω

)
ei(mω+Dδ` )t (87)
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This integral is solvable when Dδ` = −νδ`ω, νδ` ∈ Z is resonant with the driving frequency. We
can again solve using a Kronecker delta function:

1

T

∫ T

0

dt
∑
m

Jm
(
Aδ`
ω

)
ei(m−νδ` )ωt =

∑
m

Jm
(
Aδ`
ω

)
δm,νδ`

= Jνδ`

(
Aδ`
ω

)
.

The expression for the effective Hamiltonian becomes

Heff = −
∑
x

JJνδ`

(
Aδ`
ω

){
a†x+δ`

ax + H.c.
}
. (88)

Now this result is not necessary of more value than the one from the previous paragraph. But
when we combine this resonant tilt with a phase shift, the hopping strength becomes complex:

H(t) = −
∑
x,`

J
(
a†x+δ`

ax + H.c.
)

+
∑
x

(
Ax cos (ωt+ φx) + ∆x

)
n̂x. (89)

For Ax = A, ∀x the phase defining the gauge transformation becomes:

ϑδ` =
A

ω
(sin (ωt+ φx+δ`)− sin (ωt+ φx))− νδ`ωt

=
2A

ω
sin (ϕδ`) sin (ωt+ Φδ`)− νδ`ωt.

The difference in phase shifts of neighbouring sites is denoted by ϕδ` = (φx+δ`−φx)/2 and the sum
by Φδ` = (φx+δ` + φx)/2. The sine function containing ϕδ` is independent of time. In the other
sine function Φδ` is just a shift of ωt. To perform the time average we substitute t→ t− Φδ`/ω:

1

T

∫ T

0

dt eiAω
−1 sin(φδ` ) sin(ωt+Φδ`)e−iνδ`ωt =

1

T

∫ T

0

dt eiAω
−1 sin(φδ` ) sinωte−iνδ`(ωt−Φδ`)

= eiνδ`Φδ`Jνδ`

(
A

ω
sin(ϕδ`)

)
.

Renaming Ãδ` = A/ω sin(ϕδ`) finally the effective Hamiltonian becomes

Heff = −
∑
x

JJνδ` (Ãδ`)e
iνδ`Φδ`

{
a†x+δ`

ax + H.c.
}
. (90)

Effectively the hopping coefficient now equals Jeff = JJνδ` (Ãδ`)e
iνδ`Φδ` which is a complex number.

By choosing the phase shifts of neighbouring sites φx and φx+δ` wisely we can construct a nontrivial
phase factor. Observe that putting φx = φx+δ` might pose problems, as this results in Ãδ` = 0.
For νδ` 6= 0 the Bessel functions Jνδ` (0) will be zero, completely inhibiting the hopping between the
two sites. Therefore constructing the site-dependent phase shift is not necessarily a straightforward
process.
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4 Experimental setup for probing flat bands

Up until now we have seen the energy spectra of several two-dimensional lattice structures, and
how these are affected when applying a magnetic field. We have shown that some of these are
topologically nontrivial and what kind of physical phenomena this implies. In practice, conducting
an experiment which explicitly measures the topological properties of a system is difficult, because
solid state systems in general do not allow for experimental control of parameters such as the hop-
ping strength, nonuniformity of the magnetic field, deformations of the lattice structure etc. This
is where the simulation of solid state systems proves to have a huge advantage as this allows us
to tune the hopping strength and generate a gauge field such that we can generate energy spectra
containing a flat band.

In this chapter, we start by introducing the mechanism behind optical lattices with cold atoms.
Then we put forward the potential that generates the Kagome and dice lattice structures. Finally,
we use the results from the previous chapter to generate a gauge flux through these lattices.

4.1 Optical lattices

After the realization of a Bose-Einstein condensate with ultracold atoms in 1995 [18], many ex-
periments have been conducted to study quantum effects of many-body systems in optical setups.
More recently these atoms have been put in a periodic structure (the optical lattice), where they
simulate solid states physics. There are multiple advantages of using an optical lattice as opposed
to real solids. First of all, because the atoms are cooled to extremely low temperatures of the
order ∼ µK the quantummechanical processes are slow and therefore easier to observe. Moreover
the system is free of disorder and lattice vibrations, which is extremely hard to achieve for actual
solids. The mobility of the atoms can be tuned during the experiment by changing the intensity of
the laser. The fact that optical lattices are environments in which many of the parameters can be
controlled is what makes them suitable for investigating e.g. their topological properties. Different
lattice structures can be tested in the same experimental setup.

The mechanism of trapping atoms in an optical lattice structure is based on the coupling be-
tween the atoms and laser photons. Lasers producing photons with an energy ~ω0 that is exactly
equal to a transition between two atomic levels are resonant: the atoms will be excited. For optical
lattices, we put the laser frequency at a detuning δ = ω0 − ωL, where ωL is the frequency of the
laser. For large enough δ only second-order perturbation processes are relevant, characterized by
the dipole force [5]:

Fdip(x) =∇V (x) with Vdip(x) =
1

2
α(ωL)

[
|E(x)|2

]
. (91)

The electric field E(x), provided here by the laser, induces a dipole moment in the (neutrally
charged) atoms. The strength of the potential is characterized by the polarizability α(ωL) ∝ δ =
ω0−ωL, where δ is the detuning and ω0 and ωL are the resonance and laser frequency respectively.
For red-detuned light δ > 0 the atoms can minimize their energy by being at the position of
minimum amplitude (antinodes). Vice versa, for blue-detuned light δ < 0 the atoms will move
towards places of maximum amplitude (nodes). If we create a standing wave pattern we can thus
control the positions of the atoms.
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4.1.1 Optical potential

By overlapping two counterpropagating laser beams we can create a standing wave pattern:

V (x) = V0 cos2(qx). (92)

The depth of the potential V0 depends on the intensity and detuning of the lasers. The lattice
constant is inversely proportional to the wavevector of the standing wave: a = π/q = λ/2.

By adding another pair of counterpropagating beams in a direction orthogonal to this pair, we
obtain a two-dimensional lattice. In the resulting potential the relative polarizations of the lasers
determine the precise orientation of the lattice:

V (x, y) = V0

[
cos2(qx) + cos2(qy) + 2 (ε̂x · ε̂y) cos(qx) cos(qy)

]
. (93)

This configuration generates the square lattice, as shown in Figure 34.

Figure 34: The standing wave pattern given by Equation (93) with ε̂x · ε̂y = 0. The red sites
correspond to V (x, y) → 0 (nodes) whereas the yellow sites indicate maximum values of V (x, y).
Thus for this potential the atoms will arrange in the structure of a square lattice for both red and
blue detuning of the lasers.

Square lattice We can rewrite the optical potential for the square lattice in terms of its reciprocal
lattice vectors κx = 2π(1, 0) and κy = 2π(0, 1):

Vsq(x, y) = V0

∑
i=x,y

cos2 (κi · x) . (94)
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Triangular lattice As for the square lattice, we can use the reciprocal lattice vectors of the
triangular lattice to obtain the optical potential. The three reciprocal lattice vectors are:

κ1 = 2π(1, 0), κ2 = 2π

(
−1

2
,−1

2

√
3

)
and κ3 = 2π

(
−1

2
,

1

2

√
3

)
. (95)

The potential for the triangular lattice then equals Vtr(x) = V0

3∑
i=1

cos2 (κi · x) as shown in Figure

35.

Figure 35: The standing wave pattern for the triangular lattice. The triangular structure is now
generated by the yellow sites, which correspond to maximum values of the potential V (x). So for
red detuned lasers the atoms will arrange in a triangular pattern.

Experimentally this structure can be obtained by putting three counterpropagating beams in the
plane, separated by an angle of 120◦. This will cause a mixing of the beams as in Equation (93).
Because we have three beams we can not choose the polarization orthogonal to one another, but
it can be shown that when each beam has a polarization orthogonal to the plane the correct terms
remain [19].
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Kagome and dice lattice We can use the triangular lattice potential to generate the Kagome
structure, by using a superlattice that ‘removes’ one out of every three sites of the triangular lattice
[20]. Here we specifically follow the potential given by Burkov et al. [21]:

VKg(x) =

3∑
i=1

[
cos
(
ki · x+ ρi

π

2

)
− 2 cos

(
ki
3
· x+ ρi

π

2

)]2

, (96)

where ρ = (1,−1, 1). Note that in the second term we subtract a term with a period that is three
times as large. This generates the potential shown in Figure 36a, corresponding to the Kagome
structure for red-detuned light.

(a) The potential given in Equation (96).
The Kagome structure is indicated by the
dashed white lines, formed by the yellow
maxima of the potential.

(b) The same potential, but now the dice
structure is indicated; the red sites (abso-
lute minima) are 6-fold coordinated while
the orange sites (local minima) are 3-fold
coordinated.

Figure 36

It turns out that this potential also generates a dice lattice-like structure for blue-detuned light,
as shown in Figure 36b. The complication is that the 3-fold and 6-fold coordinated sites are at
different potential heights. We can lift them to equal heights by adding the following two potential
terms [21]:

VDc,1(x) =

3∑
i=1

4 cos2 (κi · x) , (97)

κ̃1 = 2π

(
1

2
√

3
,

1

2

)
VDc,2(x) = −

3∑
i=1

4 cos2 (κ̃i · x) with κ̃2 = 2π

(
− 1√

3
, 0

)
. (98)

κ̃3 = 2π

(
1

2
√

3
,−1

2

)
The sum of these potentials VKD(x) = VKg(x) + VDc,1(x) + VDc,2(x) is shown in Figure 37.
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Figure 37: The potential VKD(x) which gives the Kagome structure for red-detuned light and the
dice structure for blue-detuned light. The Kagome bonds are illustrated by the dashed black lines.
The dice bonds are illustrated by the dashed white lines.

4.2 The hopping strength

In optical lattices the atoms are located in the (anti)nodes, which act as a potential well (see
Figure 38). Quantummechanically the atoms will behave as wavepackets, for which the strength of
localization is proportional to the depth of the potential well. The potential barrier between two
neighbouring sites corresponds to the probability of the particle tunneling (i.e. hopping) from one
site to the other.

Figure 38: Atoms located in the minima of Vdip. They can hop to a neighbouring minimum by
tunneling through a potential barrier. Figure taken from [22].

Consider a one-dimensional chain of lattice sites created by an optical potential V (x) = V0 sin2(qx)
(Figure 38) where q = 2π/λ is the wavevector determined by the wavelength of the laser λ. The
Hamiltonian in first quantization equals that of a free particle confined in a harmonic potential:

H = − 1

2m
∂2
x + V0 sin2(qx). (99)

Using the tight-binding approximation (with nearest-neighbour hopping) the Hamiltonian in second
quantization equals

H = −J
∑
i

a†xiaxi+1
. (100)
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The minima of the potential are denoted with xj , j, 1 . . . , N , where N is the total number of sites
in the system. The hopping strength J in the tight-binding Hamiltonian thus becomes a tunneling
strength, which we show below is characterized by the strength of the potental V0 and the recoil
energy Er = q2/(2m) (~ = 1). The recoil energy indicates the momentum of the atom after
emitting a photon.
The probability of this tunneling is linked to the height of the potential barrier in between the sites;
for a higher potential barrier the wavefunctions of the particles will be more localized. Therefore
their overlap (corresponding to their tunneling probability) will be smaller. The hopping parameter
J has the dimension of energy. We can express the overlap between two neighbouring particles in
terms of energy using

J = −〈ψ(x− xi)|H|ψ(x− xi+1)〉. (101)

To compute the value of J we derive a more explicit form for the wavefunctions. For a system
that is periodic in real space, the uniquely defined momenta k are contained in the first Brillouin
zone {−π/a, π/a}. Here a is the lattice constant. We can apply the Bloch theorem and rewrite
the wavefunctions as

φk(x) = eikxuk(x), (102)

where k is in the first Brillouin zone and uk(x) is a function that has the same periodicity as the
crystal: uk(x+ 1) = uk. The Bloch functions are orthogonal.
When this system is in the groundstate, which we assume to be the case, the particles will be
located at the minima of the potential. Therefore it will be localized in real space, and it is more
useful to rewrite the Bloch function to a real-space representation. We do this with the Wannier
function, defined as:

w(x− xi) =
1√
N

∑
k

e−ikxiφk(x). (103)

This function gives us the amplitude at position x of a wavefunction centered at site xi. It can
indeed be shown that this depends only on the relative distance x − xi, which we expect for a
periodic system.

We use the result from Equation (103) and plug this into Equation (101):

J = −
∫
dx w∗(x− xi)

[
− 1

2m
∂2
x + V0 sin2(qx)

]
w(x− xi+1)

= − 1

N

∫
dx

∑
k,k′

{
eikxiφ∗k(x)

[
− 1

2m
∂2
x + V0 sin2(qx)

]
e−ik

′xi+1φk′(x)

}

= − 1

N

∫
dx
∑
k,k′

{
ei(kxi−k

′xi+1)φ∗k(x)

[
− 1

2m

∂2φk′(x)

∂x2
+ V0 sin2(qx)φk′(x)

]}
. (104)

For the next step we focus on the expression in the square brackets. Using the time-independent
Schrödinger equation we know this equals:[

− 1

2m

∂2

∂x2
+ V0 sin2(qx)

]
φk′(x) = Ek′φk′(x). (105)

When we substitute χ = qx and plug in the expression for the recoil energy we see that− q2

2m︸︷︷︸
Er

∂2

∂χ2
+ V0 sin2(χ)

φk′(χ) = Ek′φk′(χ)

[
− ∂2

∂χ2
+
V0

Er
sin2(χ)

]
φk′(χ) = εk′φk′(χ) with εk′ =

Ek′

Er
(106)
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This differential equation is the Mathieu equation:

d2y

dx2
+ [A− 2B cos(2x)] y = 0[
− d2

dx2
− 4B sin2 x)

]
y = (A− 2B)y, (107)

where we have used cos 2θ = 1 − 2 sin2 θ and multiplied the equation by −1. The parameters of
the equation above equal those of Equation (106) when A = εk′ − V0/(2Er) and B = −V0/(4Er).
A further constraint on the Mathieu equation (107) is that the solutions y must equal the Bloch
wavefunctions, which are bound states. It has been shown that this equation can be asymptotically
solved for |B| � 1 (implying that V0 � 4Er) such that the hopping strength equals [5, 23, 24]:

J ' 4

π
Er

(
V0

Er

) 3
4

exp

[
−2

(
V0

Er

) 1
2

]
. (108)

4.3 Shaking the lattice

In this section we show how to shake the lattice to generate certain the fluxes computed in Chapter
2. We consider once more the Hamiltonian from the previous chapter that effectively produces a
complex hopping coefficient:

H(t) = −
∑
x,`

J
(
a†x+δ`

ax + H.c.
)

+
∑
x

(
Ax cos (ωt+ φx) + ∆x

)
n̂x.

By making specific choices for φx and ∆x (plus the introduction of sublattices) we reproduce the
Hamiltonians derived in Chapter 2. To illustrate the mechanism we first derive the square lattice
with π-flux. After that we continue with 2π/3-flux for the Kagome lattice. With regard to the
dice lattice with π-flux, it turns out that constructing a model which uses resonant driving with a
site-dependent phase shift is not so straightforward. Due to time constraint we have to omit this
result in this thesis.

4.3.1 An example

We start by applying lattice shaking to a simple model: the square lattice with π-flux per unit
square plaquette, studied in Section 2.2.1. Recall that we can solve for the energy spectrum of this
setup by using two sublattice species. We therefore add an on-site modulation and shift for each
sublattice separately:

H = (HA +HB) ; (109)

HA = −
∑
xA

J

2

(
a†xAbxA+δ1

+ a†xAaxA+δ2
+ H.c.

)
+
∑
xA

(A cos(ωt+ φxA) + ∆xA) n̂xA ,

HB = −
∑
xB

J

2

(
b†xBaxB+δ1

+ b†xBbxB+δ2
+ H.c.

)
+
∑
xB

(A cos(ωt+ φxB ) + ∆xB ) n̂xB .

(110)
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Comparing this expression with the one in Equation (37) we see that we have to choose the shift
∆xA,B and the phase φxA,B such that only the b†b-term obtains a phase factor eiπ. A construction
is shown in Figure 39a.
We compute the effective hopping coefficient for this construction using the results from Section
?? for each distinct (positive) hopping direction:

νδ` ϕδ` Φδ` Jeff

(
Ãδ`

)
/2

a†xA+δ2
axA 2 ±π

2
0 JJ2

(
A

ω

)
b†xA+δ1

axA

/
a†xB+δ1

bxB 0 ±π
4

0 JJ0

(
A√
2ω

)
b†xB+δ2

bxB 2 ±π
2

π

2
JJ2

(
A

ω

)
eiπ

Recall that Ãδ` = A
ω sin

ϕδ`
2 with ϕδ` = (φx+δ` − φx)/2, and that the phase factor is defined as

eiνδ`Φδ` with Φδ` = (φx+δ` + φx)/2. The Bessel functions J0 and J2 are even functions, so that
sign of Ãδ` is arbitrary.

(a) Setup for shaking the square lattice to generate a π-flux, where
∆xA,B = 0, 2ω and φxA = ±π/2, φxB = 0, π2 alternatingly. The black
circles indicate sublattice A and the grey triangles B (see Figure 17).

(b) A plot of the values of J0(A/ω) and J2(A/(
√

2ω)) against the param-
eter A/ω. The values of A/ω for which the two are equal are indicated on
the horizontal axis.

Figure 39
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Therefore this construction results in a π-phase factor only when particles hop from sublattice B
to B. In Section 2.2.1 we have derived the Bloch Hamiltonian for an equal hopping strength J on
all bonds. Here the Bloch Hamiltonian has the same structure, but every matrix element has its
own hopping strength:

Hk = −J

 J2

(
A

ω

)
cos ky J0

(
A√
2ω

)
cos kx

J0

(
A√
2ω

)
cos kx J2

(
A

ω

)
cos (ky + π)

 . (111)

We are interested in the value of A/ω for which J0(A/(
√

2ω)) ≈ J2(A/ω). The two functions are
shown in Figure 39b. We see that for A/ω ≈ ±2 they are approximately equal, and the system
will have nearly the same hopping strength between all sites.

4.3.2 The Kagome lattice

We now move to generating flux in the Kagome lattice. First we generate a π-flux per triangular
plaquette, which puts the flat band on the bottom of the energy spectrum (but still degenerate).
After that we lift the degeneracy by generating a flux of 2π/3.

Flux Φ = π We start by determining the phase shift and tilt needed to reproduce the construction
in Section 2.2.4. We introduce the setup shown in Figure 40. Note that to ensure that the bonds
between sites are not inhibited due to ϕδ` being zero, we put the phases equal to odd multiples of
π/4.

Figure 40: Setup for shaking the Kagome lattice to generate a π-flux per triangular plaquette,
where ∆xA,B = 0, ∆xC = 2ω and φxA = −3π/4, φxB = 1π/4 and φxC = 3π/4. The black circles
indicate sublattice A, the grey triangles B and the yellow squares sublattice C (see Figure 26a).

Again we recompute the hopping strengh for each distinct hopping direction:

νδ` ϕδ` Φδ` Jeff

(
Ãδ`

)
/2

b†xA+δ1
axA

/
a†xB+δ1

bxB 0 ±π
2

−π
2

JJ0

(
A

ω

)
c†xA+δ2

axA

/
a†xC+δ2

cxC 2 ±3π

4
0 JJ2

(
A√
2ω

)
c†xB+δ3

bxB

/
b†xC+δ3

cxC 2 ±π
4

π

2
JJ2

(
A√
2ω

)
eiπ
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Using this the Bloch Hamiltonian becomes:

Hk = −J


0 J0

(
A

ω

)
cosk · δ1 J2

(
A√
2ω

)
cosk · δ2

J0

(
A

ω

)
cosk · δ1 0 J2

(
A√
2ω

)
cos (k · δ3 + π)

J2

(
A√
2ω

)
cosk · δ2 J2

(
A√
2ω

)
cos (k · δ3 + π) 0

 .

(112)
Once more, for A/ω ≈ ±2 all the hopping strength will be approximately equal.

Flux Φ =
2π

3
To obtain the phase factors shown in Figure 27a, we adapt the same tilt as in the

previous paragraph. We use odd multiples of π/6 to prevent inhibition of any of the bonds. A
structure corresponding to a 2π/3-flux per triangular plaquette is shown in Figure 41a. One can
check that indeed the phases of sites which are at different potential height add up to 0 (2π), 2π/3
or 4π/3.

(a) Setup for shaking the Kagome lattice to generate a 2π/3-flux per trian-
gular plaquette, with the tilt and site-dependent phase indicated for each
sublattice.

(b) The three Bessel functions which occur in the hopping strength for the
setup of (a). One can see that for A/ω ∼ 2.0− 2.5 they are approximately
equal.

Figure 41
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To see how the hopping strengths are affected, we consider the difference of the on-site phases
ϕδ` . Hopping horizontally (along δ1) between sites at potential height ∆ = 0 results in a hopping
strength of JJ0(

√
3A/(2ω)). Moving along a diagonal bond (δ2,3) can give a hopping strength of

either JJ2(A/ω) or JJ2(A/(2ω)). From the plot of these three functions in Figure 41b we can see
that they are never exactly equal. Only for A/ω ∼ 2.0− 2.5 their differences are minimal.

52



Conclusion & Outlook

Topological insulators that exhibit the Quantum Hall Effect or Fractional Quantum Hall Effect
are promising systems for applications in technology. To obtain a better understanding of their
properties and how they come about, it pays to examine them in a clean and controllable environ-
ment. In this thesis we have proposed a setup that generates flat energy bands using simulation
with cold atoms in optical lattices for the Kagome lattice structure.

We have seen that the Kagome lattice has a degenerate energy spectrum where the upper band
is flat. By applying a nonuniform magnetic field that corresponds to a 2π/3-flux per triangular
plaquette we were able to lift this degeneracy and generate flat bands at the bottom of the energy
spectrum, such that they can be used for probing in cold atom systems. Furthermore, we have
shown that states in these energy bands indeed possess nontrival topological properties.

By generating an optical potential with the structure of the Kagome lattice, we were able to
simulate this system with cold atoms. We created a gauge field - equivalent to a magnetic field -
by shaking the lattice, resulting in an on-site periodic modulation. Using the Floquet state for-
malism we have shown that the effective physics is determined by the time-average of the system.
Combining this with resonant driving and a site-dependent phase shift we have constructed a model
resulting in the desired energy spectrum. This setup can be used in experiments to probe the flat
bands.

Additionally, we have seen that by a slight adjustment of the optical potential, we can obtain
the dice structure as well as the Kagome structure in one lattice configuration. Therefore, with
this setup one would be able to probe the energy spectra of two different systems within one ex-
perimental setup.

We have shown that the dice lattice with π-flux has a completely non-dispersive spectrum with
three flat bands. Unfortunately, we were not able to produce the non-dispersive energy spectrum
of the dice lattice using the same technique as for the Kagome lattice. There are, however, more
complex ways of shaking the lattice that might be more effective (e.g. pulses of linear shaking
[25]). For future work this is something worth looking into. Also, for experimental setups that
cannot generate a perfect Kagome or dice lattice because the lasers can only be put at right angles,
it would be useful to test whether the topological properties are conserved under deformations of
the lattice structure.

By implementing interactions, one is immediately in the strong interactions regime. For states
in the flat bands, which have no dispersion, interactions will be significant instantly. We thus
expect to see e.g. the Fractional Quantum Hall Effect more easily compared to energy bands that
are not flat. Using the setup proposed in this thesis, one can generate the flat bands to investigate
strongly correlated effects.
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A Symmetries of the Hamiltonian

In this appendix we connect the existence of topological invariants to symmetries in the system.
We have mentioned before that a topological invariant is defined globally and is therefore not
affected by local deformations. As the topological invariant (Chern number) discussed above can
be computed from the energy bands, it is linked to global symmetries of the Hamiltonian that
state general properties of the energy spectrum.

A.1 Symmetry classes

We start with a short introduction on what a symmetry encompasses. According to Wigner‘s the-
orem, for an eigenstate |ψ〉 of H a transformation S : H → H is a symmetry when the probability
〈ψ|ψ〉 is conserved. This constrains the operator S to be unitary - SS† = 1 - or anti-unitary:
anti-linear 〈Sψ|Sψ〉 = 〈ψ|ψ〉∗ and unitary. Note that we can always multiply this unitary operator
with a complex phase factor whose modulus equals one.

We consider three symmetries, each explained in more detail in the sections below: time-reversal
symmetry, particle-hole symmetry and chiral symmetry.

Time-reversal symmetry (TRS) A system with TRS is symmetric under time reversal t→ −t.
According to Wigner’s theorem we can represent the time reversal operator by an anti-unitary
operator CTR = UTRK, where UTR is unitary and K denotes complex conjugation. We can deduce
the action of the time reversal operator on a TR symmetric Hamiltonian starting from the overlap
by appplying it to a test state H|ψ〉:

CTR

(
H|ψ〉

)
= UTRH

∗|ψ∗〉 =UTRH
∗U†TRUTRK|ψ〉 = UTRH

∗U†TRCTR|ψ〉
!
= CTR(H)CTR|ψ〉

⇒ CTR(H) = UTRH
∗U†TR (113)

Note that H∗ = HT because H is Hermitian.

In k-space the transformation t→ −t reverses the sign of the momentum k→ −k:

CTR(Hk) = H−k = UTRH∗kU−1
TR = CTRHkC−1

TR , (114)

There is still one degree of freedom for the time-reversal operator, resulting from the fact that
C2
TR = 1. There may be a phase factor in front with absolute value |α| = 1. Observe that

C2
TR = UTRKUTRK = UTRU

∗
TRK

2 = UTRU
∗
TR = α1

UTR U
∗
TRU

T
TR︸ ︷︷ ︸

=1

= αUT
TR

UTR = αUT
TR = α(αUT

TR)
T = α2UTR ⇒ α2 = 1

α = ±1⇒ UTR = ±UT
TR

The positive sign is for spinless or integer spin systems, also referred to as TRS (even). The
negative sign is for half-integer spin systems, referred to as TRS (odd) [29].

Particle-hole symmetry (PHS) This symmetry denotes the two different ways one can de-
scribe a system: in terms of its particles (occupied sites) or its holes (unoccupied sites). The
PHS operator is also anti-unitary, and therefore has the same form as TRS. But the spectrum is
inverted as the energy of the unoccupied sites is exactly opposite to that of the occupied sites. The
condition for PHS is then

CPH(H) = −H = UPHH
∗U−1

PH . (115)
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In k-space this amounts to

CPH(Hk) = −H−k = UPHH∗kU−1
PH = CPHHkC−1

PH . (116)

Once again we have an extra degree of freedom in the sign of the transpose of the operator

CPH = ±CT
PH, now corresponding to the triplet superconducting state for the positive sign and the

singlet superconducting state for the negative sign [29].

Chiral symmetry (SLS) A third type of symmetry can be deduced by applying the TRS and
PHS operators subsequently:

P (H) = −H = CPH(CTR(H)) = CPH(UH
∗U−1)

= U ′(UH∗U−1)∗U ′−1 = U ′U∗︸ ︷︷ ︸
=P

H U∗U ′−1︸ ︷︷ ︸
=P−1

= PHP−1. (117)

From this we can see that applying the operator twice gives P 2(H) = P (−H) = H, and therefore
P 2 = 1 (for any arbitrary Hamiltonian).
Likewise in k-space we get

P (Hk) = CPH(CTR(Hk) = CPH(H−k)) = −Hk = PHkP−1. (118)

This defines P as a product of two unitary operators, which sets P to be unitary itself as well:

PP−1 = U ′ U∗ UT︸ ︷︷ ︸
=1

U ′−1 = 1. (119)

In general, when a system possesses any two of the three symmetries considered above, it will
automatically possess the third one as well.

Symmetry classes The presence or absence of each of the three symmetries introduced above
in a system determines its topological properties. If the system is topological, its ground states
can be partitioned into two topological sectors (Z2) or into sectors labeled by integers (Z).

Figure 42: The symmetry classes of Altland and Zirnbauer (1997) determining the possible topo-
logical sectors based on the presence and/or absence of TRS, PHS and SLS, for d = 1, 2, 3 spatial
dimensions. [29]
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A.2 Implications for two-dimensional Hamiltonians

In the next section we derive general conditions for the presence of TRS, PHS and SLS. First we
consider some generic properties of the Pauli matrices and two-dimensional Hamiltonians.
For lattice structures with two sublattice species, the Bloch Hamiltonian will be a 2 × 2-matrix.
Therefore one can always rewrite the Hamiltonian in terms of Pauli matrices:

Hk = v(k) · σ. (120)

Here σ = (σx, σy, σz) is the vector of Pauli matrices. We can split the vector v(k) = v(k)v̂(k) into
its magnitude and the unit vector v̂(k) ‖ v(k) with |v̂| = 1.

A.2.1 Pauli matrices

First we compute the eigenvalues and eigenvectors of the Pauli matrices.
Consider σz:

σz =

(
1 0
0 −1

)
. (121)

As it is diagonal we see that its eigenvalues are λz = ±1. The corresponding eigenstates are

↑ =

(
1
0

)
and ↓ =

(
0
1

)
.

Next we look at σx:

σx =

(
0 1
1 0

)
. (122)

Computing the eigenvalues we again have λx = λz = ±1. The eigenstates are |+〉 =
1√
2

(
1
1

)
=

↑ + ↓√
2

and |−〉 =
1√
2

(
1
−1

)
=
↑ − ↓√

2
, expressed here in terms of the eigenstates of σz.

We diagonalize σx into σz by transforming it with the unitary matrix composed from its eigenstates:

Ux =
1√
2

(
1 1
−1 1

)
, giving

U†xσxUx = σz (123)

σx = UxσzU
†
x. (124)

We can express this unitary matrix as a sum of Pauli matrices and rewrite it as an exponential
using Equation (127) derived explicitly below:

Ux =
1√
2

(1 + iσy)

= 1 cos
π

4
+ iσy sin

π

4

= ei(π/4)σy

Finally we consider σy:

σy =

(
0 −i
i 0

)
. (125)

Again the eigenvalues are λy = λz = ±1. The eigenstates are | + i〉 =
1√
2

(
1
i

)
=
↑ +i ↓√

2

and | − i〉 =
1√
2

(
1
−i

)
=
↑ −i ↓√

2
. We find the unitary matrix transforming σy into σx to be

Uy =
1√
2

(
1 1
i −i

)
.

58



Using the properties of the Pauli matrices that σ2
i = 1 and {σi, σj} = 2δij1 with i, j ∈ {x, y, z}

we see that for m ∈ Z

(v̂(k) · σ)2m =
(
(v̂(k) · σ)2

)m
=
(
(v̂x(k)σx + v̂y(k)σy + v̂z(k)σz)

2
)m

=
(
(v̂2
x(k) + v̂2

y(k) + v̂2
z(k))1

)m
=
(
|v̂(k)|21

)m
= 1

m = 1. (126)

And therefore (v̂(k) ·σ)2m+1 = 1(v̂(k) ·σ) = v̂(k) ·σ. Note that we can also derive (v(k) ·σ)2 =
v(k)2(v̂(k)·σ)2 = v2(k)1. As stated in Equation (134) this is equal to the square of the eigenvalues.
This technique can thus be used as a fast way to compute the energy spectrum for a bipartite
system.
We use this result in Equation (126) to derive an expression for the exponential of this Hamiltonian:

eiv(k)(v̂(k)·σ) =
∑
m

1

m!
imvm(k)(v̂(k) · σ)m

=
∑
k

(−1)m

(2m)!
v2m(k) (v̂(k) · σ)2m︸ ︷︷ ︸

1

+i
∑
m

(−1)m

(2m+ 1)!
v2m+1(k) (v̂(k) · σ)2m+1︸ ︷︷ ︸

(v̂(k)·σ)

= 1 cos v(k) + i(v̂(k) · σ) sin v(k), (127)

where in the second equality we split the sum into even and odd terms, and used the series expan-
sion for cosine and sine in the third equality.

Finally, consider the product of two Pauli matrices. Using the anticommutation relation and
the commutation relation [σi, σj ] = 2iε k

ij σk we rewrite it as

σiσj =
1

2

(
{σi, σj}+ [σi, σj ]

)
= δij1 + iε k

ij σk

For unit vectors êi we see that

(êi · σ)(êj · σ) = (êi · êj)1 + iε k
ij (êk · σ)

= (êi · êj)1 + i(êi × êj) · σ

In the last equality we have used that ε k
ij êk = εijk(êi × êj).

We can generalize this to any two real vectors u,w:

(u · σ)(w · σ) = u ·w1 + i(u×w) · σ. (128)

Now we assume that we have a complex vector a+ ib. The dot product with the vector of Pauli
matrices squared is then(

(a+ ib) · σ
)2

=
(
a · σ + ib · σ

)2

= (a2 + b2 + 2ia · b)1− 2
(
a× b+ b× a

)
︸ ︷︷ ︸

=0

·σ

= (a2 + b2 + 2ia · b)1

The second term in the second equality is zero due to the antisymmetry of the cross product.
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A.2.2 Diagonalization of 2× 2-Hamiltonians

To diagonalize a Hamiltonian of the form Hk = v(k) · σ we look for a transformation

U†(v(k) · σ)U = v(k)σz. (129)

We expect that we can write this transformation as a rotation in spin-space with axes Sx, Sy, Sz
(recall that S = σ

2 ):

U = e−iw·σ, (130)

where we want to determine the vector w =
θ

2
ŵ.

First we show that this transformation indeed corresponds to rotating v(k) by an angle θ. For this
we use Equation (127) derived above:

eiθ/2ŵ·σ
(
v(k) · σ

)
e−iθ/2ŵ·σ =(

cos(θ/2)1 + i sin(θ/2)
(
ŵ · σ

))(
v(k) · σ

)(
cos(θ/2)1− i sin(θ/2)

(
ŵ · σ

))
.

Using the identity from Equation (128) multiple times, and the facts that
(i) a× b = −b× a,
(ii) a · (b× a) = 0 and
(iii) Lagrange’s formula a× (b× c) = b(a · c)− c(a · b)
we are left with the following terms:

(
cos2(θ/2)− sin2(θ/2)

) (
v(k) · σ

)
1

+ 2 sin2(θ/2)
(
ŵ · σ

)(
v(k) · ŵ

)
+ 2 cos(θ/2) sin(θ/2)

(
(v(k)× ŵ) · σ

)
=
[
ŵ
(
v(k) · ŵ

)
+ cos θ

(
v − ŵ

(
v(k) · ŵ

))
+ sin θ

(
v(k)× ŵ

)]
· σ = Rŵθ

(
v(k)

)
σ. (131)

In the last line we have used the trigonometric identities
(i) cos2(θ/2)− sin2(θ/2) = cos θ,
(ii) 2 sin2(θ/2) = 1− cos θ and
(iii) 2 cos(θ/2) sin(θ/2) = sin θ.

Now we take a closer look at the vector w. It is characterized by two quantities:

1. The axis of rotation ŵ = C ·
(
ẑ × v(k)

)
= C

−vy(k)
vx(k)

0

. The condition that this vector

is normalized results in C =
1√

v2
x(k) + v2

y(k)
. Note that we can rewrite this vector in the

more convenient form (using v(k) = v(k)v̂(k)):

ŵ =
v(k)(ẑ× v̂(k))√
v2
x(k) + v2

y(k)
=

ẑ× v̂(k)√
v2
x(k) + v2

y(k)

v2(k)

=
ẑ× v̂(k)√
1− v2

z(k)

v2(k)

=
ẑ× v̂(k)√

1− (ẑ · v̂(k))2
.

2. The angle of rotation cos θ = ẑ · v̂(k)

(
=
vz(k)

v(k)

)
, such that θ = arccos(ẑ · v̂(k)).
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Taking these results and plugging them into Equation (131) shows that

Rŵθ
(
v(k)

)
σ =

[
0 +

(
ẑ · v̂(k)

)
v(k) +

sin (arccos(ẑ · v̂(k)))√
1− (ẑ · v̂(k))2

(
v(k)×

(
ẑ× v̂(k)

))]
· σ

=
[(
ẑ · v̂(k)

)
v(k) +

(
v(k) · v̂(k)

)
ẑ −

(
v(k) · ẑ

)
v̂(k)

]
· σ

= v(k)(ẑ · σ) = v(k)σz. (132)

In the second equality we have used that v(k) · (ẑ× v̂(k)) = 0 and
sin (arccos(ẑ · v(k))) =

√
1− (ẑ · v̂(k))2.

A.3 Derivation of symmetry constraints

In this section we derive constraints on the Hamiltonian using evolution operator as defined in
Section A.2.2,

Hk = v(k) · σ = vx(k)σx + vy(k)σy + vz(k)σz, (133)

U = e−iθ/2ŵ·σ.

Because Hk is Hermitian, the components v(x,y,z)(k) must be real. It immediately follows that the
two energy bands are given by

ε±k = ±
√
v2
x(k) + v2

y(k) + v2
z(k) = ±v(k). (134)

We now demand that transforming the Hamiltonian with the unitary operator U results in the
TRS or PHS given by Equation (114) and Equation (116), to see what constraints they give on
the general form of the Hamiltonian:

U†KH−kKU
!
= ±Hk
⇓

eiθ/2ŵ·σ
(
v(−k) · σ∗

)
e−iθ/2ŵ·σ

!
= ±v(k) · σ (135)

Here the positive sign denotes TRS and the negative sign PHS. We now focus on the left-hand side
of the equation. First we use of the following property of Pauli matrices:

− σyσσy = σ∗. (136)

In this section we derive Equation (138) explicitly. Starting from Equation (135) and applying
Equation (136) and Equation (126) we arrive at the following expression:

−
(

cos(θ/2)1 + i sin(θ/2)
(
ŵ · σ

))
σy

(
v(−k) · σ

)
σy

(
cos(θ/2)1

− i sin(θ/2)
(
ŵ · σ

))
!
= ±v(k) · σ (137)

We solve the left-hand side of this equation term by term:

1st : − cos2(θ/2)σy

(
vx(−k)σx + vy(−k)σy + vz(−k)σz

)
σy = − cos2(θ/2)ṽ(−k) · σ
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Here we have defined ṽ(k) = (−vx(k), vy(k),−vz(k)) which arises from the anticommutation
relations of the Pauli matrices. We continue:

2nd : i cos(θ/2) sin(θ/2)σy

(
v(−k) · σ

)
σy

(
ŵ · σ

)
= i cos(θ/2) sin(θ/2)

[
ṽ(−k) · ŵ1 + i

(
ṽ(−k)× ŵ

)
· σ
]

3rd : −i cos(θ/2) sin(θ/2)
(
ŵ · σ

)
σy

(
v(−k) · σ

)
σy

= −i cos(θ/2) sin(θ/2)

ŵ · ṽ(−k)1 + i
(
ŵ× ṽ(−k)

)
︸ ︷︷ ︸

=−ṽ(−k)×ŵ

·σ


4th : − sin2(θ/2)

(
ŵ · σ

)
σy

(
v(−k) · σ

)
σy

(
ŵ · σ

)
= − sin2(θ/2)

[
2
(
ṽ(−k) · ŵ

)
ŵ − ṽ(−k)

]

Note that the terms proportional to the identity cancel each other out. Using that
(i) cos2(θ/2)− sin2(θ/2) = cos θ,
(ii) 2 cos(θ/2) sin(θ/2) = sin θ and
(iii) 2 sin2(θ/2) = 1− cos θ adding up the four terms results in[

− cos θ ṽ(−k)− sin θ
(
ṽ(−k)× ŵ

)
− (1− cos θ)

(
ṽ(−k) · ŵ

)
ŵ
]
· σ !

= ±v(k) · σ. (138)

Because the scalar product is one-to-one the vectors on the left hand side of the dot products must
be equal. To look for further properties of this vector, we take its scalar product with ŵ (the terms
with the cross product automatically become zero):

− cos θ
(
ṽ(−k) · ŵ

)
− sin θ · 0− (1− cos θ)

(
ṽ(−k) · ŵ

)
|ŵ|2︸︷︷︸
=1

!
= ±v(k) · ŵ

⇓

−ṽ(−k) · ŵ !
= ±v(k) · ŵ (139)

This equation puts constraints on the components of v(k) for the three symmetries considered
here.

Time-Reversal Symmetry In Equation (139) the positive sign indicates TRS. We see that we
must have −ṽ(−k) = v(k). Componentwise this results in:

vx(−k) = vx(k)

−vy(−k) = vy(k) (140)

vz(−k) = vz(k)

Partice-Hole Symmetry For PHS we apply the negative sign in Equation (139). We get the
equality ṽ(−k) = v(k), resulting in the conditions:

−vx(−k) = vx(k)

vy(−k) = vy(k) (141)

−vz(−k) = vz(k)
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Chiral symmetry CHS is equivalent to sequentially applying TRS and PHS. Then we must
have that −ṽ(k) = v(k), giving the conditions:

vx(k) = vx(k)

−vy(k) = vy(k)⇒ vy(k) = 0 (142)

vz(k) = vz(k)

One can observe from the conditions given above that a chiral symmetric Hamiltonian corresponds
to a partitioning of topological sectors immediately. Because n̂(k) is a unit vector, its values are
restricted to points on the two-sphere. Additionally, for CHS its y-component must be zero; thus
the vector is confined to a plane and will trace out a circle on the two-sphere. The Hamiltonian
cannot be continuously deformed to shrink this circle to a point and change its topological charge.
Therefore the winding number is topologically protected and serves as a well-defined characteristic
of the system.

In Equation (140), Equation (141) and Equation (142) the constrained component is the one
proportional to σy. But as the Hamiltonian is invariant under gauge transformations, we can
always rotate Hk in three-dimensional σ-space. The constraints will then have a different form.
A case that occurs frequently is a Bloch Hamiltonian of which the diagonal elements are all zero,
indicating that vz(k) = 0 for all k. By a unitary transformation this is equivalent to the condition
in Equation (142) and so these systems have chiral symmetry.
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B Kagome lattice with 2π/3-flux

In this appendix we explicitly write down the Hamiltonian for the Kagome lattice with Φ = 2π/3
(Section 2.2.4). Then we show how to discretize the Brillouin zone to be able to compute its Chern
number numerically.

B.1 Bloch Hamiltonian

Using the three unit vectors for the Kagome lattice,

δ1 = (1, 0), δ2 =

(
1

2
,

√
3

2

)
and δ3 =

(
−1

2
,

√
3

2

)
, (143)

and Figure 27a we derive the following Bloch Hamiltonian:

Hk = −J
2
×

0 cosk·δ2 e−ik·δ1 0 0 0 0 0 eik·δ1

cosk·δ2 0 ei(k·δ3+2π/3) 0 0 0 0 0 e−i(k·δ3+4π/3)

eik·δ1 e−i(k·δ3+2π/3) 0 e−ik·δ1 ei(k·δ3+2π/3) 0 0 0 0
0 0 eik·δ1 0 cos (k·δ2+4π/3) e−ik·δ1 0 0 0

0 0 e−i(k·δ3+2π/3) cos (k·δ2+4π/3) 0 eik·δ3 0 0 0
0 0 0 eik·δ1 e−ik·δ3 0 e−ik·δ1 eik·δ3 0
0 0 0 0 0 eik·δ1 0 cos (k·δ2+4π/3) e−ik·δ1

0 0 0 0 0 e−ik·δ3 cos (k·δ2+4π/3) 0 e−i(k·δ3+4π/3

e−ik·δ1 e−i(k·δ3+4π/3) 0 0 0 0 eik·δ1 e−i(k·δ3+4π/3) 0


.

(144)

B.2 Chern number

As stated in Section 1.3 the Brillouin zone is a hexagon with a distance of 2π/3 between opposing
sides (because the unit cell is tripled in size). A discretization of this BZ is shown in Figure 28.
This grid is constructed by discretizing the square [−π/3, π/3]× [−π/3, π/3] in the following way:

kα = (kx, ky)

⇓

kx = −π
3

+
π

3ξ
i, i = 0, . . . , 2ξ (145)

ky = − 2

3
√

3
π +

π

3ξ
√

3
j, j = 0, . . . , 4ξ.

The edges of the hexagon are now defined by

(ky)
(1)
± =

1√
3
kx ±

2

3
√

3
π (ky)

(2)
± = − 1√

3
kx ±

2

3
√

3
π (146)

(kx)
(3)
± = ±π

3
.

This construction ensures that we have grid points defined nicely along the edges of the Brillouin
zone. Opposite edges are identified with each other without a twist.
When computing the flux of the gauge field through the Brillouin zone, which determines the

Chern number, we split the rectangles crossing over the borders (ky)
(1,2)
± in triangles. We can

denote each grid point defined in Equation (145) by its indices (i, j). The point (1, 1) thus cor-
responds to the grid point in the bottom left corner with coordinates (kx, ky) = (−π/3,−2/(3

√
3)).
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We use this to compute the gauge field in the bulk (including edges (kx)
(3)
± ), and separately for

the oblique edges (ky)
(1,2)
± :

F bulk
(i,j) : (i, j)→ (i+ 1, j)→ (i+ 1, j + 1)→ (i, j + 1)→ (i, j),

F 1,+
(i,j) : (i, j)→ (i+ 1, j)→ (i+ 1, j + 1)→ (i, j),

F 2,+
(i,j) : (i, j)→ (i+ 1, j)→ (i, j + 1)→ (i, j), (147)

F 1,−
(i,j) : (i, j)→ (i+ 1, j + 1)→ (i, j + 1)→ (i, j),

F 2,−
(i,j) : (i, j)→ (i+ 1, j − 1)→ (i+ 1, j)→ (i, j).

The phase picked up along every step is defined in Equation (19).
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C Time-dependent Hamiltonians

C.1 Gauge transformation of the ladder operators

In Section 3.1.1 we show that we can rewrite the time-dependent Hamiltonian by transforming the
ladder operators as

a†x −→ eiθx(t)n̂xa†ie
−iθx(t)n̂x ,

ax −→ eiθx(t)n̂xaxe
−iθx(t)n̂x .

To see how this affects the hopping and number operator in the Hamiltonian, we apply the trans-
formed ladder operators on a test Fock state |n1, . . . , nx, . . . , nL〉 which we shall denote here as
just |nx〉:

ã†x|nx〉 = eiθx(t)n̂xa†xe
−iθx(t)n̂x |nx〉

=
(
eiθx(t)n̂xa†x|nx〉

)
e−iθx(t)nx

=
(
eiθx(t)n̂x |nx + 1〉

)
e−iθx(t)nx

√
nx + 1

= |nx + 1〉eiθx(t)(nx+1)e−iθx(t)nx
√
nx + 1

= eiθx(t)
√
nx + 1|nx + 1〉,

ãx|nx〉 = eiθx(t)n̂xaxe
−iθx(t)n̂x |nx〉

=
(
eiθx(t)n̂xax|nx〉

)
e−iθx(t)nx

=
(
eiθx(t)n̂x |nx − 1〉

)
e−iθx(t)nx

√
nx

= |nx − 1〉eiθx(t)(nx−1)e−iθx(t)nx
√
nx

= e−iθx(t)√nx|nx − 1〉.

From this we compute the number operator:

ˆ̃nx|nx〉 = ã†xãx|nx〉

=
(
e−iθx(t)√nx

)
ã†x|nx − 1〉

= eiθx(t)√nx e−iθx(t)√nx|nx〉
= nx|nx〉.

We have shown that the number operator n̂i is invariant under this transformation.
Computing the hopping operator, for which we consider | . . . nx, nx+δ` . . .〉 :

ã†x+δ`
ãx|nx, nx+δ`〉 =

(
e−iθx(t)√nx

)
ã†x+δ`

|nx − 1, nx+δ`〉

= eiθx+δ` (t)
√
nx+δ` + 1 e−iθx(t)√nx|nx − 1, nx+δ` + 1〉

= ei(θx+δ` (t)−θx(t))
√
nx(nx+δ` + 1)|nx − 1, nx+δ` + 1〉.

And therefore the hopping operator transforms as

a†x+δ`
ax+δ`

−→ exp [i (θx+δ`(t)− θx(t))] a†x+δ`
ax+δ`

.
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C.2 Perturbation expansion of H in ω−1

In this appendix we show that the second order term of the high-frequency expansion of Heff equals
zero explicitly:

H
(2)
eff =

i

T 2

∑
x,`
x′,`′

[
1

2

(∫ T

0

dt1 e
iϑδ` (t1)

)(∫ T

0

dt1 e
iϑδ′

`
(t1)

)

−
∫ T

0

dt1

(
eiϑδ` (t1)

∫ t1

0

dt2 e
iϑδ

`′
(t2)

)]
ĥx,δ` ĥx′,δ`′ = 0.

To carry out the integration over the exponent of ϑδ`(t) we expand it:∫ T

0

dt1 e
iϑδ` (t1) =

∫ T

0

dt1

[
1 + iϑδ`(t1)− 1

2
ϑ2
δ`

(t1) +O
(
ϑ3
δ`

)]
' T + i [Θδ`(T )−Θδ`(0)]− 1

2

[
Θ̃δ`(T )− Θ̃δ`(0)

]
Here ∂tΘδ`(t) = ϑδ`(t) and ∂tΘ̃δ`(t) = ϑ2

δ`
(t). Note that because ϑδ`(t) is periodic with T , its

primitive function Θδ`(t) will be as well. Furthermore, using that [30]

1. T is a period of ϑδ`(t) =⇒ T is a period of ϑ2
δ`

(t),

we deduce that Θ̃δ`(t) is also periodic with T . Therefore Θδ|ell(t)
∣∣T
0

= Θ̃δ`(t)
∣∣T
0

= 0. The integra-

tion of terms of order ϑ3
δ`

(t) and higher will not contribute using the same reasoning and the fact
that

2. T is a period of ϑδ`(T ) and of ϑ2
δ`

(t) =⇒ T is a period of ϑδ`(t)ϑ
2
δ`

(t) = ϑ3
δ`

(t).

So we have shown that ∫ T

0

dt1 e
iϑδ` (t1) = T. (148)

Now we focus on the second term in Equation (78) and again expand the exponential keeping
everything up to second order:∫ T

0

dt1

(
eiϑδ` (t1)

∫ t1

0

dt2 e
iϑδ

`′
(t2)

)
=

∫ T

0

dt1

[(
1 + iϑδ`(t1)− 1

2
ϑ2
δ`

(t1) +O
(
ϑ3
δ`

))(
t1 + i

[
Θδ`′ (t1)−Θδ`′ (0)

]
− 1

2

[
Θ̃δ`′ (t1)− Θ̃δ`′ (0)

]
+ . . .

)]

'
∫ T

0

dt1

(
t1 + i

[
Θδ`′ (t1)−Θδ`′ (0)

]
− 1

2

[
Θ̃δ`′ (t1)− Θ̃δ`′ (0)

]
+ it1ϑδ`(t1)− ϑδ`(t1)

[
Θδ`′ (t1)−Θδ`′ (0)

]
− i1

2
ϑδ`(t1)

[
Θ̃δ`′ (t1)− Θ̃δ`′ (0)

]
− 1

2
t1ϑ

2
δ`

(t1)− i

2
ϑ2
δ`

(t1)
[
Θδ`′ (t1)−Θδ`′ (0)

]
+

1

4
ϑ2
δ`

(t1)
[
Θ̃δ`′ (t1)− Θ̃δ`′ (0)

])
.
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We now solve the integral above term by term.

1st :

∫ T

0

t1 dt1 =
T 2

2

2nd :

∫ T

0

i
[
Θδ`′ (t1)−Θδ`′ (0)

]
dt1 = 0− iΘδ`′ (0)T

3rd :

∫ T

0

1

2
−
[
Θ̃δ`′ (t1)− Θ̃δ`′ (0)

]
dt1 = 0 +

1

2
Θ̃δ`′ (0)T

4th :

∫ T

0

it1ϑδ`(t1) dt1
PI
= i

t1Θδ`(t1)
∣∣∣T
0
−
∫ T

0

dt1Θδ`(t1)︸ ︷︷ ︸
=0


= iΘδ`(T )T

5th :

∫ T

0

−ϑδ`(t1)
[
Θδ`′ (t1)−Θδ`′ (0)

]
dt1 = 0 (all primitives will be periodic in T)

6th :

∫ T

0

−i1
2
ϑδ`(t1)

[
Θ̃δ`′ (t1)− Θ̃δ`′ (0)

]
dt1 = 0

7th :

∫ T

0

−1

2
t1ϑ

2
δ`

(t1)dt1
PI
= −1

2

t1Θ̃δ`(t1)
∣∣∣T
0
−
∫ T

0

dt1Θ̃δ`(t1)︸ ︷︷ ︸
=0


= −1

2
Θ̃δ`(T )T

8th :

∫ T

0

− i
2
ϑ2
δ`

(t1)
[
Θδ`′ (t1)−Θδell′ (0)

]
dt1 = 0

9th :

∫ T

0

1

4
ϑ2
δ`

(t1)
[
Θ̃δ`′ (t1)− Θ̃δ`′ (0)

]
dt1 = 0

Collecting all terms we see that indeed

H
(2)
eff '

i

T 2

∑
x,`
x′,`′

[
T 2

2
− T 2

2
− i (Θδ`(T )−Θδ`(0))T − 1

2

(
Θ̃δ`′ (T )− Θ̃δ`′ (0)

)
T

]
ĥx,δ` ĥx′,δ`′ = 0.

(149)
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