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1 Introduction

Given a specific value of a real number, we need to be able to write it down in
order to work with it. So we wish to come up with some system that attaches
a unique symbolization to each real number. A part of that symbolization is
formed by integers, a discrete line of values. The other part is the characteriza-
tion of numbers between integers. It is the last part we will be focussing on in
this thesis.
Although decimal digits are most often used for this characterization, it should
not be surprising that alternatives exist. We can ask ourselves what would be a
general way of defining a characterization of numbers, or how we can determine
which characterization is best. The second question is hard to answer, and we
will not try to cover it here. However, you can expect an extensive answer to
the first one if you continue reading.

We start the thesis with a brief description of the most important measure
theory. In section 3 we slowly build up the general definition of the charac-
terization, also called an expansion, of numbers between integers, introducing
four expansion types along the way. After that, we use we use ergodic theory
in section 4 to prove results about digit frequency. Finally, section 5 introduces
the concept of entropy and ends with a comparison theorem.

The majority of the theory written in sections 3, 4 and 5 follows the structure
of [4]. However, we provide extra intuitive explanation and examples to support
the theory when necessary.
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2 Measure theory

This section will be devoted to a short explanation of basis measure theory and
integration, as it will be needed in future sections. We will follow the approach
of [8].
In particular, we will discuss the concepts of σ-algebra, measure, null sets, mea-
surable maps and integrals. If you are already familiar with these concepts, feel
free to skip this section.

2.1 Measures

Definition 2.1.1. Let X be a set. A collection A of subsets of X is called a
σ-algebra if the following conditions are satisfied:
i) X ∈ A.
ii) if A ∈ A, then Ac ∈ A.
iii) if (Ai)i∈N is a countable selection of subsets of X with Ai ∈ A for each i,
then

⋃
i∈N

Ai ∈ A.

A subset C of X is called measurable when C ∈ A. The pair (X,A) is called a
measurable space.

Example 2.1. It is not hard to check that {∅, A,Ac, X} is a σ-algebra for any
A ⊆ X.

Example 2.2. Consider the set X = [0, 1). It would be nice if all open subin-
tervals of [0, 1) are members of the corresponding σ-algebra. Therefore we define
the Borel σ-algebra on [0, 1) (notation: B([0, 1))) as the smallest σ-algebra con-
taining at least all open subintervals of [0, 1). We say the open intervals form a
generator of the Borel σ-algebra. Throughout this thesis, B([0, 1)) is the only
σ-algebra that will be used.

We would like to give a value to all measurable sets. So we define measure:

Definition 2.1.2. Let X be a set and A be a σ-algebra on X. A measure is a
map µ : A → [0,∞), satisfying:
i) µ(∅) = 0.
ii) if (Ai)i∈N ⊆ A are pairwise disjoint, then µ(

⋃
i∈N

Ai) =
∑
i∈N

µ(Ai).

The triple (X,A, µ) we now call a measure space. In case µ(X) = 1 we say that
µ is a probability measure and (X,A, µ) a probability space.

Example 2.3. When X ⊆ R, a commonly used measure is the so-called
Lebesque measure λ. For intervals (a, b) ∈ A, it gives λ((a, b)) = b − a. The
Lebesque measure of non-intervals then follow from the previous definition.

Of course it occurs sometimes that we wish to state a property of all points
of X. However, in measure theory we often face the problem that there exist
exceptional points where the property does not hold. In order to be able to say
something anyway, we have the following definition.

Definition 2.1.3. Let (X,A, µ) be a measure space, P some property and
N ⊆ X be the set of points for which property P does not hold. Then we say
that P holds almost everywhere (or a.e) with respect to µ if µ(N) = 0. In that
case we call N a null set.
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In the course of this thesis, we will consider maps T between measure spaces.
We need another definition, regarding these maps.

Definition 2.1.4. Let (X,A) be a measurable space. A map T : X → X is
measurable if T−1(A) ∈ A for all A ∈ A. If X is a subset of R, T is also called
a measurable function.

It is often necessary to show that some map T is measurable. This definition
suggests we should check the pre-image of all elements of the σ-algebra (and
there can be a lot), but there is a way to make life easier, formulated in the
lemma below. It will prevent us from having to check all measurable sets.

Lemma 2.1.5. Let (X,A) be a measurable space and let G be a generator of
A. Then T : X → X is measurable if and only if T−1(G) ∈ A for all G ∈ G.

Proof. We have to show that T−1(A) ∈ A for all A ∈ A if and only if T−1(G) ∈
A for all G ∈ G. Because G ⊆ A it is clear that the first implies the second.
Now let T−1(G) ∈ A for all G ∈ G, and let C = {B ∈ X : T−1(B) ∈ A}. We
show that C is a σ-algebra. T−1(X) = X ∈ A, so X ∈ C. If B ∈ C, then
T−1(Bc) = (T−1(B))c ∈ A, so Bc ∈ C. Finally, if (Bi)i∈N ⊆ C are pairwise
disjoint, T−1(

⋃
i∈N

Bi) =
⋃
i∈N

T−1(Bi) ∈ A, so
⋃
i∈N

Bi ∈ C, and C is a σ-algebra.

If σ(D) denotes the σ-algebra generated by D, since G ⊆ C we have σ(G) ⊆ σ(C).
Therefore A = σ(G) ⊆ σ(C) = C, so A ⊆ C. It follows from the definition of C
that T−1(A) ∈ A for all A ∈ A, and we have completed the proof.

Apparently it suffices to check the elements of a generator of the σ-algebra
to show that a map T is measurable. So with X = [0, 1) and A = B([0, 1)) (the
Borel σ-algebra restricted on [0,1)) we will only have to show that T−1((a, b)) ∈
B([0, 1)) for all intervals (a, b).

2.2 Integrals

Measure theory can be used to define a new way of integrating a function, and
we will use this way of integrating in the following sections. Below we will give
a brief description of the corresponding definition.

Recall that the indicator function 1A(x) equals 1 if x ∈ A and 0 otherwise.
We first introduce a class of functions called simple functions.

Definition 2.2.1. Let (X,A, µ) be a measure space and let A1, ..., An be mea-
surable and pairwise disjoint subsets of X. A simple function is a function of

the form
n∑
i=1

ai1Ai(x), where a1, .., an are positive constants in R.

So simple functions are constant on each Ai. A nice property of them is that
each measurable function can be written as a limit of simple functions. For a
proof of this property we refer to [8], theorem 8.8. The idea is now to define
integrals for simple functions, and use the property to generalize the definition
of integrals to arbitrary measurable functions.
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Definition 2.2.2. Let (X,A, µ) be a measure space and let f be a measurable

function. If f is a simple function
n∑
i=1

ai1Ai(x), then
∫
X

f(x)dµ =
n∑
i=1

aiµ(Ai). If

f is not simple, we define∫
X

f(x)dµ = sup{
∫
X

g(x)dµ : g(x) simple and g(x) ≤ f(x) for all x ∈ X}.

We say that f is integrable with respect to µ if
∫
X

f(x)dµ is finite.

We have now discussed everything we need from measure theory to analyze
number expansions.
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3 Various number expansions

We will now see some well and less known number expansions, introducing some
notation along the way. In order to work with the notation, we will define a map
which is different for each number expansion. In the remainder of this section,
those maps will be analyzed as good as possible.
Since we are not interested in the integer part of a number, we can restrict our
study to the interval [0, 1).

Notation. An expansion of a number in the interval [0, 1) can be represented
by a finite or countable sequence (a1, a2, ...), where each ai is a non-negative
integer. The ai are called the elements or digits of a certain expansion.

Examples of such expansions will be given below.

3.1 n-ary expansions

The most common number expansion for day-to-day use is the 10-ary expan-
sion, known as the decimal expansion. We write 0.a1a2a3... for a number in
[0, 1), with ai ∈ {0, 1, ..., 9} for each i ∈ N. In our general notation, the decimal
expansion of this number is represented by the sequence (a1, a2, a3, ...). For ex-
ample, it should be clear that 1

3 = 0.333... gives (3, 3, 3, ...) as representation of
its decimal expansion.
More generally, an n-ary expansion also looks like 0.a1a2a3..., but now the pos-
sible elements are 0, 1, ..., n− 1. Consider the 2-ary or binary expansion. Here,
a1 = 0 if the number lies in [0, 1

2 ), and a1 = 1 if it lies in [ 1
2 , 1). So the first

element of the binary expansion of 1
3 is 0. For the second element, we look at

the remaining interval [0, 1
2 ). Note that 1

3 now lies in the second half of the
interval, and we have a2 = 1. Continuing like this, we obtain 1

3 = 0.01010101...
(represented by (0, 1, 0, 1, 0, 1, 0, 1, ...)) in the binary expansion.
The only reason why the binary expansion of 1

3 was more difficult to find than
the decimal expansion, is that most people are less used to the binary expansion.
So given a real number x somewhere in the interval [0, 1) and a natural number
n, how do we find the n-ary expansion of x? The answer is similar to how we
obtained the binary expansion of 1

3 .

Consider the partition {[ in ,
i+1
n ) : i ∈ {0, ..., n − 1}} of [0, 1), getting n inter-

vals of equal length. Note that the first element of the n-ary expansion of x is
i if (and only if) x ∈ [ in ,

i+1
n ). For the second element, divide [ in ,

i+1
n ) again

into n pieces of equal length: {[ in + j
n2 ,

i
n + j+1

n2 ) : j ∈ {0, ..., n − 1}}. Now if

x ∈ [ in + j
n2 ,

i
n + j+1

n2 ), then a1 = i and a2 = j. Of course, we can go on with
this process to obtain a3, a4, ....

It is time to introduce the concept of the expansion map. This map T sends
each ai to ai+1 in a given expansion. Although it might not seem useful now,
the map will come in handy later on.

Definition 3.1.1. Let x ∈ [0, 1) and let (a1, a2, a3, ...) be the expansion of x
of a certain type. Then the expansion map is the function T : [0, 1) → [0, 1)
such that if (a1, a2, a3, ...) is the representation of x, then (a2, a3, ...) is the
representation of T (x).
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Let us state some examples for the case where T represents the decimal
map. We have T (0.37841) = 0.7841, T ( 1

3 ) = T (0.3333...) = 0.333... = 1
3 , but

T ( 1
2 ) = T (0.5000...) = 0.000... = 0. It might not be entirely clear how the

decimal map looks like. However, the structure of the map becomes quite clear
in Figure 3.1. In fact, it turns out that the decimal map is just the function
T (x) = 10x mod 1. It is not hard to see that the general n-ary expansion map
Tn is given by

Tn(x) = nx mod 1.

Another concept that will be important later on is that of invariant measure.

Figure 3.1: The decimal expansion map T10

Definition 3.1.2. Let T : [0, 1) → [0, 1) be a measurable map, and let µ be
a measure on [0, 1). Then we say µ is invariant, or equivalently, T is measure
preserving, if µ(T−1(A)) = µ(A) for every A ∈ B([0, 1)).

This means that T should not influence the measure of any measurable set.
Unfortunately, as we have seen before, the number of measurable sets is big.
We will therefor show that checking just a generator of B([0, 1)) is enough.

Lemma 3.1.3. Suppose T : [0, 1)→ [0, 1) is a surjective measurable map, and
µ is a measure on [0, 1). Let G ⊆ B([0, 1)) be the collection of all open intervals
of [0, 1). Then µ is invariant if and only if µ(T−1(G)) = µ(G) for every G ∈ G.

Proof. Suppose B ∈ B([0, 1)). Our aim is to show that µ stays invariant when
taking complements and countable unions of µ-invariant sets.
Let G ∈ G, so µ(T−1(G)) = µ(G). Then, since T is surjective, µ(T−1(Gc)) =
µ(T−1(G)c) = µ([0, 1))−µ(T−1(G)) = µ([0, 1))−µ(G) = µ(Gc). Moreover, note
that any countable union of open intervals can be written as a countable union
of disjoint open intervals, by simply merging the overlapping intervals into one.

Now, if {Gi}i∈N ⊆ G we write
∞⋃
i=1

Gi =
∞⋃
i=1

G′i, where all G′i are disjoint, and we

have µ(T−1(
∞⋃
i=1

Gi)) = µ(T−1(
∞⋃
i=1

G′i)) = µ(
∞⋃
i=1

T−1(G′i)) =
∞∑
i=1

µ(T−1(G′i)) =

∞∑
i=1

µ(G′i) = µ(
∞⋃
i=1

G′i) = µ(
∞⋃
i=1

Gi).

So µ stays invariant under complements and countable unions. Because G is a
generator of B([0, 1)), B can be written as complements and countable unions of
sets in G. We conclude that µ(T−1(B)) = µ(B) for every B ∈ B([0, 1)), which
proves the result.
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Remark. In the proceeding lemma, we chose G to be the set of all open intervals
of [0, 1). However, the proof remains the same if we define G to be the set of all
left or right half open intervals.

Just like the measurability of a map, we only have to check the elements of
a (in this case particular) generator. This will be very helpful, for example in
the proof of the following theorem.

Theorem 3.1.4. The Lebesgue measure λ is invariant under the n-ary expan-
sion map Tn.

Proof. We have to show that Tn is measurable and, thanks to Lemma 3.1.3,
only that λ(T−1

n ((a, b))) = λ((a, b)) for all (a, b) ⊆ [0, 1).
Note that T−1

n ((a, b)) = ( an ,
b
n )∪ (a+1

n , b+1
n )∪ ...∪ (a+n−1

n , b+n−1
n ), and it follows

that T−1
n ((a, b)) ∈ B([0, 1)) because it is a union of intervals. We conclude that

Tn is measurable.
Since the union of intervals is disjoint, we find λ(T−1

n ((a, b))) = λ(( an ,
b
n )) +

λ((a+1
n , b+1

n )) + ... + λ((a+n−1
n , b+n−1

n )) = n · b−an = b − a = λ((a, b)), which
completes the proof.

3.2 GLS-expansions

With the n-ary expansion we divided [0,1) into n intervals of equal length. Then
we divided of the n new intervals again, into n2 intervals of length 1

n2 . We con-
tinued the proceeding, possibly infinitely many times, to obtain the expansion of
a given number. What would happen when the subintervals do not necessarily
have the same length, or when we divide into infinitely many subintervals? The
resulting number expansion is a Generalized Lüroth Series (GLS) expansion.
Below we will define this expansion step by step.
Consider a partition of [0, 1) of the form {[li, ri)}i∈N∪{0}, in which l0 = 0 and
ri = li+1 for all i ∈ N∪ {0}. This partition can be either finite or countable. In
the finite case with m subintervals, we have rm−1 = 1.

Example 3.1. Such a partition could be {[0, 1
3 ), [ 1

3 ,
1
2 ), [ 1

2 , 1)}. Also take a look
at the infinite partition {[ n

n+1 ,
n+1
n+2 )}n∈N∪{0}.

Now if x lies in the interval [li, ri), we define the first element of the expansion
of x to be i. To find the second element, we divide [li, ri) in exactly the same
way we divided [0, 1). So the j-th subinterval of [li, ri) will be [li + lj · (ri −
li), li + rj · (ri − li)).
Let us examine the the expansion map TG(x) for the GLS-expansion. Without
loss of generality, assume that a1 = i for the number x. So we must have
x ∈ [li, ri). If x = li+ri

2 is the middle of the interval, we would like a2 to be the
j such that 1

2 ∈ [lj , rj). In particular, we would like TG(x) to be 1
2 because TG

should send a1 to a2. As a consequence, TG must grow linearly from 0 to 1 on
each [li, ri). So we find

TG(x) =
1

ri − rj
x− li

ri − li
, x ∈ [li, ri).
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Figure 3.2: The GLS expansion map TG for the partition {[0, 1
3 ), [ 1

3 , 1)}.

See Figure 3.2 for an example of a GLS map.

We conclude the subsection with the invariant measure of the GLS expan-
sion.

Theorem 3.2.1. The Lebesgue measure λ is invariant under the GLS expansion
map TG.

Proof. The proof is similar to the one of Theorem 3.1.4. Note that T−1
G ((a, b)) =

(l0+ a
r0−l0 , l0+ b

r0−l0 )∪(l1+ a
r1−l1 , l1+ b

r1−l1 )∪... =
⋃

i∈N∪{0}
(li+

a
ri−li , li+

b
ri−li ) is

a countable union of intervals, so T−1
G ((a, b)) ∈ B([0, 1)) and TG is measurable.

Furthermore, it follows from the fact that the intervals from the union are
disjoint that λ(T−1

G ((a, b))) =
∑

i∈N∪{0}
λ((li + a

ri−li , li + b
ri−li )) =

∑
i∈N∪{0}

b−a
ri−li =

(b− a) ·
∑

i∈N∪{0}

1
ri−li = b− a = λ((a, b)).

3.3 β-expansions

In the n-ary expansion of Section 3.1 we made the assumption n was a natural
number. Although this assumption seems reasonable and nice to work with,
we ignored an interesting type of expansion: the β-expansion. Say β > 1 is a
real number and consider the β-expansion. Instead of 0, 1, ..., n− 1 the possible
elements become 0, 1, ..., bβc, where bβc is the largest integer smaller than or
equal to β.
Similarly to the n-ary expansion, we would like an interval partition of [0, 1)
to consist of subintervals with length 1

β . But if β is not an integer we can

obviously not have β subintervals. Instead, we take bβc subintervals of length
1
β , which leaves 1 − bβc · 1

β = β−bβc
β for the last interval. Summarizing, we

obtain the partition {[0, 1
β ), [ 1

β ,
2
β ), ..., [ bβc−1

β , bβcβ ), [ bβcβ , 1)}. Note that the last
interval is smaller than the others. To see why this makes sense, take a look at
the following example.
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Example 3.2. Take x ∈ [0, 1) and β=9.5. The corresponding interval partition
is given by {[0, 1

9.5 ), [ 1
9.5 ,

2
9.5 ), ..., [ 8

9.5 ,
9

9.5 ), [ 9
9.5 , 1)}. For example, if x ∈ [ 8

9.5 ,
9

9.5 ),
x must be between 0.8 and 0.9 in β-expansion notation. On the other hand,
if x ∈ [ 9

9.5 , 1), x can only be between 0.9 and 0.95 (0.96 does not exist when
β = 9.5). So the last interval should indeed be smaller.

As we have just seen, the interval partition of the β-expansion is quite dif-
ferent from the n-ary expansion. Even so, their corresponding expansion maps
should satisfy the same properties, and thus the β-expansion map is defined by

Tβ(x) = βx mod 1.

From this map we can derive another interesting property of the β-expansion:

Figure 3.3: The β-expansion map Tβ for β =
√

7.

if ai = bβc for some element of the β-expansion of x, not all ”possible” elements
0, 1, ..., bβc could occur at ai+1. In Example 3.2 we already remarked upon the
fact that 0.96 does not exist in any β-expansion when β = 9.5. So the sequence
ai = 9, ai+1 = 6 is not tolerated. Another way to see this is by looking at the
β-expansion map, shown in Figure 3.3.
Note that with β =

√
7, the possible elements are 0, 1 and 2. Assume that the

first element of some number x is 2, or equivalently, b
√

7c√
7
≤ x < 1. By definition

of T√7, 0 ≤ T√7(x) <
√

7−b
√

7c. Since
√

7−b
√

7c < b
√

7c√
7

, the second element

of x, which is the first element of T√7(x), cannot be another 2.
Now we have defined the β-expansion map, we will focus on finding an invariant
measure. Lebesgue measure might be a straightforward thought, but this mea-
sure turns out not to be invariant under Tβ . Consider for example β = 1.5 and
the interval ( 1

2 , 1). We find λ(T−1
1.5 (( 1

2 , 1))) = λ(( 1
3 ,

2
3 )) = 1

3 6=
1
2 = λ(( 1

2 , 1)), so
indeed the Lebesgue measure is not invariant.
We will soon give an explicit formula for the invariant measure of the β-expansion,
but we need some notation and a lemma first. The proof of that lemma and the
one of the subsequent theorem originate from [6].
Let S(x) = {n ∈ N ∪ {0} : x < Tnβ (1)}, and define hβ(x) =

∑
n∈S(x)

1
βn .

Lemma 3.3.1 (Parry).
bβ−xc∑
m=0

hβ(x+m
β ) = β · hβ(x).

Proof. Let cn =

{
1 if x < Tnβ (1)

0 otherwise
and cn,m =

{
1 if x+m

β < Tnβ (1)

0 otherwise
.
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Then
bβ−xc∑
m=0

cn,m denotes the number of times in {0, 1, ..., bβ − xc} that x+m
β <

Tnβ (1). Note that this is just the number of linear pieces of the graph of Tβ such

that x+m
β < Tnβ (1). It follows that

bβ−xc∑
m=0

cn,m =

{
bβTnβ (1)c+ 1 if x < Tn+1

β (1)

bβTnβ (1)c otherwise
.

Note also that any y ∈ [0, 1) can be written as a sum of its expansion elements

as follows: y = a1
β + a2

β2 + a3
β3 + ... =

bβT 0
β (x)c
β1 +

bβT 1
β (x)c
β2 +

bβT 2
β (x)c
β3 + .... In

particular, and because Tβ(1) = β−bβc, we find that β−bβc =
bβT 0

β (β−bβc)c
β1 +

bβT 1
β (β−bβc)c
β2 +

bβT 2
β (β−bβc)c
β3 + ... =

bβT 1
β (1)c
β1 +

bβT 2
β (1)c
β2 +

bβT 3
β (1)c
β3 + .... Therefore,

β =
bβT 0

β (1)c
β0 +

bβT 1
β (1)c
β1 +

bβT 2
β (1)c
β2 +

bβT 3
β (1)c
β3 + ... =

∞∑
n=0

bβTnβ (1)c
βn .

With this knowledge we can finally move to the desired result. We obtain

bβ−xc∑
m=0

hβ(
x+m

β
) =

bβ−xc∑
m=0

∞∑
n=0

cn,m
βn

=

∞∑
n=0

bβ−xc∑
m=0

cn,m
βn

=

∞∑
n=0

bβTnβ (1)c+ cn+1

βn
=

∞∑
n=0

bβTnβ (1)c
βn

+

∞∑
n=0

cn+1

βn

= β + β

∞∑
n=0

cn
βn
− βc0 = β + β

∑
n∈S(x)

1

βn
− β

= β · hβ(x).

In the last equation, the sums could be interchanged because the result is
finite.

Theorem 3.3.2 (Parry). Let ν(E) =
∫
E

hβ(x)dx. Ten ν is invariant under Tβ.

Proof. Let [a, b) ⊆ [0, 1) be an interval such that either a ≥ β−bβc and b ≥ β−

bβc, or a ≤ β − bβc and b ≤ β − bβc. Note that T−1
β ([a, b)) =

bβ−bc⋃
k=0

[a+m
β , b+mβ ).

We show that ν([a, b)) = ν(T−1
β ([a, b))).

Using Lemma 3.3.1, we write ν([a, b)) =
b∫
a

hβ(x)dx =
b∫
a

1
β

bβ−xc∑
k=0

hβ(x+k
β )dx =

1
β

bβ−xc∑
k=0

b∫
a

hβ(x+k
β )dx. For the substitution y = x+k

β we have dx
dy = β and x ∈

11



[a, b) if and only if y ∈ [a+k
β , b+kβ ). Thus,

ν((a, b)) =
1

β

bβ−xc∑
k=0

b+k
β∫

a+k
β

βhβ(y)dy =

∫
bβ−bc⋃
k=0

[ a+kβ , b+kβ )

hβ(y)dy

=

∫
T−1
β ([a,b))

hβ(y)dy = ν(T−1
β ([a, b))).

If [c, d) ⊆ [0, 1) is an interval not satisfying our condition, note that [c, d) =
[c, β − bβc) ∪ [β − bβc, d). This means our set of intervals [a, b) generates all
intervals [c, d), so it also generates B([0, 1)). We conclude that Tβ is measurable
and ν is an invariant measure for Tβ .

Remark. Unlike the invariant measures of the other expansions, ν is not (yet)

a probability measure. Equivalently, ν([0, 1)) =
1∫
0

hβ(x)dx is not necessarily 1.

In order to correct this we define

ν∗(E) =

∫
E

hβ(x)dx

1∫
0

hβ(x)dx

.

Please note that ν∗ is still invariant under Tβ . In the future we will only be
interested in the probability measure ν∗, so from now on denote ν := ν∗.

3.4 Continued fractions expansions

Sometimes the best way to write down a number is by a continued fractions
expansion. We will see why in Example 3.3. Continued fractions form the last
type of expansion we will review.
The idea is as follows: let x ∈ (0, 1). Since x < 1, we have 1

x > 1. We continue
by writing 1

x = a1 + r1, where a1 ∈ N is the integer part of 1
x and r1 ∈ [0, 1). If

r1 6= 0, repeating this trick for r1 yields 1
r1

= a2 + r2, once again with a2 ∈ N
and r2 ∈ [0, 1). We go on like this, which gives rise to the equation

x =
1
1
x

=
1

a1 + r1
=

1

a1 +
1
1
r1

=
1

a1 +
1

a2 + r2

= ... =
1

a1 +
1

a2 +
1

a3 +
.. .

.

The continued fractions expansion of x then looks like (a1, a2, a3, ...), and is
finite if and only if ri = 0 for some i. Note that the possible elements of the
expansion are formed by N.

12



Example 3.3. Consider
√

2− 1. Although the n-ary expansion of this number
is unpredictable (for any n), its continued fraction is surprisingly elegant. From
the identity 1√

2−1
=
√

2 + 1 = 2 +
√

2 − 1, it follows that
√

2 − 1 = 1
2+ 1

2+...

=

(2, 2, 2, ...).

Denote the continued fractions expansion map by Tc, and let 1
a1+ 1

a2+ 1
a3+...

be the continued fraction of x. Because Tc(a1, a2, a3, ...) = (a2, a3, ...), we must

have Tc(x) = 1
a2+ 1

a3+...

. So x =
1

a1 + Tc(x)
, and we get Tc(x) = 1

x − a1, or

Tc(x) =
1

x
− b 1

x
c.

Figure 3.4 shows how this map is different from the others. The interval

Figure 3.4: The continued fractions expansion map Tc.

partition has an infinite amount of intervals, which makes sense because there
are N possible elements. Besides that, Tc is non-linearly decreasing (from 1 to
0) on each of the intervals.
Given that the map Tc is so different, will it also have a different invariant
measure? The answer is yes.

Theorem 3.4.1. Let µ be the measure defined by µ(A) = 1
ln(2)

∫
A

1
1+xdx. Then

µ is invariant under the continued fractions map Tc.

Proof. Let (a, b) ⊂ [0, 1) be any interval. First of all, note that T−1
c ((a, b)) =

∞⋃
n=1

( 1
b+n ,

1
a+n ) is a countable union of intervals, so Tc is measurable. We show

that µ(T−1
c ((a, b))) = µ((a, b)).

Because the intervals of the union are disjoint, we find µ(T−1
c ((a, b))) =

∞∑
n=1

µ(( 1
b+n ,

1
a+n )) =

∞∑
n=1

1
ln(2)

1
a+n∫
1

b+n

1
1+xdx = 1

ln(2)

∞∑
n=1

ln(1+ 1
a+n )−ln(1+ 1

b+n ) = 1
ln(2) (

∞∑
n=1

ln(a+n+1
a+n )−

∞∑
n=1

ln( b+n+1
b+n )) = 1

ln(2) (ln(
∞∏
n=1

a+n+1
a+n )− ln(

∞∏
n=1

b+n+1
b+n )) = 1

ln(2) (ln(b+1)− ln(a+

1)) = 1
ln(2)

b∫
a

1
1+xdx = µ((a, b)), which proves the theorem.
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4 Ergodic theory and dynamical systems

We have seen a few types of expansions, and the most important measure theory
when it comes to analyzing them. Building on this measure theory, we move to
a slightly more specific view of the expansions by looking at dynamical systems,
in particular ergodic systems. The goal of this section is to discuss the Ergodic
Theorem and its consequences, but first we need cover the notion of ergodicity
and dynamical systems.

Definition 4.0.1. A dynamical system is the sequence (X, A, µ, T ), where:

• (X, A, µ) is a probability space

• T : X → X is a surjective map

• µ is invariant under T

Example 4.1. Check that for T (x) = 1 − x, ((0, 1), B((0, 1)), λ, T ) is a dy-
namical system. To see that λ is invariant under T , note that λ(T−1(a, b)) =
λ((1 − b, 1 − a)) = (1 − a) − (1 − b) = b − a = λ((a, b)) is enough because of
Lemma 3.1.3.

For each one of our expansions, note that ([0, 1), B([0, 1)), µ, T ) is also a
dynamical system. Here T should be the corresponding expansion map and µ
its invariant measure, both as discussed in the previous section.

4.1 Ergodicity

Ergodicity is the last property of an expansion we need in order to make some
interesting statements about it.

Definition 4.1.1. Let (X, A, µ, T ) be a dynamical system. Then T is called
ergodic if for each A = A′ ∪ N (A′ ∈ A and N a subset of some null set)
with T−1(A) = A, we have µ(A) = 0 or µ(A) = 1. In that case, we refer to
(X, A, µ, T ) as an ergodic system.

In other words, if T is ergodic, the only sets A for which T−1(A) = A are
null sets or complements of null sets.

Example 4.2. Although the system in Example 4.1 is dynamical, it is not
ergodic. For example, λ(( 1

4 ,
3
4 )) = 1

2 while T−1(( 1
4 ,

3
4 )) = (1− 3

4 , 1−
1
4 ) = ( 1

4 ,
3
4 ).

We will try to prove that our expansion maps are in fact ergodic. However,
the definition of ergodicity forces us once again to check too many sets, namely
every set A′ ∪N with A′ ∈ B([0, 1)) and N ⊆M for some null set M . A lemma
will be stated to prevent that.

Lemma 4.1.2 (Knopp). Let B = B′ ∪ N (B′ ∈ B([0, 1)) and N a subset of
some null set), and let C be a collection of subintervals of [0, 1) with the following
properties:

1. Every open subinterval of [0, 1) is a union of at most countable disjoint
elements from C.
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2. For all A ∈ C, we have λ(A ∩B) ≥ γλ(A), with γ > 0 independent of A.

Then λ(B) = 1.

In the proof we will make use of the measure theoretical theorem below.

Theorem 4.1.3. Let E be the collection of all finite disjoint unions of subin-
tervals of [0, 1). Then for every B ∈ B([0, 1)) and every ε > 0 there exists an
E ∈ E such that λ(B M E) < ε. (Recall that B M E = (B ∩ E) ∪ (Bc ∩ Ec).)

We will not prove this theorem here. The interested reader is referred to [5],
p. 84.

Proof of Lemma 4.1.2. Assume the contrary: λ(B) < 1, or λ(Bc) > 0. This is
equivalent to λ(B′c) > 0 because λ(N) = 0.
Let ε > 0. Now because of Theorem 4.1.3 there exists an Eε which is a finite
disjoint union of open intervals, such that λ(B′c M Eε) < ε. Note that each of
the disjoint intervals of Eε can be written as an at most countable disjoint union
of elements of C. So Eε =

⋃
i

Ci where the Ci are pairwise disjoint elements of

C. It follows that λ(B′∩Eε) = λ(B′∩
⋃
i

Ci) = λ(
⋃
i

(B′∩Ci)) =
∑
i

λ(B′∩Ci) ≥∑
i

γλ(Ci) = γλ(
⋃
i

Ci) = γλ(Eε).

We use the last equation to write λ(B′c M Eε) ≥ λ(B′ ∩ Eε) ≥ γλ(Eε) ≥
γλ(B′c∩Eε) = γλ(B′c \ (B′c M Eε)) ≥ γ(λ(B′c)−λ(B′c M Eε)) > γ(λ(B′c)− ε).
From this we obtain γ(λ(B′c) − ε) < λ(B′c M Eε) < ε, and so λ(B′c) < ε+γε

γ .

Since this holds for all ε > 0, we must have λ(B′c) = 0, a contradiction.

Remark. In the proof, we implicitly assumed that λ(B) and λ(N) were defined,
while it is not always true that B and N are in B([0, 1)). However, we can define
the completion of B([0, 1)) by {B′∪N : B′ ∈ B([0, 1)), N ⊆M with λ(M) = 0}.
On this completion, we define a measure λ∗ given by λ∗(B′ ∪ N) = λ(B′). In
the probability space we just created, note that we can now measure B and N .

With Knopp’s Lemma as our tool, we now prove the ergodicity of the men-
tioned expansions.

Notation. We would like a short notation for the interval {x ∈ [0, 1) : a1 =
i1, a2 = i2, ..., an = in}. Denote this set by ∆(i1, i2, .., in), a so-called cylinder
set of rank n. We write ∆n(x) = ∆(i1, i2, .., in) if x ∈ ∆(i1, i2, .., in).

Theorem 4.1.4. The GLS-map TG is ergodic.

Proof. Let B ∈ B([0, 1)) with T−1
G (B) = B and λ(B) > 0, and let E be the

collection of all cylinder sets from the GLS-expansion. We see that the first
condition of Knopp’s Lemma has already been fulfilled.
Now note that the slope of TG is constant on any cylinder set. So if A1, A2 ⊆
E ∈ E , then λ(A1)

λ(A2) = λ(TG(A1))
λ(TG(A2)) . Note also that

TnG(∆(i1, i2, .., in)) = Tn−1
G (∆(i2, i3, .., in)) = ... = TG(∆(in)) = [0, 1)

results in λ(TnG(E)) = 1 for any cylinder set E of rank n.
Consequently, if E is a cylinder set of rank n, we obtain

λ(E ∩B)

λ(E)
=
λ(E ∩ T−nG (B))

λ(E)
=
λ(TnG(E) ∩B)

λ(TnG(E))
=
λ([0, 1) ∩B)

λ([0, 1))
= λ(B).
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It follows that λ(E ∩B) = λ(E)λ(B), which means the second condition holds
for γ = λ(B). Therefore we achieve λ(B) = 1, and TG must be ergodic.

Keep in mind that every n-ary expansion is just a special case of a GLS-
expansion. Thus ergodicity, and any other property we prove for the GLS-
expansion later on, also holds for the n-ary expansion.

We proceed with the ergodicity of the β-expansion map. Note that the first
part of the proof will be constructed as in [9].

Theorem 4.1.5. The β-expansion map Tβ is ergodic.

Proof. Let B ∈ B([0, 1)) with T−1
β (B) = B and λ(B) > 0, and let E be the set

of all full intervals. A full interval of rank n is a cylinder set ∆(i1, i2, ..., in)
for which λ(Tnβ (∆(i1, i2, ..., in))) = 1. Since Tβ has slope β, we have that
λ(Tβ(∆(i1, i2, ..., in))) = βλ(∆(i1, i2, ..., in)). It follows that

λ(Tnβ (∆(i1, i2, ..., in))) = βnλ(∆(i1, i2, ..., in)) = 1,

and we get that λ(∆(i1, i2, ..., in)) = β−n for any full interval.
We first try to cover [0, 1) up to a set of (Lebesgue) measure zero with disjoint
full intervals of rank n. Let ε

3 > 0 and n ≥ 1 be given. Begin with filling
[0,1) with all full intervals of rank n. Now fill the remainder of [0, 1) as far as
possible with full intervals of rank n + 1. Repeat this trick up to n + k. Note
that the proportion of non-full intervals versus full intervals of rank n + i is

always 1 − bβcβ < 1
2 . So we have covered [0, 1) up to a set of measure smaller

than ( 1
2 )k < ε

3 if k is large enough.
Now we also covered each open subinterval I, as long as we remove those full
intervals that contain the endpoints of I. For n large enough, these intervals
have measure smaller than β−n < ε

3 . It follows we have covered I with disjoint
full intervals up to a set of measure ε.
In order to satisfy the first condition of Knopp’s Lemma, let Dm be the cover

of I we created for ε = 1
m . Then I =

∞⋃
m=1

Dm is a countable disjoint union of

full intervals.
We proceed in the manner of the proof of Theorem 4.1.4. If E is a full interval

of rank n, we obtain λ(E∩B)
λ(E) =

λ(E∩T−nβ (B))

λ(E) =
λ(Tnβ (E)∩B)

λ(Tnβ (E)) = λ([0,1)∩B)
λ([0,1)) = λ(B).

It follows that λ(E ∩ B) = λ(E)λ(B), which means the second condition from
Knopp’s Lemma holds for γ = λ(B). Therefore we achieve λ(B) = 1, and Tβ
must be ergodic.

Remark. It might seem odd that we use Lebesgue measure in the proof, while
we have seen it is not invariant under Tβ . The proof is however justified, as the
invariant measure ν is of the form ν(A) =

∫
A

g(x)dx, where g(x) is positive and

bounded. Note that such measures have precisely the same null sets as λ, and
that is enough for showing ergodicity. Any measure with the named property
is said to be equivalent to the Lebesgue measure.

Theorem 4.1.6. The continued fractions map Tc is ergodic.
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Proof. Let B ∈ B([0, 1)) with T−1
c (B) = B and µ(B) = 1

ln(2)

∫
B

1
1+xdx > 0,

and let E be the set of all cylinders. Note that every rational number can be
represented by a finite continued fractions expansion. Therefore, every rational
number is a left endpoint of some cylinder, and the first condition of Knopp’s
Lemma is satisfied. Before we continue, we list some minor results that can
be verified with number theory. Denote pn

qn
for the number represented by the

finite expansion (a1, a2, ..., an). Then:

1. pn−1qn − pnqn−1 = (−1)n

2. The cylinder ∆(a1, a2, ..., an) has endpoints pn
qn

and pn+pn−1

qn+qn−1

3. If the first n elements of the expansion of x are a1, a2, ..., an, then x =
pn+Tnc (x)pn−1

qn+Tnc (x)qn−1

We now concentrate ourselves to the measure theoretic part of the proof. Let
∆n = ∆(a1, a2, ..., an) be a cylinder of rank n, and let [a, b) be any interval.
Note that if Tnc (x) = a, then x = pn+apn−1

qn+aqn−1
, and we have the same with b. It

follows that T−1
c ([a, b)) ∩ ∆n has endpoints pn+apn−1

qn+aqn−1
and pn+bpn−1

qn+bqn−1
. Since it

depends on n which fraction is larger, we take the absolute value to calculate
the Lebesgue measure:

λ(T−1
c ([a, b)) ∩∆n) =

∣∣∣∣pn + apn−1

qn + aqn−1
− pn + bpn−1

qn + bqn−1

∣∣∣∣
=

∣∣∣∣ (pn + apn−1)(qn + bqn−1)− (pn + bpn−1)(qn + aqn−1)

(qn + aqn−1)(qn + bqn−1)

∣∣∣∣
=

∣∣∣∣ (a− b)(pn−1qn − pnqn−1)

(qn + aqn−1)(qn + bqn−1)

∣∣∣∣
= (b− a) · qn(qn−1 + qn)

qn(qn−1 + qn)
· 1

(qn + aqn−1)(qn + bqn−1)

= λ([a, b)) · λ(∆n) · qn(qn−1 + qn)

(qn + aqn−1)(qn + bqn−1)
.

It is easy to check that qk+1 > qk for all k ∈ N. As a result, 1
2 < qn

qn−1+qn
<

qn(qn−1+qn)
(qn+aqn−1)(qn+bqn−1) <

qn(qn−1+qn)
q2n

< 2. From this we obtain 1
2λ([a, b))λ(∆n) <

λ(T−nc ([a, b)) ∩ ∆n) < 2λ([a, b))λ(∆n) for all intervals [a, b). Those intervals
generate B([0, 1)), so actually

1

2
λ(A)λ(∆n) ≤ λ(T−nc (A) ∩∆n) ≤ 2λ(A)λ(∆n)

for all A ∈ B([0, 1)). Moreover, note that

1

2 ln(2)
λ(A) ≤ µ(A) ≤ 1

ln(2)
λ(A)

because 1
2 ≤

1
1+x ≤ 1 when x ∈ [0, 1).
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With these two inequalities, we write

µ(T−nc (A) ∩∆n) ≥ 1

2 ln(2)
λ(T−nc (A) ∩∆n)

≥ 1

4 ln(2)
λ(A)λ(∆n)

=
ln(2)

4

1

ln(2)
λ(A)

1

ln(2)
λ(∆n)

≥ ln(2)

4
µ(A)µ(∆n).

TakingA = B, we finally obtain µ(B∩∆n) = µ(T−nc (B)∩∆n) ≥ ln(2)
4 µ(B)µ(∆n),

the second condition of Knopp’s Lemma with γ = ln(2)
4 µ(B). We conclude that

Tc is ergodic.

The ergodicity of the expansions will prove useful in the following subsec-
tion, where we will study the general behaviour of expansion elements.

4.2 Expansion element frequency

We are almost ready to state the Ergodic Theorem, the most important theorem
in the thesis because of its many consequences. But first let us discuss the notion
of normal numbers.

Definition 4.2.1. Let x ∈ [0, 1) be a number with GLS-expansion (a1, a2, ...),
and letD be the set of all possible digits. Then x is normal if for any block of dig-
its b1, b2, ..., bm, one has lim

n→∞
1
n#{i ∈ {1, ..., n} : ai = b1, ai+1 = b2, ..., ai+m−1 =

bm} = (rb1 − lb1) · (rb2 − lb2) · ... · (rbm − lbm).

So the frequency of every block has to be proportional to the interval length
corresponding to that block. If we only allow blocks of a single digit, we can
use the Strong Law of Large Numbers (SLLN) to derive an interesting property
of the GLS-expansion. Recall that the SLLN is defined as follows.

Theorem 4.2.2 (Strong Law of Large Numbers). Let X1, X2, ... be i.i.d ran-

dom variables such that E(X1) <∞ Then, almost everywhere, lim
n→∞

1
n

n∑
i=1

Xi =

E(X1).

This theorem states that if we repeat the same random experiment often
enough, the average outcome will converge to the expected value. Now let

Xi(x) =

{
1 if ai(x) = j
0 otherwise

Note that the Xi are independent, identically dis-

tributed and that E(X1) < ∞. We find that for any j ∈ D, lim
n→∞

1
n#{i ∈

{1, ..., n} : ai = j} = lim
n→∞

1
n

n∑
i=1

Xi = E(X1) = 1 · λ(X1) + 0 · λ(Xc
1) = λ({x :

a1(x) = j}) = rj − lj for almost all x ∈ [0, 1).
We just proved that for almost all x, or with probability 1, the frequency of
any expansion element j is equal to its interval length rj − lj . If it is not clear
yet why this is interesting, note that this implies that if we pick a ”random”

18



number in [0, 1), with probability 1 the numbers 0, 1, ..., 9 will appear equally
often in the decimal expansion. The word ”random” is put in quotation marks
because it is hard to create such a random number.
Unfortunately, we cannot prove this property for blocks of multiple digits. Con-
sider for example the blocks (1, 4) and (4, 8) in the decimal expansion. Note
that

λ(Xi(1, 4) ∩Xi+1(4, 8))

= λ({x : ai(x) = 1, ai+1(x) = 4} ∩ {x : ai+1(x) = 4, ai+2(x) = 8})
= λ({x : ai(x) = 1, ai+1(x) = 4, ai+2(x) = 8})

=
1

103
6= 1

104
=

1

102
· 1

102

= λ({x : ai(x) = 1, ai+1(x) = 4}) · λ({x : ai+1(x) = 4, ai+2(x) = 8})
= λ(Xi(1, 4)) · λ(Xi+1(4, 8)).

From this we conclude that the Xi are not independent anymore, and we can
not use the SLLN.
A better alternative can be found in the Ergodic Theorem.

Theorem 4.2.3 (Ergodic Theorem). Let (X, A, µ, T ) be a dynamical system,
and suppose f is an integrable function with respect to µ. Then

lim
n→∞

1

n

n∑
i=0

f ◦ T i(x) = f∗(x)

exists a.e. and
∫
X

fdµ =
∫
X

f∗dµ. If T is ergodic, we also have that f∗ =
∫
X

fdµ

is a constant a.e.

Remark. For our purposes we want that f = 1B =:

{
1 if x ∈ B
0 otherwise

for

some B ⊆ [0, 1). Together with the ergodicity of our expansions, the Ergodic
Theorem can be reformulated as

lim
n→∞

1

n

n∑
i=0

1B ◦ T i(x) = µ(B), or

lim
n→∞

1

n
#{i ∈ {0, ..., n} : T i(x) ∈ B} = µ(B).

To prove Theorem 4.2.3 we need help in the form of the following lemma.

Lemma 4.2.4. Suppose (X,A, µ) is a measure space and f : X → [0,∞) is an
integrable function. If

∫
X

fdµ = 0, then f = 0 a.e.

Proof. Let
∫
X

fdµ = 0.

First assume that f = 1A for some A ∈ A. Then µ(A) =
∫
X

1Adµ =
∫
X

fdµ = 0,

so A is a null set and f = 1A = 0 a.e.

Now assume f is a simple function
n∑
i=1

ci1Ai . We have that
∫
X

fdµ =
∫
X

n∑
i=1

ci1Aidµ =
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n∑
i=1

ci
∫
X

1Aidµ =
n∑
i=1

ciµ(Ai) = 0. Then ciµ(Ai) = 0 for all i, and it must be

that ci1Ai = 0 a.e. It immediately follows that f =
n∑
i=1

ci1Ai = 0 a.e.

Finally, let f be any measurable function. Note that
∫
X

fdµ = sup{
∫
X

φdµ :

φ simple and φ(x) ≤ f(x) for all x ∈ X} = 0 implies
∫
X

φdµ = 0 for all simple

functions φ ≤ f . Since we already proved this lemma for simple functions, φ = 0
a.e. holds. We derive from Theorem 8.8 of [8] that f = 0 a.e.

Proof of Theorem 4.2.3. Because it is all we need for now, we will prove only
the case f = 1B here. Define

f+(x) = lim sup
n→∞

1

n

n−1∑
i=0

1B ◦ T i(x)

and

f−(x) = lim inf
n→∞

1

n

n−1∑
i=0

1B ◦ T i(x).

Some properties of f+ and f− are:

• they exist, because
n−1∑
i=0

1B ◦T i(x) = #{i ∈ {0, ..., n−1} : T i(x) ∈ B} ≤ n.

• they are measurable since measurability is preserved under composition
and limits.

• 0 ≤ f−(x) ≤ f+(x) ≤ 1 for all x ∈ X.

• they are invariant under T .

For the fourth property, note that f+(T (x)) = lim sup
n→∞

1
n

n−1∑
i=0

1B ◦ T i+1(x) =

lim sup
n→∞

1
n

n∑
i=0

1B ◦ T i(x) − 1B

n = lim sup
n→∞

1
n

n−1∑
i=0

1B ◦ T i(x) − 0 = f+(x). The

same argument holds for f−(x).
The main goal now is to prove

∫
X

f+dµ ≤ µ(B).

Let ε > 0 be arbitrary. Define the partial sum Sn(x) =
n−1∑
i=0

1B ◦ T i(x) and

N(x) = min{n ≥ 1 : Sn(x) ≥ n(f+(x)− ε)}. Clearly this set is nonempty since
the inequality holds for large n. Therefore we can find an M > 0 such that
µ({x ∈ X : N(x) > M}) < ε.

Let B′ = B ∪ {x ∈ X : N(x) > M}, S′n(x) =
n−1∑
i=0

1B′ ◦ T i(x) and N ′(x) ={
N(x) if N(x) ≤M
1 if N(x) > M

. We distinguish two cases.

If N(x) > M , then x ∈ B′ and so

S′N ′(x)(x) = S′1(x) = 1B′ = 1 > f+(x)− ε = (f+(x)− ε)N ′(x).
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If on the other hand N(x) ≤M , then since B ⊆ B′ we have

S′N ′(x)(x) = S′N(x)(x)

=

N(x)−1∑
i=0

1B′ ◦ T i(x)

≥
N(x)−1∑
i=0

1B ◦ T i(x)

= SN(x)(x)

≥ N(x)(f+(x)− ε)
= N ′(x)(f+(x)− ε).

Thus, for all x ∈ X: S′N ′(x)(x) ≥ (f+(x)− ε)N ′(x).

We continue by defining the sequence n0(x) = 0, nk+1(x) = nk(x)+N ′(Tnk(x)(x)).
Also, let n > M be sufficiently large and denote l = max{k ≥ 1 : nk(x) ≤ n−1}.
Given that ni+1(x)−ni(x) = N ′(Tni(x)(x) ≤M for all i, S′m(y) ≥ m(f+(y)−ε)
for all y ∈ X and the fact that f+(x) is T -invariant, we can write:

S′n =

n−1∑
i=0

1B′ ◦ T i(x)

≥
nl(x)−1∑
i=0

1B′ ◦ T i(x)

=

l∑
i=0

ni+1(x)−1∑
j=ni(x)

1B′ ◦ T j(x)

=

l∑
i=0

ni+1(x)−ni(x)−1∑
k=0

1B′ ◦ T k(Tni(x)(x))

=

l∑
i=0

S′
N ′(Tni(x)(x))

(Tni(x)(x))

≥
l∑
i=0

N ′(Tni(x)(x))(f+(Tni(x))− ε)

=

l∑
i=0

(ni+1(x)− ni(x))(f+(x)− ε)

= nl(x)(f+(x)− ε)
= (nl+1(x) − (nl+1(x)− nl(x)))(f+(x)− ε)
≥ (n−M)(f+(x)− ε).

From here we obtain 1
n

∫
X

S′ndµ ≥ n−M
n

∫
X

f+ − εdµ = n−M
n (

∫
X

f+dµ−
∫
X

εdµ) =

n−M
n (

∫
X

f+dµ − ε), but we also have 1
n

∫
X

S′ndµ = 1
n

n−1∑
i=0

∫
X

1B′ ◦ T i(x)dµ =
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1
n

n−1∑
i=0

∫
X

{
1 if T i(x) ∈ B′
0 otherwise

dµ = 1
n

n−1∑
i=0

µ(T−n(B′)) = 1
n

n−1∑
i=0

µ(B′) = µ(B′).

If n → ∞, this yields
∫
X

f+dµ − ε ≤ µ(B′), and µ(B) ≥ µ(B′) − µ({x ∈ X :

N(x) > M}) ≥ µ(B′) − ε =
∫
X

f+dµ − 2ε. We may now conclude that indeed∫
X

f+dµ ≤ µ(B).

From here it is not hard to show µ(B) ≤
∫
X

f−dµ. Define g = 1Bc = 1−1B and

note that g+(x) = lim sup
n→∞

1
n

n−1∑
i=0

(1−1B)◦T i(x) = lim sup
n→∞

1
n (n−

n−1∑
i=0

1B◦T i(x)) =

lim sup
n→∞

1− 1
n

n−1∑
i=0

1B ◦T i(x) = 1− lim inf
n→∞

1
n

n−1∑
i=0

1B ◦T i(x) = 1− f−(x). We can

use this and the proof of the ”main goal” to check that µ(B) = 1 − µ(Bc) ≤
1−

∫
X

g+dµ =
∫
X

1− g+dµ =
∫
X

f−dµ.

So far we have proved that
∫
X

f+dµ ≤ µ(B) ≤
∫
X

f−dµ. However, f+ ≥ f− and

hence
∫
X

f+dµ ≥
∫
X

f−dµ. Then it must be that
∫
X

f+dµ =
∫
X

f−dµ = µ(B).

Writing
∫
X

f+ − f−dµ
∫
X

f+dµ −
∫
X

f−dµ = 0, we can use Lemma 4.2.4 to con-

clude f+ = f−. Denote f∗ = f+ = f− and we have completed the proof of the
first part of the theorem.
What is left is to show that it T is ergodic, then f∗ is constant almost ev-
erywhere. So suppose T is ergodic. Consider the collection of sets Ar =
{x ∈ X : f∗(x) > r} (r ∈ R). We already know f∗ is T -invariant, hence
T (Ar) = {x ∈ X : f∗(T−1(x)) > r} = {x ∈ X : f∗(x) > r} = Ar. Since T is
ergodic, µ(Ar) equals 0 or 1 for all r ∈ R. We conclude that f∗ is a constant
almost everywhere.

With the Ergodic Theorem we are able to prove what we could not with the
Strong Law of Large Numbers.

Corollary 4.2.5. Almost every x ∈ [0, 1) is normal.

Proof. Let x ∈ [0, 1) and let b1, b2, ..., bm be a block of digits. Define B = {y ∈
[0, 1) : a1(y) = b1, a2(y) = b2, ..., am(y) = bm}. Then lim

n→∞
1
n#{i ∈ {1, ..., n} :

ai(x) = b1, ai+1(x) = b2, ..., ai+m−1(x) = bm} = lim
n→∞

1
n#{i ∈ {1, ..., n} :

T i(x) ∈ B} = λ(B) = (rb1 − lb1) · (rb2 − lb2) · ... · (rbm − lbm)

Since non-normal numbers form a Lebesgue null set, this corollary might
give the impression it’s easy to construct a normal number. The opposite is
true though. No rational number, for example, can be normal with respect
to the n-ary expansion. To see this, note that the expansion of each rational
number is eventually periodic, meaning a certain block of digits repeats itself
after a while: (a1, ..., ak, b1, ..., bm, b1, ..., bm, b1, ......). Then consider the block
b1, b2, ..., bm, bm+1, where bm+1 6= b1. This block never occurs in the periodic
part of the expansion, so its frequency is 0. On the other hand, in the expansion
of a normal number this block should have frequency 1

nm+1 .
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Example 4.3. We can construct a normal number for the n-ary expansion by
listing every block of 1 digit followed by every block of 2 digits, etc. For the
decimal expansion, this results in the number

0.012345678910111213...979899100101102....

Little is known about which numbers are normal. In fact, no one has even
been able to prove whether

√
2 is a normal number. This fact makes Corollary

4.2.5 even more remarkable than it already seemed. It shows how powerful er-
godic theory is.
Let us continue with a suitable example of the β-expansion. We would like a
1 < β < 2 such that the block 1, 1 can only just not occur. So given that the par-

tition is {[0, bβcβ ), [ bβcβ , 1)}, we want that Tβ(1) = bβc
β . Now since bβc = 1 and

by definition of Tβ , we find β− 1 = 1
β . It follows that β satisfies β2−β− 1 = 0,

and we conclude that β is the golden mean 1+
√

5
2 . In order to use the Ergodic

Theorem, we have to calculate the invariant measure for β = 1+
√

5
2 explicitly.

It is clear why we chose β like this when we calculate T 0
β (1) = 1, T 1

β (1) = 1− β

and Tnβ (1) = 0 for all n ≥ 2. Now hβ(x) =
∑
S(x)

1
βn =

{
1 + 1

β if 0 < x < β − 1

1 if β − 1 ≤ x < 1
,

and
1∫
0

hβ(x)dx =
1∫
0

∑
S(x)

1
βn dx =

β−1∫
0

1 + 1
β dx+

1∫
β−1

1 dx = 5−
√

5
2 . We finally ob-

tain ν(E) =

∫
E

hβ(x)dx

1∫
0

hβ(x)dx

=


∫
E

5+3
√

5
10 if 0 < x < β − 1∫

E

5+
√

5
10 if β − 1 ≤ x < 1

. From here it is easy

to find the frequency of any block with the Ergodic Theorem.

Example 4.4. We calculate the frequency of the block 0,1 with β = 1+
√

5
2 .

Note first that {x ∈ [0, 1) : a1(x) = 0, a2(x) = 1} = [ 1
β2 ,

1
β ). The Ergodic

Theorem implies that lim
n→∞

1
n#{i ∈ {1, ..., n} : ai(x) = 0, ai+1(x) = 1} =

lim
n→∞

1
n

n−1∑
i=0

1[ 1
β2
, 1β )(T

i
β(x)) = ν([ 1

β2 ,
1
β )) =

1
β∫
1
β2

5+3
√

5
10 dx = 5−

√
5

10 ≈ 0.276.

We conclude this section with a theorem about frequency of single digits in
the continued fractions expansion.

Theorem 4.2.6. Let a ∈ N. Then for almost all x ∈ [0, 1) with continued
fractions expansion (a1, a2, ...):

lim
n→∞

1

n
#{i ∈ {1, ..., n} : ai(x) = a} =

1

ln(2)
ln(1 +

1

a(a+ 2)
).

Proof. The equality is a relatively simple consequence of the Ergodic Theo-
rem. Note that {x ∈ [0, 1) : a1(x) = a} = ( 1

a+1 ,
1
a ]. We now have lim

n→∞
1
n#{i ∈

{1, ..., n} : ai(x) = a} = lim
n→∞

1
n

n−1∑
i=0

1( 1
a+1 ,

1
a ](T

i
c(x)) = µ(( 1

a+1 ,
1
a ]) = 1

ln(2)

1
a∫
1
a+1

1
1+xdx =

1
ln(2) (ln(1+ 1

a )−ln(1+ 1
a+1 )) = 1

ln(2) ln(
1+ 1

a

1+ 1
a+1

) = 1
ln(2) ln(

a+1
a
a+2
a+1

) = 1
ln(2) ln( (a+1)2

a(a+2) ) =

1
ln(2) ln(a(a+2)+1

a(a+2) ) = 1
ln(2) ln(1 + 1

a(a+2) ).
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5 Entropy

Entropy measures the randomness of a dynamical system. It gives an indica-
tion of how predictable a particular probability space (X,A, µ) is when applying
some map T . From our point of view entropy gives information about the pre-
dictability of digits in expansions.
In this section we slowly develop the definition of entropy, find a way to calcu-
late entropy of our expansions and discuss some consequences.

5.1 Definition of entropy

Consider the probability space (X,A, µ) and a set A ⊆ X with positive measure.
Let δ(A) denote the randomness of the event A. If µ(A) = 1 we would like
δ(A) = 0, since there is no randomness in an event that has probability 1 of
occuring. If on the other hand µ(A) is small, it is hard to predict event A and
so δ(A) should be large. Apart from this, there is another property we would
like δ to have. It feels natural to desire that if A and B are independent events,
then δ(A ∩B) = δ(A) + δ(B).
Summarizing, δ(A) should be nonnegative, decreasing when the measure of A
increases, and δ(A ∩B) should be equal to δ(A) + δ(B) whenever A and B are
independent. Note that the following definition provides those properties.

Definition 5.1.1. Let (X,A, µ) be a probability space and A ⊆ X be a set
of positive measure. The randomness of the event A is defined by δ(A) =
− ln(µ(A)).

We now move on from randomness of a single set to randomness of a partition
(up to null sets).

Definition 5.1.2. Consider the same probability space as before and a finite
collection of pairwise disjoint events α = {A1, A2, ..., An} of positive measure

such that µ(
n⋃
i=1

Ai) = 1. That is, almost every x ∈ X is an element of some

Ai. Then the randomness of the partition α is H(α) =
n∑
i=1

µ(Ai) · δ(Ai) =

−
n∑
i=1

µ(Ai) · ln(µ(Ai)).

This definition makes just as much sense as the previous one. If α con-
sists of just 1 element A, then µ(A) = 1 and H(α) = 0. Note that in that
case there is indeed no randomness. However, H(α) should be maximal when
all events have equal probability: Ai = 1

n for every i. The way to check
this is by finding H(α) = ln(n) for the described partition. For an arbi-
trary partition {A1, A2, ..., An} we obtain with help of the Jensen’s inequal-

ity: H({A1, A2, ..., An}) = n · 1
n · −

n∑
i=1

µ(Ai) · ln(µ(Ai)) ≤ n · − 1
n

n∑
i=1

µ(Ai) ·

ln( 1
n

n∑
i=1

µ(Ai)) = −n · 1
n · ln( 1

n ) = ln(n). We have just shown H(α) is maximal

when the events have equal probability.

We are now ready to give the full definition of entropy.
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Notation. For a partition α = {A1, ..., An} we denote T−i(α) = {T−i(A1), ..., T−i(An)}

and
n−1∨
i=0

T−i(α) = {Ak0 ∩ ...∩Akn−1
: Akj ∈ T−j(α)}. Note that both are parti-

tions and that the last one becomes finer (i.e. has more elements) when n gets
larger.

Definition 5.1.3. Let α be a finite partition up to null sets and T be measure
preserving. The entropy of T with respect to α is given by

h(α, T ) = lim
n→∞

1

n
·H(

n−1∨
i=0

T−i(α)).

Finally, the entropy of T , which is independent of the partition, is defined as

h(T ) = sup
α
h(α, T ).

5.2 Entropy of expansion systems

Although Definition 5.1.3 provides us with a way to calculate entropy, it forces
us to find the supremum over all partitions, of which there are many. We
have seen this kind of problem before when we were defining measurability and
ergodicity. Similar to those problems we have a theorem for entropy based on
a property of the generator in question.

Definition 5.2.1. Suppose (X,A, µ, T ) is a dynamical system and α is a par-
tition of X up to null sets. Then we say α is a generator (of A) with respect to

T if σ(
∞∨
i=0

T−i(α)) = A .

So if α is such that the collection
∞∨
i=0

T−i(α) forms a generator of the σ-

algebra, then α itself is called a generator. Taking an expansion map T and its

corresponding partition α, note that the elements of
∞∨
i=0

T−i(α) are the cylinder

sets of ”infinite” rank.

The following theorem makes it somewhat easier to calculate entropy. For a
proof see [7].

Theorem 5.2.2 (Kolmogorov, Sinai). With the notation as before, let α be
a finite or countable generator with respect to T such that H(α) < ∞. Then
h(T ) = h(α, T ).

Lemma 5.2.3. The partition α obtained from any GLS-, β- or continued frac-
tions expansion generates B([0, 1)) with respect to the corresponding map T .

Proof. Let n ∈ N. Note that every cylinder of rank n is a countable union of

elements from
∞∨
i=0

T−i(α). In the proofs of Theorems 4.1.4, 4.1.5 and 4.1.6 we

have already shown that any open interval (a, b) is a countable union of cylinder
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sets of rank n (the first condition of Knopp’s Lemma). Lastly by definition the
open intervals generate B([0, 1)).

Summarizing:
∞∨
i=0

T−i(α) generates the cylinder sets of rank n, cylinder sets of

rank n generate the open intervals and the open intervals generate B([0, 1)). It

follows directly that σ(
∞∨
i=0

T−i(α)) = B([0, 1)).

The immediate consequence of Theorem 5.2.2 and Lemma 5.2.3 is that
h(T ) = h(α, T ) for α and T related to our expansions. We will use this re-
sult later, but first we state another important theorem.

Theorem 5.2.4 (Shannon-McMillan-Breiman). Let (X,A, µ, T ) be an ergodic
system and α a partition of X up to null sets for which H(α) <∞. Denote the

element of
n−1∨
i=0

T−i(α) that contains x by ∆n(x). Then

h(α, T ) = lim
n→∞

− 1

n
ln(µ(∆n(x))) a.e.

Proof. The proof is based on the method of [2] and also uses [1], proposition
4.19. We start with a few definitions:

• H(α|β) = −
∑
A∈α

∑
B∈β

ln(µ(A∩B)
µ(B) ) · µ(A ∩B).

• Iα(x) = − ln(µ(∆1(x))) = −
∑
A∈α

1A(x) · ln(µ(A))

• Iα|β(x) = −
∑
A∈α

∑
B∈β

1A∩B(x) · ln(µ(A∩B)
µ(B) ).

• fn(x) = I
α|

n∨
i=1

T−i(α)
(x)

Using this notation we have

I n∨
i=0

T−i(α)
(x) = − ln(µ(∆n(x)))

= − ln(µ(

n∨
i=1

T−i(∆1(x)) ∩∆1(x)))

= − ln(µ(
n∨
i=1

T−i(∆1(x))) · µ(∆1(x)|
n∨
i=1

T−i(∆1(x))))

= − ln(µ(

n∨
i=1

T−i(∆1(x))))− ln(µ(∆1(x)|
n∨
i=1

T−i(∆1(x))))

= I n∨
i=1

T−i(α)
(x) + I

α|
n∨
i=1

T−i(α)
(x)

= In−1∨
i=0

T−i(α)
(T (x)) + fn(x).
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Note that repeating this argument gives us I n∨
i=0

T−i(α)
(x) =

n∑
i=0

fn−i(T
i(x)).

Now letting f(x) = lim
n→∞

fn(x), we can write

lim
n→∞

− 1

n
ln(µ(∆n(x))) = lim

n→∞

1

n

n∑
i=0

f(T i(x)) +
1

n

n∑
i=0

(fn−i − f)(T i(x)).

In the remainder of the proof, our goal is to show that the first term equals
h(α, T ) and the second term equals zero.
For the first term, we follow three steps in which we encounter some results of
conditional entropy.
Step 1: Suppose β and γ are any partitions of X. Then

H(β) +H(γ|β) = −
∑
B∈β

µ(B) · ln(µ(B))−
∑
B∈β

∑
C∈γ

µ(B ∩ C) · ln(
µ(B ∩ C)

µ(B)
)

= −
∑
B∈β

µ(B) · ln(µ(B))−
∑
β

∑
γ

µ(B ∩ C) · ln(µ(B ∩ C))

+
∑
β

∑
γ

µ(B ∩ C) · ln(µ(B))

= −
∑
B∈β

µ(B) · ln(µ(B)) +H(β ∨ γ) +
∑
B∈β

µ(B) · ln(µ(B))

= H(β ∨ γ).

Step 2: Specifically, it follows from this equality and the fact that µ is T -

invariant thatH(α|
k∨
i=1

T−i(α)) = H(
k∨
i=0

T−i(α))−H(
k∨
i=1

T−i(α)) = H(
k∨
i=0

T−i(α))−

H(
k−1∨
i=0

T−i(α)). If we sum over k now, we get
n∑
k=1

H(α|
k∨
i=1

T−i(α)) = H(
n∨
i=0

T−i(α))−

H(α) because the right hand side is a telescoping sum. Finally since H(α) <∞,

lim
n→∞

H(α|
n∨
i=1

T−i(α)) = lim
n→∞

1

n

n∑
k=1

H(α|
k∨
i=1

T−i(α))

= lim
n→∞

1

n
H(

n∨
i=0

T−i(α))− 0

= h(α, T ).
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Step 3: When we apply the Ergodic Theorem to f and use step 2, we obtain

lim
n→∞

1

n

n∑
i=0

f(T i(x)) =

∫
X

f(x)dµ

=

∫
X

lim
n→∞

I
α|

n∨
i=1

T−i(α)
(x)dµ

=

∫
X

−
∑
A∈α

∑
B∈

∞∨
i=1

T−i(α)

1A∩B(x) · ln(
µ(A ∩B)

µ(B)
)dµ

= −
∑
A∈α

∑
B∈

∞∨
i=1

T−i(α)

∫
X

1A∩B(x) · ln(
µ(A ∩B)

µ(B)
)dµ

= −
∑
A∈α

∑
B∈

∞∨
i=1

T−i(α)

µ(A ∩B) · ln(
µ(A ∩B)

µ(B)
)

= H(α|
∞∨
i=1

T−i(α)) = h(α, T ),

as desired.

What is left is to show that the sequence { 1
n

n∑
i=0

(fn−i−f)(T i(x))}n∈N converges

to zero. Define FN = sup
n−k≥N

|fn−k − f |, and note that lim
N→∞

FN = 0. Note also

that |fk − f | is integrable for all k because f and all fk are integrable.
Now let ε > 0. Then there exists an N such that FN (x) < ε for almost every x,
and so for n > N ,

1

n

n∑
i=0

(fn−i − f)(T i(x)) ≤ 1

n

n∑
i=0

|fn−i − f |(T i(x))

=
1

n

n−N∑
i=0

|fn−i − f |(T i(x)) +
1

n

n∑
i=n−N+1

|fn−i − f |(T i(x))

≤ 1

n

n−N∑
i=0

FN (T i(x)) +
1

n

N−1∑
i=0

|fi − f |(Tn−i(x)).

For the left hand side, we have lim
n→∞

1
n

n−N∑
i=0

FN (T i(x)) =
∫
X

FNdµ <
∫
X

εdµ =

ε almost everywhere. For the right hand side note that
N−1∑
i=0

|fi − f | is still

integrable, and hence
N−1∑
i=0

|fi−f |(x) must be finite almost everywhere. The same

then holds for
N−1∑
i=0

|fi − f |(Tn−i(x)) since T is measure preserving. It follows

that lim
n→∞

1
n

N−1∑
i=0

|fi − f |(Tn−i(x)) = 0 almost everywhere, which completes the

proof.
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Remark. In words, the Shannon-McMillan-Breiman Theorem states that the
entropy of a partition is related to the limiting size of a cylinder set created
by that partition. This should not feel very strange because cylinder sets give
information about the occurring events of the partition.

We just need one more lemma before we can calculate the entropy of our
expansions. This lemma gives us the opportunity to use the Lebesgue measure
when applying Theorem 5.2.4, a much ”nicer” one than the invariant measure
of the β-expansion or the continued fractions expansion.

Lemma 5.2.5. Let θ be an invariant measure for an expansion map Tθ. If
there exist a and b such that a · θ(∆n(x)) ≤ λ(∆n(x)) ≤ b · θ(∆n(x)), then

lim
n→∞

ln(λ(∆n(x)))
ln(θ(∆n(x))) = 1.

Proof. Taking the natural logarithm of all three sides and dividing by ln(θ(∆n(x))),
we have

ln(a) + ln(θ(∆n(x)))

ln(θ(∆n(x)))
≤ ln(λ(∆n(x)))

ln(θ(∆n(x)))
≤ ln(b) + ln(θ(∆n(x)))

ln(θ(∆n(x)))
.

The result follows when n→∞ since lim
n→∞

ln(θ(∆n(x))) =∞.

We proceed by calculating entropy of our expansion systems, using all of the
previous theorems and lemmas of this subsection.

Corollary 5.2.6. Suppose α = {[li, ri)}i∈I (I ⊆ N ∪ {0}) is a GLS partition,
and denote Li = ri − li. Then h(TG) = −

∑
i∈I

Li · ln(Li).

Proof. From Corollary 4.2.5 it follows that when n → ∞, the proportion of
times that T−k(x) ∈ [li, ri) (with k ≤ n) is nLi for almost every x. Thus,

lim
n→∞

λ(∆n(x)) = LnL0
0 · LnL1

1 · ...

= eln(L0)·nL0 · eln(Lm)·nLm · ...

= e
n

∑
i∈I

Li ln(Li)

,

and lim
n→∞

− 1
n ln(λ(∆n(x))) = −

∑
i∈I

Li ln(Li). We can combine this equality with

Theorem 5.2.2, Lemma 5.2.3 and Theorem 5.2.4 to get

h(TG) = h(α, TG) = lim
n→∞

− 1

n
ln(λ(∆n(x))) = −

∑
i∈I

Li ln(Li)

.

Example 5.1. The n-ary expansion has entropy h(Tn) = −
n−1∑
i=0

1
n · ln( 1

n ) =

−n · 1
n · − ln(n) = ln(n).

Corollary 5.2.7. For β > 1 and α the usual partition for a β-expansion,
h(Tβ) = ln(β).
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Proof. We first show that the corresponding invariant measure ν satisfies the
condition of Lemma 5.2.5. Note that the density function of λ is constant,
and the (unnormalized) density function of ν, hβ(x) =

∑
n:x<Tnβ (1)

1
βn , satisfies

1 < hβ(x) < ∞ because x < 1 and β > 1. That means we can always find a
and b such that a · ν(∆n(x)) ≤ λ(∆n(x)) ≤ b · ν(∆n(x)), so Lemma 5.2.5 holds.

From the proof of Theorem 4.1.5, we know that every open subinterval of
[0, 1) can be written as a union of countably many full cylinders. Therefore full
cylinders generate B([0, 1)), and we can assume ∆n(x) is full. Note that now
λ(∆n(x)) = β−n.

Concluding, Theorems 5.2.2, 5.2.4 and Lemmas 5.2.3, 5.2.5 imply

h(Tβ) = h(α, Tβ)

= lim
n→∞

− 1

n
ln(ν(∆n(x)))

= lim
n→∞

− 1

n
ln(λ(∆n(x)))

= lim
n→∞

− 1

n
ln(β−n)

= lim
n→∞

−n
n
· − ln(β)

= ln(β).

Finding the entropy of the continued fraction map is slightly more compli-
cated, as the size of its cylinder sets is not that clear. We will use the following
result. A proof can be found in [4].

Theorem 5.2.8 (Lévy). Let ∆n(x) be the cylinder set of rank n containing x
with respect to the continued fractions expansion. Then

lim
n→∞

1

n
ln(λ(∆n(x))) =

−π2

6 ln(2)
a.e.

Corollary 5.2.9. If α is the continued fractions partition, then h(Tc) = π2

6 ln(2) .

Proof. The inequality 1
2 ln(2)λ(A) ≤ µ(A) ≤ 1

ln(2)λ(A) obtained from the proof

of Theorem 4.1.6 yields

ln(2)µ(∆n(x)) ≤ λ(∆n(x)) ≤ 2 ln(2)µ(∆n(x))

for A = ∆n(x). Therefore we can use Lemma 5.2.5 with µ the invariant measure
of Tc.
Now because of Theorems 5.2.2, 5.2.4, 5.2.8 and Lemmas 5.2.3, 5.2.5 we have

h(Tc) = h(α, Tc) = lim
n→∞

− 1

n
ln(µ(∆n(x))) = lim

n→∞
− 1

n
ln(λ(∆n(x))) =

π2

6 ln(2)
.

We end this section with a comparison between the decimal expansion and
the continued fractions expansion.
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Theorem 5.2.10 (Lochs). Suppose x has decimal expansion 0.d1d2... and its
continued fractions expansion is represented by (a1, a2, ...). Consider the num-
ber x′ = 0.d1d2...dn with representation (c1, c2, ..., ck) of its continued fractions
expansion. Define m(n, x) as the largest integer such that c1 = a1, ..., cm = am.
Then

lim
n→∞

m(n, x)

n
=

6 ln(2) ln(10)

π2
a.e.

Proof. Denote ∆n = ∆(a1, ..., an−1, an) as a cylinder set of rank n with respect
to the continued fractions expansion, and define ∆+

n = ∆(a1, ..., an−1, an + 1).
A famous result in number theory is the recursion qn = aqn−1 + qn−2, where
qn is the denominator of the n-th partial continued fraction. Note that for
any y ∈ ∆n and z ∈ ∆+

n , we have qn−2(z) = qn−2(y), qn−1(z) = qn−1(y) and
an(z) = an(y) + 1. Taking qk(y) := qk, we obtain

λ(∆n)

λ(∆+
n )

=

1
qn(qn+qn−1)

1
qn(z)(qn(z)+qn−1)

=
qn(z)(qn(z) + qn−1)

qn(qn + qn−1)

=
(an(z)qn−1(z) + qn−2(z)) · (an(z)qn−1(z) + qn−2(z) + qn−1)

(anqn−1 + qn−2) · (anqn−1 + qn−2 + qn−1)

=
((an + 2)qn−1 + qn−2) · ((an + 1)qn−1 + qn−2)

(anqn−1 + qn−2) · ((an + 1)qn−1 + qn−2)

= 1 +
2qn−1

anqn−1 + qn−2
≤ 3.

The previous inequality will come in handy later in the proof. First, since Tc
is almost everywhere decreasing, T 2

c = Tc(Tc) is increasing a.e., T 3
c = Tc(T

2
c ) is

decreasing a.e. and so on. Thus almost everywhere, Tnc increases if n is even
and decreases if n is odd. Consequently, the chaotic part of Tn+1

c (visible in
Figure 3.4) happens on the left side of ∆n if n is even and on the right side of
∆n if n is odd. Now let I be an interval in [0, 1) and ∆n the smallest cylinder
set containing I. It follows that for almost all x ∈ I, there is a 1 ≤ j ≤ 3 such
that either ∆n+j(x) ⊆ I or ∆n+j(x)+ ⊆ I. To be clear here, x ∈ ∆n+j(x) and
not x ∈ ∆n+j(x)+.
In particular, if Dn(x) is the decimal cylinder of rank n containing x, then
I = Dn(x) yields ∆m+j ⊆ Dn(x) ⊆ ∆m(x) for some 1 ≤ j ≤ 3, where ∆m+j

equals either ∆m+j(x) or ∆m+j(x)+. By λ(∆m+j) ≤ 3λ(∆+
m+j) we have

1

3
λ(∆m+j(x)) ≤ λ(Dn(x)) ≤ λ(∆m(x)),

and

1

m
ln(

1

3
) +

1

m
ln(λ(∆m+j(x))) ≤ n

m

1

n
ln(λ(Dn(x))) ≤ 1

m
ln(λ(∆m(x))).

From now on suppose n → ∞. In that case clearly also m → ∞. We can
apply Theorems 5.2.2, 5.2.4 and Lemmas 5.2.3, 5.2.5 to get h(Tc) ≤ n

mh(T10) ≤
h(Tc). It follows that h(Tc) = n

mh(T10), and we conclude from Example 5.1 and
Corollary 5.2.9 that

lim
n→∞

m

n
=
h(T10)

h(Tc)
=

6 ln(2) ln(10)

π2
a.e.
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Because 6 ln(2) ln(10)
π2 ≈ 0.97, we can say that the average amount of informa-

tion per digit of the continued fractions expansion is slightly higher than that of
the decimal expansion. In other words, on average, 97 continued fraction digits
approximately give the same information about a number as 100 decimal digits.

Without extra effort, Lochs’ Theorem can be generalized for arbitrary n-ary
expansions. In fact, it is possible to prove more of such comparison theorems
considering many different expansions. Those theorems are beyond the scope
of this thesis, but they can be found in [3].

32



References

[1] Barney Bramham. Notes for the course: Ergodic Theory and Entropy,
(Bochum, 2014).

[2] K. Dajani and S. Dirksin. A Simple Introduction to Ergodic Theory, (2008).

[3] K. Dajani and F. Fieldsteel. Equipartition of interval partitions and an appli-
cation to number theory. Proceedings of the American Mathematical Society,
Volume 129 (2001), Number 12, 3453-3460.

[4] K. Dajani and C. Kraaikamp. Ergodic Theory of Numbers. The Mathemat-
ical Association of America , 2002.

[5] J. F. C. Kingman and S. J. Taylor. Introduction to measure and probability.
Cambridge University Press, 1966.

[6] W. Parry. On the β-expansions of Real Numbers, (London, 1960).

[7] Karl Petersen. Ergodic theory. Cambridge University Press, 1989.
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