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Abstract

In this thesis we theoretically investigate the close relation between spin chains and Yangians.
First, we investigate the Haldane-Shastry model, which symmetry algebra is a representation of
the Yangian. We show this in full detail for the spin-12 model. We also give an argument why a
spin-1 chain with Yangian symmetry cannot exist.

After that, we turn to integrable spin chains which are constructed using the quantum inverse
scattering method. Using this method, an integrable spin chain can be constructed from each so
called R-matrix, which is a solution of the Yang-Baxter equation. Our main result is the construc-
tion of an R-matrix that is invariant under the adjoint representation of SU(n), which is found
using an intertwining operator for the corresponding Yangian representation. The integrable
spin chain that corresponds to this R-matrix is non-Hermitian, making its physical interpreta-
tion unclear. These results have been published recently as a preprint under arXiv:1606.02516.

Finally, integrable spin chains with defects are studied. We present the Hamiltonian for the
Heisenberg model and the Babujian-Takhtajan model with defects, such that these models keep
there integrability while staying Lie algebra invariant.
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Chapter 1

Introduction

Materials in nature often have very complicated structures consisting of different kinds of parti-
cles. For instance, molecules are built out of atoms, that themselves consist of electrons, protons
and neutrons. In practice it is impossible to exactly solve physical models that describe real-
world materials in full detail, for instance due to the high number of particles and the variety
of particles and interactions that are present. However, models that are exactly solvable can
give enormous insight in various physical phenomena. One of the clearest examples of this is the
two-dimensional square lattice Ising model which is the paradigm for phase transitions. There-
fore, it is one of the best studied models in statistical physics, from both the theoretical and
experimental point of view. Sometimes it is very interesting to study such ‘toy’ models to look
for interesting physical phenomena rather than describing real physical systems. An important
subclass of such models is given by the spin lattices, which are lattice models whose sites carry
an irreducible representation of a Lie algebra. The name ‘spin’ is the label for the irreducible
representations of the Lie algebra su(2).

In this thesis we restrict ourselves to one-dimensional spin lattice models, which are called
spin chains. The main interest for such spin chains is describing magnetism in a simple way. The
paradigm of a one-dimensional spin chain is the spin-12 Heisenberg model whose Hamiltonian is

H = J

N∑
i=1

Si · Si+1

with S the vector of spin operators (that equal half the Pauli matrices) and J a constant. The
label i distinguishes the N sites. A schematic picture of the model is given in Fig. 1.1. The
Heisenberg model is one the best studied spin chains from both the theoretical [19, 41] as well
as the experimental perspective [34, 48]. If one wants to solve such a system, the primary
task is to find the eigenvalues and eigenstates of the system from which one can compute all
thermodynamic quantities. Since these quantities can be measured experimentally, they can be
used to compare the theoretical and experimental results on the model, which could of course
corroborate other theoretical predictions that may be impossible to check in experiments. Other
quantities that can be measured experimentally are so called correlation functions, although it
is much harder to find explicit theoretical results for those since they cannot be directly found
from the eigenvalues and eigenstates. Even for spin chains, which form a particularly simple
subclass of lattice models, it can be very difficult to find exact expressions for the eigenstates
and eigenvalues of the model, as this often involves operators on vector spaces of very large
dimension. Furthermore, the dimension of the vector spaces grows exponentially with the number
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CHAPTER 1. INTRODUCTION 4

Figure 1.1: A schematic picture of the Heisenberg model, where on each site the arrow depicts
the state. This is an edited version of a figure in Ref. [34].

of lattice sites on the spin chain. Therefore, only a limited number of spin chains can be solved
analytically. The Heisenberg model was essentially solved by Bethe in 1931 using a method that
is now known as the Coordinate Bethe Ansatz [7]. However, this method is only applicable to
a select type of spin chains. For instance, if one replaces the spin-12 operators in the Heisenberg
chain by the matrices corresponding to higher spin, the method no longer works. The fact that
the Heisenberg can be solved using Bethe’s method is a result of one of the key properties of the
Heisenberg model, which is its integrability. Loosely speaking this means that there is an infinite
set of mutually commuting operators that all commute with the Hamiltonian as well. In fact,
the Heisenberg model is the key example of an integrable spin chain and of an integrable system
in general.

In this thesis we will often take a broader view than only systems describing ‘spin’, which are
spin chains that are invariant under su(2). We will also consider spin chains that are invariant
under su(n), which allows different kinds of lattice sites in these models. This extends the
possibilities from both the physical and mathematical perspective, as the structure of su(n) is
richer than that of su(2). A real physical application of this is given in systems of ultracold
atoms, where lasers can be used to simulate these high symmetries [13].

An other method that can be used to solve the Heisenberg model is the Algebraic Bethe
Ansatz (ABA) which was developed by Faddeev, Sklyanin and Takhtajian in the early 1980s[19].
The idea of the ABA is to abstractly construct an infinite set of commuting operators that
also commutes with the Hamiltonian, and then using the fact that commuting operators have
a common set of eigenstates. This infinite set of commuting operators is constructed using
the Quantum Inverse Scattering Method (QISM) that was invented around the same time as
the ABA. Here, the idea is that a so called R-matrix, which is a solution of the Yang-Baxter
equation (YBE), allows for the construction of such a commuting family of operators. Solutions
of the YBE play a central role in various other fields of theoretical physics and mathematics
such as the theory of quantum groups [12], statistical field theories with factorised scattering
[36] or quantum information theory [17, 25]. In the 1980s and 1990s many solutions of the YBE
were constructed, see e.g. Refs. [1, 27, 28, 29, 38]. In the QISM every independent solution
of the YBE gives essentially rise to a model that can be solved by the ABA, by constructing a
Hamiltonian from the infinite set of commuting operators [41].

An example of such a model is the spin-1 integrable spin chain that is now known as the
Babujian-Takhtajan model, which Hamiltonian is [3, 47]

H = J

N∑
i=1

[
Si · Si+1 − (Si · Si+1)

2
]
.

where the vector of operators S is, up to a constant, a higher spin generalizations of the vector of
Pauli-matrices. The fact that this model was found and solved was one of the great achievements
of the QISM and the ABA. Various kinds of models have arisen in this way, such as a model



CHAPTER 1. INTRODUCTION 5

for every irreducible representation of su(2) [3, 47] and for the fundamental representation of
various other Lie algebras [38]. Variations on these models, e.g. spin ladders for tensor product
representations or anisotropic models were also found [6, 51]. In fact, it is possible to construct
an integrable spin chain for every finite-dimensional irreducible representation of SU(n) [10],
although explicit expressions are not known for every representation.

In 1985 Drinfeld discovered an intimate relationship between R-matrices and the Yangian, an
associative algebra corresponding to a simple Lie algebra [15, 16]. From the mathematical point
of view, the Yangian is a noncocommutative Hopf algebra, that contains (when viewed itself as a
Lie algebra with the commutator bracket) the Lie algebra as a Lie subalgebra. Drinfeld proved
that every algebra representation of the Yangian leads to a (not necessarily unique) solution of
the YBE on this representation, although he did not provide a method to construct these R-
matrices. This limitation was partly overcome by Chari and Pressley, who developed a method
to construct rational solutions of the YBE for every Lie algebra representation of su(n) and the
fundamental representation of every Lie algebra [10, 11]. Furthermore, they provided explicit
solutions of the YBE on the direct sum of the adjoint representation and the trivial representation
for every simple Lie algebra except su(n).

The main result obtained in this thesis is a solution of the YBE that is invariant under the
adjoint representation of SU(3) and a conjecture for SU(n). This result has been published
recently as a preprint [46]. The R-matrix is found using the method by Chari and Pressley,
involving the intertwining operator for Yangian representations. First, this intertwining operator
is found using explicit computations for the action of the Yangian generators on various elements
of the adjoint representation. The R-matrix can be found straightforwardly from this.

Using the QISM it is possible to construct an integrable spin chain that is invariant under
the adjoint representation of SU(n). The adjoint representation of SU(n) turns up in various
areas of physics, most notably in Quantum Chromodynamics (QCD), where a special kind of
elementary particles called gluons are vectors in the adjoint representation of SU(3). In the so
called large-n limit of QCD, these gluons are described by the adjoint representation of SU(n).
The spin chain that we construct out of our R-matrix could therefore heuristically be seen as a
spin chain of gluons.

However, it turns out that the constructed spin chain is non-Hermitian with nonreal eigen-
values. Therefore, the physical meaning of this spin chain is unclear. We will point out why this
spin chain in non-Hermitian in this case en why this does not happen for the adjoint representa-
tion of SU(2), which is the spin-1 representation. In that case, one finds the Babujian-Takhtajan
model, which is perfectly Hermitian. The fact that the constructed spin chain is non-Hermitian
will be a consequence of a property of the adjoint representation of su(n).

This thesis is organized as follows. We start with some well-known results on the theory of
Lie algebras and its representation theory. In particular, we note some results on the Lie algebra
su(3) that we will need later on. In Chapter 3 we introduce the Yangian and review some of
the key results concerning it. We start with Drinfeld’s definition in terms of the generators and
generating relations. We point out some useful mathematical properties of the Yangian, such
as the comultiplication and the evaluation homomorphism from the Yangian to the universal
enveloping algebra, which is a map that only exists for su(n). Finally, we note some important
properties concerning the representation theory of the Yangian. In particular, the construction
of the tensor product representation for the Yangian is shown. Furthermore, we note how one
extends a representation of su(n) to its Yangian.

In Chapter 4 we study the Haldane-Shastry model. The Haldane-Shastry model is a spin chain
for the fundamental representation of su(n) with long range interactions that was independently
introduced by Haldane and Shastry in 1988 [21, 45]. It is a key example of multiple physical
phenomena, such as fractional quantization and anyon statistics [43, 44]. Furthermore, the
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symmetry algebra of the Haldane-Shastry model is a non-trivial representation of the Yangian
as was shown by Haldane et al. [22]. We will explicitly show this in full detail in the case of
n = 2. Finally, we investigate a possible generalization of the Haldane-Shastry model to a spin-1
model with Yangian symmetry. We give an argument why such a spin chain cannot exist.

We start Chapter 5 with an introduction to the Yang-Baxter equation and we state some
key results that can be used to find solutions. Then we present two well-known solutions,
corresponding to the two lowest-dimensional non-trivial representations of su(2). After that, we
try to construct new solutions, starting with the adjoint representation of su(3). We present the
construction of this solution in full detail. Furthermore, we give a conjectured solution for the
adjoint representation of su(n) for n > 3. This solution is based on formulas we have checked
up to n = 7. These R-matrices are the main results that are obtained in the thesis. Finally, we
investigate Hamiltonians on reducible representations of su(2).

Chapter 6 is concerned with one of the main applications of R-matrices in the form of inte-
grable spin chains. We review the construction of integrable spin chains out of solutions of the
Yang-Baxter equation. Furthermore, we present the two best-known examples of this construc-
tion in the form of the Heisenberg model and the Babujian-Takhtajan model. We will also derive
the Bethe equations, which are the most important reason to study these models. The Bethe
equations give an abstract but exact description of the eigenvalues and the eigenstates of the
model in question. We try to mimic this method for the adjoint representation of su(n), using
the R-matrix that was obtained in the previous chapter. However, the constructed Hamiltonian
turns out to be non-Hermitian. We also tried to construct the Bethe equations, but our approach
was unsuccessful. We tried to make sense of our Hamiltonian by considering non-Hermitian oper-
ators that can still be interpreted as a Hamiltonian because they have real eigenvalues. However,
in our case the Hamiltonian does not have real eigenvalues and therefore its physical meaning
is unclear. Finally, we indicate why integrable Hamiltonians on reducible representations have
certain unphysical properties.

In Chapter 7 we are concerned with integrable spin chains with defects. These spin chains
are constructed using a method that is very similar to those in the previous chapter, but now
there are defects on some of the sites. We will be concerned with defects that arise by taking
a shift of the R-matrix on some of the sites. We construct a general expression for spin chains
with one or two defects, provided some assumptions hold. In the case of one defect, interaction
between three sites arise. Two defects behave differently if they are placed on neighbouring sites
or not. In particular, defects that are not next to each other give an independent contribution
to the Hamiltonian. Therefore, it is possible to construct integrable Hamiltonians with defects
at at most half of the sites, which contain at most three-site interactions. Finally, we present
the defect Hamiltonians for the Heisenberg and the Babujian-Takhtajan model and compute the
Bethe equations for those.

In the final chapter, we summarize all our results that we found in this thesis. We conclude
that chapter with a brief outlook in which we mention two openings for further research.



Chapter 2

Preliminaries on Lie algebras

2.1 Introduction

In many areas of physics, Lie algebras turn up naturally. In classical mechanics for instance,
they describe a set of variables that close under the Poisson bracket. In quantum mechanics,
this Poisson bracket is replaced by the commutator bracket and the Lie algebras describe sets of
operators that close under this bracket. In particular, the spin property of a quantum mechanical
particle can be described by the representation theory of the simplest non-trivial Lie algebra,
su(2). In later chapters, we will be interested in particles with such a spin property, but in some
cases we will allow a more general set-up where we are interested in the representations of other
Lie algebras, in particular su(3). In this chapter we will review some facts from the theory of Lie
algebras that will be useful in later chapters, in particular when dealing with the Yangian. We
start with some general remarks on Lie algebras and then give some specific results in the case
of su(3), which we will use later on when investigating su(3)-invariant systems.

2.2 Lie algebras

Let us start with some general facts concerning the theory of Lie algebras. Let g be a Lie algebra.
We will only be interested in the case where the underlying field is C, so we will always assume
this. We recall that g is called simple if its only ideals are {0} and itself. Furthermore, g is called
semisimple if it is the direct sum of simple Lie algebras. In particular we will be interested in
the simple Lie algebra su(n,C), which is (the complexification of) the Lie algebra of the special
unitary group SU(n). It can be identified with the the set of complex n-dimensional traceless
matrices. We note that there is a natural identification su(n,C) ≃ sl(n,C), where the latter is
the Lie algebra of the complex special linear group. From now on we omit the C and write su(n)
and sl(n) interchangeably.

We recall some facts on semisimple Lie algebras. A very useful tool is the root space decom-
position of a semisimple Lie algebra g

g = h⊕
⊕
α∈R

gα, (2.1)

with h the Cartan subalgebra, R the root system and gα the root spaces, which are all one-
dimensional.

A representation V is called irreducible if {0} and V are the only g-invariant subspaces. For
the adjoint representation, the invariant subspaces are precisely the ideals of the Lie algebra.

7
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Therefore the adjoint representation is irreducible for simple Lie algebras. Schur’s lemma states
that any intertwining map between irreducible representations of a simple Lie algebra is a multiple
of the identity. As a consequence, we have the following result [24].

Lemma 2.1. Let g be a simple Lie algebra. If B and B̃ are two nondegenerate symmetric
bilinear forms on g such that B([x, y], z) = B(x, [y, z]) and B̃([x, y], z) = B̃(x, [y, z]) for all x, y,
z ∈ g. Then B and B̃ are proportional.

Proof. By nondegeneracy of the bilinear form, B and B̃ induce isomorphisms φB , φB̃ : g 7→ g∗.
We claim that the map φ−1

B̃
◦φB : g 7→ g intertwines the adjoint representation. It is sufficient that

the maps φB and φB̃ are intertwining for the adjoint representation on g and the corresponding
dual representation on g∗. To see this we note that

φB(ad(x)y)(z) = −B([y, x], z) = −B(y, [x, z]) = φB(y)(−ad(x)(z)) = ad∗(x)φB(y)(z).

By Schur’s lemma the map φ−1

B̃
◦φB is a multiple of the identity. Therefore we have φB = λφB̃

for some λ ∈ C, proving the lemma.

In particular, this result implies that the trace form (defined by ⟨x, y⟩ = tr(xy)) and the Killing
form (defined by B(x, y) = tr(ad(x)ad(y)) are proportional to each other in the case of sl(n).
From now on we will use the term invariant inner product for a nondegenerate bilinear form B
on a Lie algebra satisfying B([x, y], z) = B(x, [y, z]), although these are not inner products in a
strict mathematical sense, since they lack the positivity criterion.

The following lemma is important in the representation theory of compact Lie algebras, in
particular su(n,R), as it ensures that for any irreducible finite-dimensional the operators can be
chosen anti-Hermitian [4].

Lemma 2.2. Let G be a compact Lie group and (ϕ, V ) an irreducible finite-dimensional repre-
sentation of G. Then there is an inner product on V such that ϕ(g) is a unitary operator for
any g ∈ G.

Proof. First, we fix an arbitrary inner product ⟨ , ⟩1 on V . We define a new inner product on
V by

⟨v1, v2⟩ =
∫
G

⟨ϕ(x)v1, ϕ(x)v2⟩1dx,

where x ∈ G, v1, v2 ∈ V and dx is the normalized Haar measure on G. Due to the invariance
of the Haar measure, the operators ϕ(y) are unitary with respect to this inner product for all
element y ∈ G, as is shown by

⟨ϕ(y)v1, ϕ(y)v2⟩ =
∫
G

⟨ϕ(yx)v1, ϕ(yx)v2⟩1dx =

∫
G

⟨ϕ(yx)v1, ϕ(yx)v2⟩1d(yx) = ⟨v1, v2⟩.

Therefore, the inner product ⟨ , ⟩ indeed makes the representation V unitary.

For the corresponding real Lie algebra gR of the compact Lie group G, the operators are all
anti-Hermitian with respect to this inner product. The inner product for which the Lie group
representation is unitary, is unique up to a scalar. This can be shown using a similar argument
as the one used in the proof of Lemma 2.1. If we use an inner product on a finite-dimensional
irreducible representation of a compact Lie algebra, which are in one to one correspondence to
those representations of the Lie group, it will always be this inner product.



CHAPTER 2. PRELIMINARIES ON LIE ALGEBRAS 9

For calculations in Lie algebras it is often useful to use the index notation and the Einstein
summation convention, meaning that repeated indices are summed over. We can fix an arbitrary
basis {T a} for g. The structure constants fabc are defined by [T a, T b] = fabcT c. These structure
constants are antisymmetric in the first two indices for an arbitrary basis of g, since the Lie
bracket is antisymmetric. The Jacobi identity in terms of the structure constants reads

fabef cde + f bcefade + f caef bde = 0. (2.2)

For su(n) the trace form is nondegenerate. Therefore, it is possible to fix a basis {Sa} which
is orthonormal with respect to the trace form (and therefore orthogonal with respect to any
invariant inner product). The following lemma is extremely useful for calculations concerning
su(n).

Lemma 2.3. Let {Sa} be a basis for su(n) that is orthonormal with respect to the trace form.
Then in this basis the structure constants are antisymmetric in all indices.

Proof. This proof follows immediately from taking the trace of the relation[
Sa, Sb

]
Sc = fabdSdSc

which leads to the expression fabc = tr
([
Sa, Sb

]
Sc
)
, which is totally antisymmetric due to the

cyclicity of the trace.

It is immediate from the proof of the lemma that rescaling a basis which is orthonormal
with respect to the trace form only amounts to a rescaling of all the structure constants. In the
literature, no consistent normalization for the basis vectors is used. For the case n = 2 for example
such a basis is given by the Pauli matrices, which are normalized such that tr

(
σaσb

)
= 2δab.

For n = 3, the Gell-Mann matrices suffice, which are given by

λ1 =

0 1 0
1 0 0
0 0 0

 λ2 =

0 −i 0
i 0 0
0 0 0

 λ3 =

1 0 0
0 −1 0
0 0 0


λ4 =

0 0 1
0 0 0
1 0 0

 λ5 =

0 0 −i
0 0 0
i 0 0

 λ6 =

0 0 0
0 0 1
0 1 0

 (2.3)

λ7 =

0 0 0
0 0 −i
0 i 0

 λ8 =
1√
3

1 0 0
0 1 0
0 0 −2

 .

The normalization is again such that tr
(
λaλb

)
= 2δab. It is possible to generalize this con-

struction to arbitrary n [8], but we will not present this here. If we choose a basis {Sa} that
is orthonormal with respect to the trace form, there is also a convenient expression for the
anticommutator of two operators in the fundamental (or defining) representation of su(n),

{Sa, Sb} =
2

n
δab1+ dabcSc. (2.4)

The dabc are the completely symmetric d-symbols, which are given by dabc = tr
({
Sa, Sb

}
Sc
)
.

In the case of n = 2 the d-symbols are all 0, since distinct Pauli matrices anticommute. We
note that such an expression is only possible in the fundamental representation. For other
representations of su(n), the algebra of the operators (together with the identity) does not close
under multiplication.
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λ1

λ2

α1

α2 α1 + α2

Figure 2.1: The root system of type A2

2.3 Representation theory of su(3)

The representation theory of simple Lie algebras is well-known. In this section we will take
a look at the case of the simple Lie algebra su(3) = {x ∈ Mat(3,C)|tr(x) = 0}, which has
dimension 8. The Cartan subalgebra has dimension 2 and consists of the diagonal matrices in
su(3). The root system R contains two simple roots which we label as α1 and α2. We can
choose α1 and α2 to be unit vectors, which implies (α1, α2) = −1

2 . The third positive root equals
α1 + α2. This root system is of type A2 and depicted in Fig. 2.1. The fundamental weights of
su(3) are λ1 = 1

3 (2α1 + α2) and λ2 = 1
3 (α1 + 2α2) and satisfy (λi, αj) =

1
2δij . We denote the

representation of su(3) with highest weight vector n1λ1+n2λ2 by V (n1, n2). This representation
is finite-dimensional if and only if n1 and n2 are nonnegative integers. We note the following
result.

Lemma 2.4. Let n1, n2 be nonnegative integers. Then the dimension of the representation
V (n1, n2) is given by dim V (n1, n2) =

1
2 (n1 + 1)(n2 + 1)(n1 + n2 + 2).

Proof. By Weyl’s dimension formula, we have

dim V (n1, n2) =
∏

α∈R+

(n1λ1 + n2λ2 + δ, α)

(δ, α)
,

where δ is half the sum of the positive roots, which equals α1 + α2 in this case. We note that

(n1λ1 + n2λ2 + δ, α1) =

(
1

2
n1 + (α1 + α2, α1)

)
=

1

2
(n1 + 1) ,

and similarly

(n1λ1 + n2λ2 + δ, α2) =
1

2
(n2 + 1) ,

(n1λ1 + n2λ2 + δ, α1 + α2) =
1

2
(n1 + n2 + 2) .

Therefore we have

dim V (n1, n2) =

( 1
2 (n1 + 1)

1
2

)( 1
2 (n2 + 1)

1
2

)( 1
2 (n1 + n2 + 2)

1

)
=

1

2
(n1+1)(n2+1)(n1+n2+2).



CHAPTER 2. PRELIMINARIES ON LIE ALGEBRAS 11

The fundamental weight of the adjoint representation is the unique maximal root, which
is α1 + α2 = λ1 + λ2 in this case, so the adjoint representation of su(3) is (isomorphic to)
V (1, 1), which has dimension 8, precisely the dimension of su(3). To investigate the adjoint
representation of su(3), it will be useful to introduce another basis of su(3) that preserves the
root space decomposition of Eq. (2.1). Let eij be the (3× 3)-matrix with only zeroes, except for
one 1 on the (i, j)th entry. We define x1 = e12, x2 = e23, x12 = [x1, x2] = e13, y1 = e21, y2 = e32,
y12 = [y1, y2] = e31, h1 = [x1, y1] = e11− e22 and h2 = [x2, y2] = e22− e33 and we note that these
eight elements form a basis of su(3) that indeed preserves the decomposition in Eq. (2.1). We
label the simple roots such that x1 ∈ gα1 . The basis B is ordered in the following way:

B = {x12, x1, x2, h1, h2, y2, y1, y12}.

We can now straightforwardly compute the matrices belonging to these elements of su(3) when
acting in the adjoint representation. For instance, x12 acts in the above basis as

ad x12 =



0 0 0 −1 −1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 −1 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 1
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0


.

The action of the other elements of su(3) can be computed similarly.
Finally, we note the relation between the Gell-Mann matrices T a and the matrices in the

above basis of su(3). We have

T 1 = x1 + y1, T
2 = −I(x1 − y1), T

3 = h1, T
4 = x12 + y12,

T 5 = −I(x12 − y12), T
6 = x2 + y2, T

7 = −I(x2 − y2), T
8 =

1√
3
h1 +

2√
3
h2.

These relations will come in handy when investigating the representations of the Yangian of
su(3).

2.4 Summary

In this chapter we have reviewed some aspects on the theory of Lie algebras and its representation
theory. We showed that there is a unique invariant inner product on a simple Lie algebra, up
to normalization. Furthermore, we introduced the structure constants and d-symbols that will
be useful for calculations in later chapters. In particular, we showed that in the right bases
the structure constants are totally antisymmetric. In the next chapter we consider the Yangian,
which is an algebra corresponding to a simple Lie algebra. There we will use the results that we
have presented here. Later, we investigate the Yang-Baxter equation on different representations
of su(n), in particular the adjoint representation of su(3) in much detail, and we will use the
facts on the representation theory of su(3) that we have presented here.





Chapter 3

The Yangian

3.1 Introduction

Symmetries play a large role in physics. For instance, in classical mechanics they can be used
to simplify a problem by reducing the dimensions of the phase space. In quantum mechanics,
a symmetry is related to a set of commuting observables. In such a case, this set can often be
described by a Lie algebra. The Heisenberg model, for example, is invariant under the action of
su(2). In some cases, however, the Lie algebra symmetry is not the whole story. Then there is a
larger algebra of operators commuting with the Hamiltonian of the system. In this chapter we
investigate the Yangian, which can play the role of such a large symmetry algebra.

In the preceding chapter we have reviewed some properties of Lie algebras, which will helpful
to us when investigating the Yangian. The Yangian was introduced by Drinfeld in 1985 and
named in honor of C.N. Yang [15]. The Yangian is an associative algebra that, when viewed as
a Lie algebra with the commutator bracket, contains a simple Lie algebra as a Lie subalgebra.
It plays the role of a symmetry algebra in numerous areas in physics as an extension of a Lie
algebra symmetry of a physical model. This is for instance the case in N = 4 supersymmetric
Yang-Mills theory and multiple models in condensed matter theory [18, 20, 22]. In the next
chapter, we will investigate the Haldane-Shastry model as an example of this.

In the first section we will define the Yangian, following Chari and Pressley [10]. We will state
some of its properties, most of which are due to Drinfeld [15]. In the second section we look at the
representation theory of the Yangian, in particular the connection with the representation theory
of the underlying Lie algebra. This work is due to Drinfeld, Chari and Pressley [10, 11, 15]. The
representations of the Yangian have numerous applications, e.g. determining the ground state
and the first excited states of systems with Yangian symmetry [44] and the construction of
solutions of the Yang-Baxter equation [10]. We will review the latter construction in Chapter 5.

3.2 Definition and properties

We fix a base {Ia} for g which is orthonormal with respect to the trace form. For instance, for
su(2) we could use { 1√

2
σa}, where σa are the Pauli matrices. The structure constants in this

basis are defined by [Ia, Ib] = cabcIc. With this in mind, we can define the Yangian.

Definition 3.1. (Yangian) The Yangian Y (g) is the associative algebra generated by the elements

13
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Ia and Ja with defining relations

[Ia, Ib] = cabcIc, [Ia, Jb] = cabcJc, (3.1)[
Ja, [Jb, Ic]

]
−
[
Ia, [Jb, Jc]

]
= cabcdef{Id, Ie, If}, (3.2)[

[Ja, Jb], [Ir, Js]
]
+
[
[Jr, Js], [Ia, Jb]

]
= (cabcdefcrsc + crscdefcabc){Id, Ie, Jf}, (3.3)

where cabcdef = 1
24c

adpcbeqccfrcpqr and {Xa, Xb, Xc} =
∑

σ∈S3

Xσ(a)Xσ(b)Xσ(c).

Drinfeld called the second and third relation ‘terrific’ [15], because of their right-hand sides which
are extremely difficult to deal with as a result of the triple products. These remarkable relations
follow from defining a map called the comultiplication ∆ : g → g ⊗ g on the generators and
demanding that the map is a homomorphism. This puts the structure of a Hopf algebra on Y (g)
[15]. The action of this map on the generators is given by

∆(x) = x⊗ 1 + 1⊗ x, (3.4)

∆ (J (x)) = J(x)⊗ 1 + 1⊗ J(x) +
1

2
[x⊗ 1, C] , (3.5)

where C = Ia ⊗ Ia is the Casimir operator.
We now summarize some of the properties of the Yangian for further use. First of all, we

note that the defining relations for the Yangian depend on the choice of invariant inner product.
However, one can easily show using Lemma 2.1 that the resulting Yangian is always isomorphic
[10, 15].

Drinfeld pointed out that for sl(n) (n > 2) the relation Eq. (3.3) follows from Eqs. (3.1) and
(3.2) [15, 39]. For sl(2) Eq. (3.2) follows from Eq. (3.1). This is in fact easy to establish. For
sl(2) the structure constants in the above basis are given by cabc = i

√
2εabc, where εabc is the

three-dimensional Levi-Civita symbol. Therefore the left hand side of Eq. (3.2) is equal to

i
√
2
(
εbcd[Ja, Jd] + εcad[Jb, Jd] + εabd[Jc, Jd]

)
.

This expression is completely antisymmetric in the indices a, b and c. Therefore, it can only be
nonzero if all indices are different, for instance if (abc) = (123). In that case the equation reads

i
√
2
(
ε23d[J1, Jd] + ε31d[J2, Jd] + ε12d[J3, Jd]

)
= i

√
2
(
[J1, J1] + [J2, J2] + [J3, J3]

)
,

which certainly vanishes. Therefore the left-hand side is zero in all cases. The right-hand side is
equal to

1

6
εadiεbejεcfkεijk{Id, Ie, If} =

1

6
εadiεbej

(
δciδfj − δcjδfi

)
{Id, Ie, If}

=
1

6

(
εadcεbef − εadfεbec

)
{Id, Ie, If} = 0,

because the triple product {Id, Ie, If} is symmetric in all of its indices. So both the left hand
and the right hand side always vanish in the case of sl(2).

For each λ ∈ C we can define an automorphism of the Yangian by [15]

τλ : Ia 7→ Ia, Ja 7→ Ja + λIa. (3.6)
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This automorphism can be used to generate a whole family of representations of the Yangian
out of one, as we will see in the next section. To see why this is an automorphism we replace Ja

by J̃a = Ja + λIa in Eq. (3.2),[
J̃a,
[
J̃b, Ic

]]
−
[
Ia,
[
J̃b, J̃c

]]
=f bcd

[
J̃a, J̃d

]
+ f cad

[
J̃b, J̃d

]
+ fabd

[
J̃c, J̃d

]
=
[
Ja,
[
Jb, Ic

]]
−
[
Ia,
[
Jb, Jc

]]
+ 2λ

(
f bcdfade + f cadf bde + fabdf cde

)
J̃e

+ λ2
(
f bcdfade + f cadf bde + fabdf cde

)
Ie

=
[
Ja,
[
Jb, Ic

]]
−
[
Ia,
[
Jb, Jc

]]
as a result of the Jacobi identity. We see that Eq. (3.2) is indeed invariant under τλ. A similar
calculation shows that Ia and J̃a satisfy Eq. (3.3) if Ia and Ja satisfy Eqs. (3.2) and (3.3).

Finally, we note that in the case of su(n), there is a nontrivial homomorphism from the Yan-
gian to the universal enveloping algebra U(su(n)), which is called the evaluation homomorphism.
Its explicit action on the generators is given by

ε(x) = x, (3.7)

ε(J(x)) =
1

4
tr(x{Ia, Ib})IaIb. (3.8)

In the case of n = 2, the expression tr(x{Ia, Ib}) always vanishes. To see this, we can take the Ia

to be proportional to the Pauli matrices. Then the anticommutator gives a nonzero expression
if and only if a = b in which case it is proportional to the identity matrix. Since the matrices in
su(2) are all traceless, the right hand side of (3.8) vanishes in all cases. For n > 2, one can write
x = vaIa to rewrite ε(J(x)) as

ε(J(x)) =
1

4
vadabcIbIc,

which is a useful formula for computations.

3.3 Representations of the Yangian

In this section we will look at representations of the Yangian and in particular of tensor products
of such representations. The comultiplication ∆ will play a vital role in this construction of the
tensor product representation. The representation theory of the Yangian will become important
when studying the Yang-Baxter equation in later chapters.

Let A be an algebra over C. A representation (ϕ, V ) is a pair of a vector space V (over
C) and an algebra homomorphism ϕ : A → GL(V ). For physical applications it is often very
useful to construct the tensor product of two representations, i.e. a representation (ψ, V1 ⊗ V2)
that can be constructed out of two representations (ϕ1, V1) and (ϕ2, V2) in a natural way. In
general, there is no way to do this as there are too many restrictions on ψ. For instance, the
map x 7→ ψ(x) = ϕ1(x) ⊗ ϕ2(x) is not linear, while x 7→ ψ(x) = ϕ1(x) ⊗ 1 + 1 ⊗ ϕ2(x) is not
multiplicative. If A is a Hopf algebra there is a way to overcome this using the comultiplication ∆,
which is an algebra homomorphism from A to A⊗A. We first define the following homomorphism

(ϕ1, ϕ2) : A⊗A→ GL(V1)⊗GL(V2),

where ϕi acts on the i
th

copy of A. Therefore, the map (ϕ1, ϕ2)◦∆ is an algebra homomorphism
from A to GL(V1)⊗GL(V2) ≃ GL(V1 ⊗ V2). This is what we will call the tensor product of two
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representations of the Yangian. From now on we shortly write V for a representation (ϕ, V ) if
no confusion can arise.

Let Y (sl(n)) be the Yangian of a Lie algebra sl(n). As we have seen, Y (sl(n)) carries the
structure of a Hopf algebra and there is a well-defined notion of the representation V1 ⊗ V2. Let
V be an irreducible representation of the Lie algebra sl(n). Using the evaluation homomorphism
ε from Eq. (3.7), we can extend ϕ to a representation of the Yangian ϕ ◦ ε. This induced
representation is certainly not unique. Using the one-parameter family of automorphisms τλ
from Eq. (3.6), we can in fact construct a one-parameter family of irreducible representations
of the Yangian corresponding to a single irreducible representation of the Lie algebra. Since τλ
acts by the identity on sl(n), all representations ϕ ◦ ε ◦ τλ extend ϕ. This representation will be
denoted by Vλ. It is clear that if V is irreducible, so is Vλ. The construction of this family of
representations will be used a lot when finding solutions of the Yang-Baxter equation.

3.4 Summary

In this chapter we have studied the Yangian, which is an associative algebra corresponding to
a simple Lie algebra. The definition of the Yangian that we presented was given in terms of a
set of generators and relations, which extend the relations of the Lie algebra generators. After
that we have reviewed some of its vital properties. These include the evaluation homomorphism
in Eq. (3.7) in the case of sl(n) and the one-parameter family of automorphims of the Yangian
in Eq. (3.6). As we have seen, these maps play crucial roles in the representation theory of the
Yangian, since they can be used to extend every Lie algebra representation to a one-parameter
family of representations of the corresponding Yangian. In the next chapter, we will investigate
the Haldane-Shastry model, which symmetry algebra is a representation of the Yangian.



Chapter 4

The Haldane-Shastry model

4.1 Introduction

In the preceding chapter we have seen the definition of the Yangian and investigated its properties.
Here we will investigate the Haldane-Shastry (HS) model, which is a model for a su(n) spin chain.
It is well known that this model has a very large symmetry algebra, which is a representation
of the Yangian, if all operators act in the fundamental representation [22]. We will explicitly
show this for the case of su(2). Using this large symmetry algebra, it is possible to give an exact
description of the ground state and the first excited states of the model [44]. Furthermore, we
will investigate a possible generalization of the Haldane-Shastry model to other representations
of su(2). We will present a general argument to exclude such a possibility of a spin chain with
Yangian symmetry in the case of spin-1.

4.2 Definition of the model

In 1988 Haldane and Shastry independently introduced a model for a long range spin chain
which later became known as the Haldane-Shastry model [21, 45]. It is also known as the 1/r2-
model because the interactions are of this type. The model is one of the rare examples of a
one-dimensional system in which anyon statistics and fractional quantization occur [44]. The
one-dimensional model has periodic boundary conditions and can be conveniently embedded
into the complex plane by mapping all sites to positions on the unit circle. To be precise, one
has

ηj = exp

(
2πi

N
j

)
as the new locations for the N sites. Under this embedding, the Hamiltonian for the system is
given by

HHS =
1

2

(
2π

N

)2∑
i ̸=j

Si · Sj

|ηi − ηj |2
, (4.1)

where Sj is the vector of spin operators Sa acting on the site ηj and can be expressed in terms
of the Lie algebra generators that act on the sites. Originally, the model was introduced as a
model for spin- 12 particles, but when all su(2) operators were replaced by su(n) operators acting

17
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in the fundamental representation, a lot of properties of the model remain intact. In particular,
the large symmetry algebra of the su(n) model is a representation of the Yangian. In the case
of su(2) and spin- 12 this fact can be used to find the ground state and elementary excitations of
the model, using the representation theory of the Yangian of sl(2) [44].

We now take a closer look at the symmetry algebra of the HS model. First of all, the
Hamiltonian commutes with the total spin S =

∑
j Sj , i.e. we have

[HHS,S] = 0. (4.2)

The total spin satisfies [Sa, Sb] = fabcSc, where fabc are the structure constants of su(n). As a
result of this, the above commutation relation implies that the Hamiltonian is su(n)-invariant.
The Hamiltonian also commutes with the rapidity operator Λ, which components are defined as

Λa =
1

2

∑
i,j=1
i ̸=j

ηi + ηj
ηi − ηj

fabcSb
iS

c
j , [HHS,Λ

a] = 0. (4.3)

Under su(n) transformations, Λa transforms as a vector

[Sa,Λb] = fabcΛc. (4.4)

One can check that Sa and Λa together satisfy the defining relations of the Yangian, as we will
do in the case of su(2) in Section 4.4. Therefore, the symmetry algebra of the HS model is a
finite-dimensional representation of the Yangian.

4.3 Symmetry algebra of the Haldane-Shastry model

In this section we will explicitly show that the operators S and Λ commute with the Hamiltonian
of the HS model. Before moving on to the calculations, we first list some preliminaries which
we later refer to. We assume that all spin operators act in the fundamental representation of
su(n). We fix a basis {T a} of traceless Hermitian matrices of su(n), such that tr(T aT b) = 1

nδ
ab

and define our spin operators to be Sa
i = 1

2I ⊗ I · · · I ⊗ T a ⊗ I · · · ⊗I, where T a is in the ith

place and I is the identity operator. Therefore, we have the following relation for products of
spin operators acting on the same site:

Sa
i S

b
i =

1

2
fabcSc

i +
1

2
dabcSc

i +
1

2n
δab. (4.5)

Here, fabc are the completely antisymmetric structure constants of the Lie algebra, while dabc

are the symmetric d-symbols. We will throughout this chapter always use the convention that
the lower indices refer to the sites, while the upper indices label the different basis vectors of
su(n). The Einstein summation convention will be used, but only for the upper indices. Eq.
(4.5) immediately leads to the following (anti-)commutation relations for the spin operators

[Sa
i , S

b
j ] = δijf

abcSc
i , (4.6)

{Sa
i , S

b
i } =

1

n
δab + dabcSc

i . (4.7)

Of course, the Jacobi identity for structure constants holds: fabcf cde + fdbcface + febcfadc = 0.
Using the identity [{T a, T b}, T c]+ [{T b, T c}, T a]+ [{T c, T a}, T b] = 0, which can easily be proved
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by expanding the left hand side, one can also derive a Jacobi-like relation between the structure
constants and the d-symbols:

fabcdcde + fdbcdace + febcdadc = 0. (4.8)

Additionally, we prove the following relation: fabcfabd = Cδcd, where C is a constant. To prove
it, we use Lemma 2.1. The Killing form satisfies the necessary conditions and in components it
is equal to Bcd = −fabcfabd. Therefore it is proportional to the trace form, which is given by
1
nδ

cd, due to our choice of basis.
Furthermore, we add some results about complex numbers. In the following, we write ηj =

exp (2πij/N) and abbreviate ωij = (ηi + ηj)/(ηi − ηj) and tij = |ηi − ηj |−2. First of all, we have
the following identity [30]

tij(ωjk − ωik) =
1

|ηi − ηj |2

(
ηj + ηk
ηj − ηk

− ηi + ηk
ηi − ηk

)
= − ηiηj

(ηi − ηj)2
(ηj + ηk)(ηi − ηk)− (ηi + ηk)(ηj − ηk)

(ηj − ηk)(ηi − ηk)

= − ηiηj
(ηi − ηj)2

ηiηk − ηkηj + ηiηk − ηkηj
(ηj − ηk)(ηi − ηk)

=
2ηiηjηk

(ηi − ηj)(ηj − ηk)(ηk − ηi)
, (4.9)

where we note that this expression is antisymmetric in all indices. The following identities are
essential as well,

N∑
i=1
i ̸=j

tijωji = 0 (4.10)

N∑
i=1
i ̸=j

ωij = 0. (4.11)

The proof of these two identities will be given in the appendix to this chapter.
Finally we note the following expression, which is true in any associative algebra:

[AB,CD] = A[B,C]D +AC[B,D] + [A,C]DB + C[A,D]B.

Since we have introduced all the relations necessary for the proofs of Eq. (4.2) and Eq. (4.3),
we can start with the commutation relation of the Hamiltonian and the total spin operator [43],

[HHS, S
a] =

[
1

2

(
2π

N

)2∑
i ̸=j

Sb
iS

b
j

|ηi − ηj |2
,

N∑
k=1

Sa
k

]

=
1

2

(
2π

N

)2∑
i,j,k
i̸=j

δikf
bacSc

iS
b
j + δjkf

bacSb
iS

c
j

|ηi − ηj |2

=
1

2

(
2π

N

)2∑
i ̸=j

f bac(Sc
iS

b
j + Sb

iS
c
j )

|ηi − ηj |2

= 0 (4.12)
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due to the antisymmetry of the structure constants.
The fact that the rapidity operator transforms as a vector under su(n) transformations can

also be checked easily, using the Jacobi identity [43]

[Sa,Λb] =
1

2

N∑
i,j,k=1
j ̸=k

ωjkf
bcd[Sa

i , S
c
jS

d
k ]

=
1

2

N∑
i,j,k=1
j ̸=k

ωjkf
bcd
(
faceδijS

e
i S

d
k + fadeδikS

c
jS

e
i

)

=
1

2

N∑
i,j,k=1
j ̸=k

ωjkf
bcd
(
faceδijS

e
i S

d
k + faceδijS

d
kS

e
i

)

=
1

2

N∑
i,k=1
i ̸=k

ωikf
bcd
(
faceSe

i S
d
k + faceSd

kS
e
i

)

=
1

2

N∑
i,k=1
i ̸=k

ωik

(
f bcdface − f bcefacd

)
Se
i S

d
k

=
1

2

N∑
i,k=1
i ̸=k

ωikf
abcf cedSe

i S
d
k

= fabcΛc. (4.13)

We note that these two properties only rely on the Lie algebra properties of su(n) and not on
the representation in which the spin operators act.

Now we proceed to calculate the commutation relation of the Hamiltonian and the rapidity
operator. Using the definitions in Eqs. (4.1) and (4.3) we have

[HHS,Λ
b] =

( π
N

)2 ∑
i ̸=j,k ̸=l

tijωklf
bcd[Sa

i S
a
j , S

c
kS

d
l ]

=
( π
N

)2 ∑
i ̸=j,k ̸=i

tijωklf
bcd
(
δjkf

aceSa
i S

e
jS

d
l + δjlf

adeSa
i S

c
kS

e
j

+ δikf
aceSe

i S
d
l S

a
j + δjkf

adeSc
kS

e
i S

a
j

)
=
( π
N

)2 ∑
i ̸=j,k ̸=l

tijωklf
bcd
(
δjkf

aceSa
i S

e
jS

d
l + δjkf

aceSa
i S

d
l S

e
j

+ δjkf
aceSe

jS
d
l S

a
i + δjkf

aceSd
l S

e
jS

a
i

)
=
( π
N

)2 ∑
i ̸=j ̸=k ̸=i

tijωjkf
bcdfaceSe

j {Sa
i , S

d
k}

=
( π
N

)22
∑

i ̸=j ̸=k ̸=i

tijωjkf
bcdfaceSe

jS
a
i S

d
k +

∑
i ̸=j

tijωjif
bcdfaceSe

j {Sa
i , S

d
i }

 .

(4.14)
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We investigate these two terms separately. For the first one we note that we can use the Jacobi
identity and Eq. (4.9):

2
∑

i ̸=j ̸=k ̸=i

tijωjkf
bcdfaceSe

jS
a
i S

d
k = 2

∑
i ̸=j ̸=k ̸=i

tijωjk

(
f bacfdec − f becfdac

)
Se
jS

a
i S

d
k

= 2
∑

i ̸=j ̸=k ̸=i

tij (ωjk − ωik) f
bacfdecSe

jS
a
i S

d
k

= 2
∑

i ̸=j ̸=k ̸=i

tij (ωjk − ωik)
(
faecf bdc − fadcf bec

)
Se
jS

a
i S

d
k

= −4
∑

i ̸=j ̸=k ̸=i

tij (ωjk − ωik) f
bacfdecSe

jS
a
i S

d
k

and this expression is equal to a multiple of itself and therefore vanishes. For the second term
in Eq. (4.14) we note∑

i ̸=j

tijωjif
bcdfaceSe

j {Sa
i , S

d
i } =

∑
i̸=j

tijωjif
bcdfaceSe

j

(
1

n
δad + dadfSf

i

)
.

The first part of this expression vanishes as a result of Eq. (4.10), while for the second part it
follows from Eq. (4.8) that

f bcdfacedadf = face(facddbdf − ffcddbad).

We claim that the right hand side is symmetric in e and f . For the first term this follows from
fabcfabd = Cδad. For the second term we note

faceffcddbad = fdceffcadbda = facffecddbad.

Using the fact that tijωji = −tjiωij , we see that∑
i ̸=j

tijωjif
bcdfaceSe

j {Sa
i , S

d
i } = 0.

We conclude that the commutator between the Hamiltonian and the rapidity operator vanishes.
We note that this result, unlike Eq. (4.12) and Eq. (4.13), does depend on the fact that
the su(n) operators act in the fundamental representation. The relation Eq. (4.5) does not
generalize to arbitrary representations. Using numerical calculations we have established that
for other representations the commutator does not vanish.

4.4 Serre relation of the Yangian for the Haldane-Shastry
model

In the preceding section we have shown that the total spin operator S and the rapidity operator
Λ both commute with the Hamiltonian of the HS model. Therefore, these two operators generate
a symmetry algebra of the model. We will explicitly show for the case of su(2) that this algebra
is a finite-dimensional representation of the Yangian. The necessary and sufficient condition is
the existence of operators that satisfy the defining relations (Eqs. (3.1) –(3.3)) of the Yangian.
We will show that this is the case for the operators S and Λ, which satisfy Eq. (3.1) as we have
seen in Eq. (4.13). In the case of su(2), Eq. (3.2) is automatically satisfied. Therefore, we only
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have to check Eq. (3.3), which is also called the Serre relation of the Yangian. For su(2) the
structure constants in the basis of spin operators (which equal half the Pauli matrices) are equal
to fabc = iεabc where εabc is the three-dimensional Levi-Civita symbol. This will simplify the
calculations enormously, as a result of the convenient formulas for the contraction of multiple
Levi-Civita symbols. We start by computing the commutator of two rapidity operators, using
that ωij = −ωji,

[Λa,Λb] = − i

4

∑
i ̸=j
k ̸=l

ωijωklε
acdεbef

(
δjkε

degSc
iS

g
j S

f
l + δjlε

dfgSc
iS

e
kS

g
j

+ δikε
cegSg

i S
f
l S

d
j + δilε

cfgSe
kS

g
i S

d
j

)
= − i

4

∑
i ̸=j
k ̸=l

ωijωklε
acdεbefεdegδjk

(
Sc
iS

g
j S

f
l + Sc

iS
f
l S

g
j + Sg

j S
f
l S

c
i + Sf

l S
g
j S

c
i

)

= − i

2

∑
i ̸=j ̸=k

ωijωjkε
acdεbefεdegSg

j {S
c
i , S

f
k }. (4.15)

We split this into two terms: one term with three different sites involved (T ab) and one with
only two sites involved (Rab). So T ab consists of all the terms with i ̸= k, while Rab contains the
terms with i = k. First we investigate Rab. We will show that this term will not contribute to
the Serre relation if and only if all the operators Sa

i act in the fundamental representation. We
have

Rab = − i

2

∑
i ̸=j

ωijωjiε
acdεbefεdegSg

j {S
c
i , S

f
i }.

We insert the expression for the anticommutator and simplify the product of the Levi-Civita
symbols

Rab = − i

4

∑
i ̸=j

ωijωjiε
acdεbefεdegδcfSg

j

= − i

4

∑
i ̸=j

ωijωjiε
acdδbdδcgSg

j

=
i

4

∑
i ̸=j

ωijωjiε
abcSc

j .

To proceed, we note that only the factor ωijωji depends on the label i. There is a simple
expression for the remaining summation over i,

N∑
i=1
i ̸=j

ωijωji =
(N − 1)(N − 2)

3
, (4.16)

which is proven in the appendix to this chapter. Conveniently, the right hand side does not
depend on the index j. As a result, we see that Rab is proportional to εabcSc. Since we are
ultimately interested in the quantity [Rab,Λc] because it enters the Serre relation in that way,
we see that we can use the fact that the rapidity operator transforms as a vector under su(2)
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transformation to circumvent the use of any indices for the sites. To be precise, Rab appears in
the Serre relation as

[Rab, [Sp,Λq]]+[Rpq, [Sa,Λb]] = − (N − 1)(N − 2)

12

(
εabcεpqr[Sc,Λr] + εabcεpqr[Sr,Λc]

)
. (4.17)

This expression vanishes as a result of [Sc,Λk] + [Sk,Λc] = 0. We conclude that the term Rab in
[Λa,Λb] does not contribute to the Serre relation and can be ignored in the rest of the calculation.
Here we would like to stress that this is only true when the spin operators in question have s = 1

2 .
For other su(2) representations, there is no convenient expression for the anticommutator. As a
result, in that case Eq. (4.16) cannot be used and there is no simple form for Rab. Numerical
calculations imply that for higher spin representations, the above conclusion is not always true
and Rab does contribute to the Serre relation.

The remaining term that we have to calculate is
[
T ab, [Sr,Λs]

]
+
[
T rs, [Sa,Λb]

]
, where we

recall that T ab are the terms in Eq. (4.15) that act nontrivially on three different sites. We will
not do this calculation in full detail but reduce the problem to two equations and check one of
them. We start with the following observation.

Lemma 4.1. Both the left hand side and right hand side of the Serre relation have the following
symmetries:

T abrs = −T bars = −T abrs,

T abrs = T rsab,

T [abrs] = 0.

where T abrs is a shorthand notation for the complete left or right hand side and T [abrs] is the
completely antisymmetrized version of T abij. As a consequence, both sides have six independent
components.

Proof. From [Ia, Jb] = −[Ib, Ja] we see that the left hand side is antisymmetric in the first and
last two indices. For the right-hand side this follows from

24cabcdef{Id, Ie, Jf} = cadpcbeqccfrcpqr{Id, Ie, Jf}
= caeqcbdpccfrcqpr{Ie, Id, Jf}
= −caeqcbdpccfrcpqr{Id, Ie, Jf}
= −24cbacdef{Id, Ie, Jf}.

The fact that both sides are symmetric under the exchange of the first and last pair of indices
is obvious. Finally, we note that T [abij] is completely antisymmetric with four different indices,
which can only take three values. Therefore, in each case at least two index values are equal and
the expression vanishes due to antisymmetry. The statement about the number of independent
components follows from the observation that the symmetries of both sides of the Serre relation
are the same as that of the Riemann tensor (from the theory of Riemannian manifolds) which
has six independent components in three dimensions [9].

The six independent components in question are T 1212, T 2323, T 3131, T 1223, T 2331 and T 3112.
We abbreviate T abij

l and T abij
r for the left and right hand side of the Serre relation respectively.

To proceed, we plug in the values for the indices on both sides. We note that the structure
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constants acquire an extra factor of
√
2 in the orthonormal basis, i.e. cabc = i

√
2εabc. As a

result, one finds

T 1212
l = 2

[
[J1, J2], [I1, J2]

]
= 2

√
2i
[
[J1, J2], J3

]
,

T 1223
l =

[
[J1, J2], [I2, J3]

]
+
[
[J2, J3], [I1, J2]

]
=

√
2i
[
[J1, J2], J1

]
+
√
2i
[
[J2, J3], J3

]
and

T 1212
r =

1

12

(
c1dic2ejccfkcijkc12c

)
{Id, Ie, Jf}

=
i
√
2

3

(
ε1diε2ej

(
δ3iδfj − δ3jδfi

)
ε123

)
{Id, Ie, Jf}

=
i
√
2

3

(
ε1d3ε2ef − ε1dfε2e3

)
{Id, Ie, Jf}

=
i
√
2

3

(
{I2, I3, J1} − {I2, I1, J3}+ {I2, I1, J3} − {I3, I1, J2}

)
=

i
√
2

3

(
{I2, I3, J1} − {I3, I1, J2}

)
.

Similarly, one finds

T 1223
r =

i
√
2

6

(
{I3, I3, J2}+ {I2, I3, J3} − {I1, I1, J2} − {I2, I1, J1}

)
.

In the case of the Haldane-Shastry model, it suffices to check only the equations T 1212
l = T 1212

r

and T 1223
l = T 1223

r . The reason for this is that in the construction of the operators Sa and
Λa all three spatial directions (x, y, z) are treated on equal footing. Furthermore, the structure
constants are invariant under cyclic permutation. Therefore, cyclicly permuting the above two
equations will lead to the other four.

We will only check the relation T 1212
l = T 1212

r and leave the other equation for the reader.
Under the identification Ia =

√
2Sa and Ja =

√
2Λa, this equation becomes[

[Λ1,Λ2],Λ3
]
=

1

6

(
{S2, S3,Λ1} − {S3, S1,Λ2}

)
. (4.18)

We showed in Eq. (4.17) that the left hand side is equal to [T 12,Λ3] where T 12 only contains
the terms of [J1, J2] with the three spin operators on three different sites. Using the definition
of T ab and the contraction of some Levi-Civita symbols, we find

T 12 = i
∑

i ̸=j ̸=k ̸=i

ωijωjk(S
1
i S

1
jS

3
k + S2

i S
2
jS

3
k + S3

i S
3
jS

3
k).

Therefore, we have

[T 12,Λ3] = −
∑

i ̸=j ̸=k ̸=i
l ̸=m

ωijωjkωlm

[
S1
i S

1
jS

3
k + S2

i S
2
jS

3
k + S3

i S
3
jS

3
k, S

1
l S

2
m

]
= −i

∑
i ̸=j ̸=k ̸=i

l ̸=m

ωijωjkωlm

(
δklS

1
i S

1
jS

2
kS

2
m − δkmS

1
i S

1
jS

1
kS

1
l + δjmS

1
i S

1
l S

3
jS

3
k + δimS

1
l S

3
i S

1
jS

3
k

+ δklS
2
i S

2
jS

2
kS

2
m − δkmS

2
i S

2
jS

1
l S

1
k − δjlS

2
i S

3
jS

2
mS

3
k − δilS

3
i S

2
mS

2
jS

3
k + δklS

3
i S

3
jS

2
kS

2
m
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− δkmS
3
i S

3
jS

1
l S

1
k − δjmS

3
i S

1
l S

1
jS

3
k + δjlS

3
i S

2
jS

2
mS

3
k + δilS

2
i S

2
mS

3
jS

3
k − δimS

1
l S

1
aS

3
jS

3
k

)
= −i

∑
i ̸=j ̸=k ̸=i

l ̸=m

ωijωjkωlm

(
δil
(
−S1

mS
3
i S

1
jS

3
k − S3

i S
2
mS

2
jS

3
k + S2

i S
2
mS

3
jS

3
k + S1

mS
1
aS

3
jS

3
k

)
+ δjl

(
−S1

i S
1
mS

3
jS

3
k − S2

i S
3
jS

2
mS

3
k + S3

i S
1
mS

1
jS

3
k + S3

i S
2
jS

2
mS

3
k

)
+ δkl(S

1
i S

1
jS

2
kS

2
m

+ S1
i S

1
jS

1
kS

1
m + S2

i S
2
jS

2
kS

2
m + S2

i S
2
jS

1
mS

1
k + S3

i S
3
jS

2
kS

2
m + S3

i S
3
jS

1
mS

1
k)
)
.

We note that there are two kinds of terms. Namely, the spin operators act either on three or
four different sites. We start with the investigation of the terms were the spin operators act on
four different sites, i.e. the terms were all indices are different. We read off that these terms are
equal to

− i
∑′

i,j,k,m

⟨
ωijωjkωim

(
−S1

mS
3
i S

1
jS

3
k − S3

i S
2
mS

2
jS

3
k + S2

i S
2
mS

3
jS

3
k + S1

mS
1
i S

3
jS

3
k

)
+

ωijωjkωjm

(
−S1

i S
1
mS

3
jS

3
k − S2

i S
3
jS

2
mS

3
k + S3

i S
1
mS

1
jS

3
k + S3

i S
2
jS

2
mS

3
k

)
+

ωijωjkωkm

(
S1
i S

1
jS

2
kS

2
m + S1

i S
1
jS

1
kS

1
m + S2

i S
2
jS

2
kS

2
m + S2

i S
2
jS

1
mS

1
k

+ S3
i S

3
jS

2
kS

2
m + S3

i S
3
jS

1
mS

1
k

)⟩
.

The prime on the sum denotes that values of equal indices are omitted. Before we proceed, we
note that some of these terms vanish.∑′

i,j,k,m

ωijωjkωkm(S2
i S

2
jS

1
kS

1
m + S1

i S
1
jS

2
kS

2
m) =

∑′

i,j,k,m

(ωijωjkωkm + ωmkωkjωji)S
2
i S

2
jS

1
kS

1
m

=
∑′

i,j,k,m

(ωijωjkωkm − ωijωjkωkm)S2
i S

2
jS

1
kS

1
m

= 0.

Similarly, the two terms for which all spin operators act in the same direction are 0. This leaves
ten terms in total, which all have precisely two spin operators in the z-direction. We now collect
the five terms that also have two spin operators acting in the x-direction and we simplify the
result. Here the relation ωijωik + ωjiωjk + ωkiωkj = 1 will often come in handy. Using this we
can simplify the result to find

− i
∑′

i,j,k,m

⟨
ωijωjkωim

(
−S1

mS
3
i S

1
jS

3
k + S1

mS
1
i S

3
jS

3
k

)
+

ωijωjkωjm

(
−S1

i S
1
mS

3
jS

3
k + S3

i S
1
mS

1
jS

3
k

)
+ ωijωjkωkmS

3
i S

3
jS

1
mS

1
k

⟩
= −i

∑′

i,j,k,m

(
− ωmjωjkωmi + ωimωmkωij − ωimωmkωmj + ωmjωjkωji

+ ωmkωkjωji

)
S1
i S

1
jS

3
kS

3
m

= −i
∑′

i,j,k,m

(ωimωmjωjk + ωimωmkωij − ωimωmkωmj + ωmjωjkωji + ωmkωkjωji)S
1
i S

1
jS

3
kS

3
m

= −i
∑′

i,j,k,m

(ωij (ωjmωjk + ωkmωkj) + ωimωmjωjk + ωimωmkωij + ωmiωmkωmj)S
1
i S

1
jS

3
kS

3
m
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= −i
∑′

i,j,k,m

(ωij − ωijωmjωmk + ωimωmjωjk + ωimωmkωij + ωmiωmkωmj)S
1
i S

1
jS

3
kS

3
m

= −i
∑′

i,j,k,m

(
− ωijωmjωmk + ωimωmjωjk + ωimωmkωij

+ ωmj (1− ωimωik − ωkmωki)
)
S1
i S

1
jS

3
kS

3
m

= −i
∑′

i,j,k,m

(ωmj + (ωimωmkωij − ωijωmjωmk) + (ωimωmjωjk − ωmjωimωik))S
1
i S

1
jS

3
kS

3
m

= −i
∑′

i,j,k,m

ωmjS
1
i S

1
jS

3
kS

3
m.

The terms between the inner brackets cancel each other after a permutation of indices. We
conclude that the term with two spin operators in the x-direction and two in the z-direction is
equal to

i
∑′

i,j,k,m

ωikS
1
i S

1
jS

3
kS

3
m. (4.19)

Following similar steps one can show that the term containing two spin operators in the y-
direction and two in the z-direction, which all act on different sites is equal to

i
∑′

i,j,k,m

ωikS
2
i S

2
jS

3
kS

3
m. (4.20)

Having dealt with the terms acting all on different sites, we can look for the terms with multiple
spin operators on the same site. These are the following terms

− i
∑

i ̸=j ̸=k ̸=i

⟨
ωijωjkωij

(
−S1

jS
3
i S

1
jS
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i S
2
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3
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3
jS
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)
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−S1
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3
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3
k
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1
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1
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2
jS

2
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3
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1
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3
k
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+ ωijωjkωki
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S1
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1
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1
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) ⟩
.

The Clifford algebra structure that the Pauli matrices satisfy allows for the following simplifica-
tion

− i
∑

i ̸=j ̸=k ̸=i

⟨
ωijωjkωij

(
−1

4
S3
i S

3
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4
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i

2
S2
i S

1
jS

3
k − i

2
S2
jS

1
i S

3
k

)
+
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(
i

2
S2
kS

3
i S

1
j − i

2
S3
i S

1
kS

2
j +
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+
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+
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ωijωjkωki

(
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3
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1
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+
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2
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3
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2
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4
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1
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4
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2
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1
jS

2
k +
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2
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)⟩
.

Close inspection shows that there are only two kinds of terms. On one hand, there are terms
with two spin operators pointing in the same direction and on the other hand, we have terms
with three spin operators pointing in different directions. We start with investigating the terms
with two spin operators in the z-direction. One finds

i

2

∑
i ̸=j ̸=k ̸=i

(
ωijωjkωijS

3
i S

3
k + ωijωjkωjiS

3
jS

3
k

)
=

i

2

∑
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(
ωijωjkωijS

3
i S

3
k + ωjiωikωijS

3
i S

3
k

)
=

i

2

∑
i ̸=j ̸=k ̸=i

ωijωjkωijS
3
i S

3
k +

(N − 1)(N − 2)

6

∑
i ̸=k

ωikS
3
i S

3
k +

i

2

∑
i̸=k

ω3
ikS

3
i S

3
k

=
i

2

∑
i ̸=j ̸=k ̸=i

ωji (1− ωkjωki − ωijωik)S
3
i S

3
k.

These three terms all vanish, due to Eq. (4.11) and Eq. (4.16). One has to be very careful when
using these relations, since two values for the index j are omitted instead of one. However, the
extra terms all vanish due to the symmetry of S3

i S
3
k in i and k. Similarly, one can show that

the terms proportional to S2
i S

2
k and S1

i S
1
k vanish. This only leaves the terms with three spin

operators in three different directions, which are (after relabeling indices)

1

2

∑
i ̸=j ̸=k ̸=i

(ωjiωikωji − ωijωjkωij + ωkiωijωkj − ωkjωjiωki + ωjkωkiωji − ωikωkjωij

+ ωjiωikωij − ωijωjkωji + ωikωkjωkj − ωjkωkiωki − ωkiωijωij + ωkjωjiωji

+ ωkiωijωjk − ωkjωjiωik − ωikωkjωji + ωjkωkiωij + ωikωkjωjk

− ωjkωkiωik − ωkiωijωji + ωkjωjiωij)S
1
i S

2
jS

3
k.

Close inspection reveals that all of these terms cancel each other. Therefore, the left hand side
of the Serre relation only contains terms with four spin operators on four different sites, which
is a remarkable fact. To be precise, using Eq. (4.19) and (4.20), we have

T 1212
l = i

∑′

i,j,k,m

ωikS
1
i S

1
jS

3
kS

3
m + i

∑′

i,j,k,m

ωikS
2
i S

2
jS

3
kS

3
m. (4.21)

We look at the right hand side of the Serre equation Eq. (4.18), which is equal to 1
6 ({S

2, S3,Λ1}−
{S3, S1,Λ2}) in the particular case we are interested in. First, we investigate one of these triple
products and expand all terms

{S3, S1,Λ2} = i
∑
i,j

k ̸=m

ωkm{S1
i , S

3
j , S

3
kS

1
m}

= i
∑′

i,j,k,m

ωkm{S1
i , S

3
j , S

3
kS

1
m}+ i

∑′

i,k,m

ωkm{S1
i , S

3
i , S

3
kS

1
m}+ i

∑
i,m

′ωim{S1
i , S

3
i , S

3
i S

1
m}
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+ i
∑′

i,m

ωmi{S1
i , S

3
i , S

3
mS

1
i }+ i

∑′

i,j,m

ωim{S1
i , S

3
j , S

3
i S

1
m}+ i

∑′

i,j,m

ωmi{S1
i , S

3
j , S

3
mS

1
i }

+ i
∑′

i,j,m

ωjm{S1
i , S

3
j , S

3
jS

1
m}+ i

∑′

i,j,m

ωmj{S1
i , S

3
j , S

3
mS

1
j }

= 6i
∑′

i,j,k,m

ωkmS
1
i S

3
jS

3
kS

1
m + 3i

∑′

i,k,m

ωkm{S1
i , S

3
i }S3

kS
1
m + i

∑′

i,m

ωim{S1
i , S

3
i , S

3
i }S1

m

+ i
∑′

i,m

ωmi{S1
i , S

3
i , S

1
i }S3

m + 3i
∑′

i,j,m

ωim{S1
i , S

3
i }S3

jS
1
m + 3i

∑′

i,j,m

ωmi{S1
i , S

1
i }S3

jS
3
m

+ 3i
∑′

i,j,m

ωjm{S3
j , S

3
j }S1

i S
1
m + 3i

∑′

i,j,m

ωmj{S3
j , S

1
j }S1

i S
3
m.

We can use the fact that {Sa
i , S

b
i } = 1

2δ
ab, which allows us to drop some terms and simplify some

others. We note that this is only true for spin- 12 operators and does not generalize to arbitrary
spin. Similarly, we can rewrite

{S1
i , S

3
i , S

1
i } = 2S1

i S
3
i S

1
i + 2S1

i S
1
i S

3
i + 2S3

i S
1
i S

1
i =

1

2
S3
i ,

which leads to

{S3, S1,Λ2} = 6i
∑′

i,j,k,m

ωkmS
1
i S

3
jS

3
kS

1
m +

3i

2

∑′

i,j,m

ωimS
1
jS

1
m +

3i

2

∑′

i,j,m

ωmjS
3
i S

3
m. (4.22)

This can be simplified further by noting the following relation, which follows from Eq. (4.11)

N∑
i=1

j ̸=i ̸=m

ωim =
N∑
i=1
i ̸=m

ωim − ωjm = −ωjm

and therefore the last two terms in Eq. (4.22) vanish. We find that

{S3, S1,Λ2} = 6i
∑′

i,j,k,m

ωkmS
1
i S

3
jS

3
kS

1
m = −6i

∑′

i,j,k,m

ωikS
1
i S

1
jS

3
kS

3
m, (4.23)

which is very convenient expression and of course only holds for spin- 12 operators. Similarly, one
can show that

{S2, S3,Λ1} = 6i
∑′

i,j,k,m

ωkmS
2
i S

3
jS

2
kS

3
m = 6i

∑′

i,j,k,m

ωikS
2
i S

2
jS

3
kS

3
m. (4.24)

Combining the results obtained in Eqs. (4.18), (4.21), (4.23) and (4.24) with each other, we see
that the Serre relation is satisfied.

4.5 Existence of a spin-1 chain with Yangian symmetry

We have seen that Sa and Λa satisfy the Serre relation in the case of spin- 12 . We are interested
in a spin-1 generalization of the Haldane-Shastry model, i.e. a long range spin chain with
Yangian symmetry. Here, the Yangian symmetry should be generated by the total spin and
some nontrivial operator to get an interesting result. Nontrivial means that the second operator,
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the analogue of the rapidity operator in the spin-12 case, should not be a multiple of the total
spin. In that case, the defining relations of the Yangian are satisfied, but the symmetry algebra of
the system is not necessarily large. We will give an argument why replacing the spin-12 operators
by their spin-1 counterparts does not work, based on numerical calculations. In that case, the
rapidity operator does not commute with the Hamiltonian and the Serre relation Eq. (3.3) is
not satisfied. Of course, it could well be there is another spin-1 model for which there exists a
Yangian symmetry. We can make a similar observation in the case of the Heisenberg spin chain.
In the case of spin- 12 , the Hamiltonian reads [19]

HH = −J
N∑
i=1

Si · Si+1

where we assume periodic boundary conditions. Here, the sign of J determines if the system
describes ferromagnetic or antiferromagnetic behaviour. The model, as defined for spin-12 is
integrable, which will be shown in the Chapter 6. If we naively replace the spin- 12 operators by
the corresponding operators for spin-1, we obtain a nonintegrable system. However, there is a
spin-1 generalization of the Heisenberg model that is integrable which is known as the Babujian-
Takhtajan model [3, 19, 47]

HBT = J
N∑
i=1

[
Si · Si+1 − (Si · Si+1)

2
]
.

We see that an extra term is added to maintain the integrability. One could hope for a similar
situation in the case of the HS model.

If there would be a spin-1 generalization of the HS model, then there would also be a nontrivial
representation of the Yangian that is generated by the total spin and some other operator. We
assume that this other operator is also constructed out of spin operators. In the case of the spin-12
HS model, this other operator is the rapidity which contains the product of two spin operators.
A heuristic argument shows that this should always be the case. Suppose our second operator
has (at most) a term with n spin operators. Then if we plug this in in the Serre relation, the left
hand side contains product of at most 3n+1− 3 = 3n− 2 spin operators. Indeed, we get 3n+1
spin operators from our products and lose three of them using the commutators. The right hand
side contains terms with at most n+ 2 spin operators. In principle, these numbers do not have
to be equal because the number of spin operators could go down as a result of the following:

� Terms could cancel as a result of symmetries in the indices.

� The su(2) commutation relations can be used to decrease the number of spin operators by
one.

� The Casimir element (or the square of the spin operator on one site in physical language)
could also lower the number of spin operators by two.

However, if we for instance assume n = 3 the maximum number of spin operators on the left
hand side is 7 while on the right hand side it is 4. In that case all terms containing 5, 6 and 7
spin operators should cancel against each other. For higher numbers of n the difference only gets
larger. Therefore, we assume that the maximum number of spin operators should be two and
will not pursue the case of more spin operators. This allows terms with zero, one and two spin
operators. Constant terms prevent the fact that the total operator should transform as a vector
under su(2) transformations. By translational invariance, the only term with one spin operator
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that is allowed is the total spin, which can be ignored. As a result, we only have to consider
terms that have precisely two spin operators. The most general form for such an operator is

Λa =
∑
i ̸=j

αijg
abcSb

iS
c
j ,

where αij and gabc are arbitrary tensors. Translational and rotational invariance imply that
we can write αij and gabc as separate tensors. Of course, we may assume αijg

abc = αjig
acb.

Furthermore, αij should either be antisymmetric or symmetric to avoid breaking translational
invariance. We compute

[Sa,Λb] = 2i
∑
i,j

αijg
bcdεaceSd

i S
e
j .

It turns out that insisting on Eq. (4.4) leads to the requirement that αij is antisymmetric and
that gabc is proportional to εabc. To see this, one first takes the index values of a and b equal.
Then one finds that αij is either antisymmetric or that gcde vanishes, when the indices are all
different. Then picking different choices of a and b one can show that the latter condition leads
to gabc = 0. Hence, α is antisymmetric. Again, plugging in all possible values for a and b gives
relations between the different index values for gabc which has, up to some constant, a unique
solution. Therefore, the most general form for Λa is in fact equal to

Λa =
i

2

∑
i ̸=j

αijε
abcSb

iS
c
j ,

with αij = −αji, where we have rescaled αij . Numerical calculations show that the Serre relation
Eq. (3.3) has no nonzero solutions if we plug in the above ansatz for Λa, in the case of spin-1, if
the number of particles is six or below. This is already suggested by the calculation we presented
in Section 4.4, where we showed that the Serre relation is satisfied for spin-12 . There we found
that both sides of Eq. (3.3) only contain terms with four spin operators that act on different
sites. All the other terms cancelled. We already noted that this conclusion is based on the fact
that in the case of spin- 12 the spin operators also satisfy a Clifford algebra structure. For higher
spin, it is still true that the terms with all spin operators acting on different sites on the left and
right hand side of the Serre relation are the same. However, the terms with spin operators acting
on the same site give problems. In the case of spin- 12 one can use the Clifford algebra structure
to simplify those. This no longer works for higher spin and, as the numerical calculations show,
the extra terms do not cancel.

Therefore, there are no global spin-1 representations for the Yangian, which also excludes the
possibility of a spin-1 chain with Yangian symmetry.

4.6 Summary

In this chapter we have investigated the Haldane-Shastry model, in particular the properties
regarding the Yangian symmetry. We have explicitly checked the Yangian symmetry of the model
in the case of the fundamental representation su(2), which corresponds to spin- 12 . We provided a
general argument to exclude the possibility of a representation of the Yangian extending a global
spin-1 representation, if the components of the total spin should be part of the generators. As a
consequence, there does not exist a higher spin generalization of the Haldane-Shastry model.
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4.7 Appendix

In the preceding sections we looked at some properties of the Haldane-Shastry model. In particu-
lar, we calculated the commutator of the Haldane-Shastry Hamiltonian and the rapidity operator
and we checked that the total spin and the rapidity satisfy the Serre relation for the Yangian.
In these computations we used some identities regarding complex numbers, which we will prove
here.

We will follow the notation of this chapter and set ηj = exp (2πij/N),
ωij = (ηi + ηj)/(ηi − ηj) and tij = |ηi − ηj |−2. We want to prove the following identities

N∑
i=1
i ̸=j

ωij = 0, (4.25)

N∑
i=1
i ̸=j

tijωji = 0, (4.26)

N∑
i=1
i ̸=j

ωijωji =
(N − 1)(N − 2)

3
. (4.27)

We note that we have ηNj = 1 and therefore we can write

zN − 1 =

N∏
i=1

(z − ηi) (4.28)

since both sides are polynomials of degree N with the same N roots. The coefficient in front of
the term zN−1 is zero on the left hand side, so it should be zero on the right hand side as well.
Hence, we find (for N ̸= 1)

N∑
i=1

ηi = 0.

We look at the reciprocal of Eq. (4.28) and use partial fraction decomposition to find

1

zN − 1
=

N∑
i=1

ηi
N(z − ηi)

and from this one easily solves for

N∑
i=1

1

z − ηi
=
NzN−1

zN − 1
. (4.29)

We are interested in the following expression for m = 1, m = 2 and m = 3,

N−1∑
i=1

1

(ηi − 1)m
. (4.30)
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Using Cauchy’s theorem, we can rewrite the sum in terms of an integral [37]. We define a contour
C that encloses all ηi for 1 ≤ i ≤ N − 1 with winding number 1, but does not enclose 1. The
contour C ′ is a small circle around 1. Then we have

N−1∑
i=1

1

(ηi − 1)m
=

1

2πi

N−1∑
i=1

∮
C

1

(z − 1)m
1

z − ηi
dz

(i)
=

1

2πi

N∑
i=1

∮
C

1

(z − 1)m
1

z − ηi
dz

(ii)
=

1

2πi

∮
C

1

(z − 1)m
NzN−1

zN − 1
dz

(iii)
= − 1

2πi

∮
C′

1

(z − 1)m
NzN−1

zN − 1
dz

= Res(gm(z), 1),

where we have defined gm(z) = − 1
(z−1)m

NzN−1

zN−1
in the last line. At (i) we use that the contour

does not contain the point z = 1 and therefore the extra term is 0. Then we use Eq. (4.29) at
(ii). Finally, at (iii) we note that a circular contour at infinity will vanish since the integrand
will go at least as |z|−2 to zero. Therefore we integral over the contour C + C ′ (which gives the
same value as the integral over the circular contour at infinity) will vanish. Now we can use the
following formula to calculate the residue of gm at z = 1, where we note that the order of the
pole at z = 1 is equal to m+ 1.

Res(gm(z), 1) =
1

m!
lim
z→1

dm

dzm
(z − 1)m+1gm(z).

For Eq. (4.30), this leads to −1
2 (N−1) if m = 1, − 1

12 (N
2−6N+5) if m = 2 and 1

8 (N
2−4N+3)

if m = 3. Now we have for Eq. (4.25)

N∑
i=1
i ̸=j

ωij =
N∑
i=1
i ̸=j

ηi + ηj
ηi − ηj

=
N−1∑
i=1

ηi + 1

ηi − 1

=
N−1∑
i=1

ηi − 1

ηi − 1
+ 2

N−1∑
i=1

1

ηi − 1

= N − 1− 2
N − 1

2
= 0

and for Eq. (4.26)

N∑
i=1
i ̸=j

tijωji =
N∑
i=1
i ̸=j

ηi + ηj
(ηi − ηj)2

ηi + ηj
ηi − ηj

=
N−1∑
i=1

ηi(ηi + 1)

(ηi − 1)3
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=
N−1∑
i=1

(ηi − 1)2 + 3(ηi − 1) + 2

(ηi − 1)3

=
N−1∑
i=1

1

ηi − 1
+ 3

N−1∑
i=1

1

(ηi − 1)2
+ 2

N−1∑
i=1

1

(ηi − 1)3

= −1

2
(N − 1)− 3

12
(N2 − 6N + 5) +

2

8
(N2 − 4N + 3)

= 0.

For Eq. (4.27), one finds similarly

N∑
i=1
i ̸=j

ωijωji = −
N∑
i=1
i̸=j

(ηi + ηj)
2

(ηi − ηj)2

= −
N−1∑
i=1

(ηi + 1)2

(ηi − 1)2

= −
N−1∑
i=1

(ηi − 1)2 − 4(ηi − 1)− 4

(ηi − 1)2

=

N−1∑
i=1

1 + 4

N−1∑
i=1

1

ηi − 1
+ 4

N−1∑
i=1

1

(ηi − 1)2

= −(N − 1) +
4

2
(N − 1) +

4

12
(N2 − 6N + 5)

=
(N − 1)(N − 2)

3
,

which completes the proof of the three identities.





Chapter 5

The Yang-Baxter equation

5.1 Introduction

In this chapter we will investigate the Yang-Baxter equation (YBE). This equation can be seen
as a consistency equation in a scattering event of three particles. It turns up in various areas in
physics, for instance in quantum computation [25] and condensed matter physics [3, 19, 47]. In
the next chapter we will look into the latter application of the YBE, in particular by looking for
an integrable system invariant under the adjoint representation of su(3).

In the first section of this chapter we will define the Yang-Baxter equation and look at its
physical meaning. After that we will look at a few different methods to find solutions of the YBE,
which are known as R-matrices. In particular, we will be interested in a subclass of solutions,
which are the rational R-matrices. The most useful method to find explicit expressions is by
Chari and Pressley [10, 11] and makes use of the representation theory of the Yangian. We will
review that method in detail.

We present the solutions of the YBE for two simple cases, which are the R-matrices corre-
sponding to two representations of su(2). These have been computed before by Babujian and
Takhtajan [3, 47]. After that, we present the solution that we found for the R-matrix that is
invariant under the adjoint representation of su(3). Furthermore, we conjecture a result for the
R-matrix corresponding to the adjoint representation of su(n) for general n. In the final section,
we give a result for the R-matrix on a reducible representation of su(2).

5.2 Definition of the Yang-Baxter equation

We start with an abstract definition for the Yang-Baxter equation (YBE). Let A be a unital
associative algebra. The YBE has the following form

R12 (λ)R13 (λ+ µ)R23 (µ) = R23 (µ)R13 (λ+ µ)R12 (λ) . (5.1)

This equation holds in A⊗A⊗A. A solution R is a map from the complex numbers to A⊗A,
i.e. R(λ) ∈ A⊗A,∀λ ∈ C. The subscripts in Eq. (5.1) imply in which of the spaces the objects
are, for instance R12(λ) = R(λ)⊗ 1, with 1 the unit of A. The solutions of Eq. (5.1) are called
R-matrices. Eq. (5.1) has a physical interpretation in terms of the scattering of particles. It can
be seen as a consistency equation in a three-particle scattering event. The R-matrix R(λ) does
play the role of a scattering matrix of two particles and the parameter λ can be related to the
relative momentum. Eq. (5.1) now states that the scattering processes depicted in Fig. 5.1 are

35
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Figure 5.1: A schematic depiction of the Yang-Baxter equation. It tells us that the two
scattering processes depicted here lead to the same result.

essentially the same, i.e. scattering of these three particles in reverse order leads to the same
result.

We will be particularly interested in the case where A = GL(V ), where (ϕ, V ) is a finite-
dimensional irreducible representation of a simple Lie algebra g. In this case, we are looking for
solutions of Eq. (5.1) that are invariant under the action of the Lie algebra, which means that

[ϕ(x)⊗ 1 + 1⊗ ϕ(x), R(λ)] = 0 (5.2)

is satisfied for all elements of the Lie algebra x ∈ g and all λ ∈ C. In the case of sl(n), the
existence of such solutions of the YBE is guaranteed by a fundamental property of the Yangian,
which is the existence of a universal R-matrix [15]. This universal R-matrix is a solution of Eq.
5.1, in the algebra Y (g). It exists for any Lie algebra, but only in the case of sl(n) one can
conclude that there is an R-matrix for every irreducible representation. This is a consequence of
the evaluation representation (Eq. (3.7)), which can be used to extend every representation of
sl(n) to a representation of Y (sl(n)). The R-matrix for an arbitrary irreducible representation
can be found by applying this extended representation to the universal R-matrix. However, in
practice this method is not very useful when looking for explicit expressions for these R-matrices
since an expression for the universal R-matrix, if known, is very involved.

There is another general method to find an R-matrix for an arbitrary finite-dimensional
irreducible representation (ϕ, V ) of the Yangian Y (g). This has to do with so called intertwining
operators. To define these, we recall from Section 3.3 the construction of representations Vλ for
any λ ∈ C, which have the same representation space V but have a different representation map
ϕ ◦ τλ. We have the following definition for the intertwining operator.

Definition 5.1. (Intertwining operator) An intertwining operator IV,W (λ, µ) corresponding to
two representations V and W of Y (g) is a map IV,W (λ, µ) : Wµ ⊗ Vλ → Vλ ⊗ Wµ such that
IV,W (λ, µ) intertwines the action of Y (g).

Chari and Pressley showed that there exists an essentially unique nonzero invertible inter-
twining operator except for a finite set of values λ− µ and that IV,W (λ, µ) is a rational function
of λ − µ with values in Hom (W ⊗ V, V ⊗W ) in the case of sl(n) [10]. Here, essentially unique
means that it is unique up to an arbitrary function that can be multiplied with the intertwining
operator. Since, IV,W (λ, µ) only depends on λ− µ, we write IV,W (λ− µ) instead. The following
result is also due to Chari and Pressley.
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Theorem 5.1. Let IV,V (λ) be an intertwining operator of a representation V and σ the switch
operator on V ⊗ V , i.e. σ (v1 ⊗ v2) = (v2 ⊗ v1). Then R(λ) = IV,V (λ)σ is an R-matrix corre-
sponding to V .

This theorem is a very useful method for finding explicit expressions for R-matrices corresponding
to representations of the Yangian. We will later see an explicit example in the case of su(3). The
following lemma ensures that the R-matrices from this construction are indeed invariant under
the action of the Lie algebra g.

Lemma 5.1. If IV,V (λ) is an intertwining operator, then the R-matrix R(λ) = IV,V (λ)σ is
invariant under the action of the Lie algebra.

Proof. The proof consists of two observations. Firstly, all elements of the Lie algebra g, which
is contained in Y (g), act the same on Vλ, for any λ ∈ C. Therefore, IV,V (λ) commutes with the
action of g on V . Secondly, the action of g commutes with σ as well. This is a consequence of
the following computation, (x ∈ g, v,w ∈ V )

σ (x · (v ⊗ w)) = σ (x · v ⊗ w + v ⊗ x · w) = w⊗ x · v+ x ·w⊗ v = x · (w ⊗ v) = x · σ(v⊗w).

In the next section we will see two examples of R-matrices for two representations of su(2).
These can be obtained by less complicated techniques that do not involve the intertwining opera-
tor. Later on, we will see a more complicated example when we look at the adjoint representation
of su(3). In that case, we will use the construction of an intertwining operator to find the R-
matrix.

5.3 R-matrices for spin representations

In this section we will see an example of an R-matrix on two representations of su(2). First, we
look at the spin- 12 representation of su(2). We will shortly write s for the spin-s representation,
which is the (2s + 1)-dimensional irreducible representation of su(2). In this notation we have
1
2 ⊗ 1

2 = 1 ⊕ 0. This is a restatement of the familiar fact from quantum mechanics that two
spin- 12 particles can either form a singlet (0) or a triplet (1). We claim that there exists an
R-matrix R(λ) on 1

2 ⊗ 1
2 of the following form

R(λ) = P1 + f(λ)P0, (5.3)

where Ps is the projection onto s and f(λ) is an unknown function. The existence of the Lie
algebra invariant R-matrix follows from the results in the previous section. If v is a highest
weight vector of weight λ in 1

2 ⊗ 1
2 , then R(λ)(v) will be a highest weight vector of the same

weight. So the module generated by R(λ)(v) is isomorphic to the module generated by v. By
Schur’s lemma, R(λ) should act by a scalar on these modules, since there are no multiplicities
in the decomposition of 1

2 ⊗ 1
2 . Since we can choose the normalization of R(λ), we can put one

of these scalars to 1 and the claim follows.
To find the function f(λ) one can plug the ansatz in Eq. (5.3) into the Yang-Baxter equation

from Eq. (5.1). One finds that

f(λ) =
λ+ η

λ− η
,

where η ∈ C is a free parameter. Here we could have made use of the intertwining operator
from the previous section, but in this simple case using these more advanced techniques is not
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necessary. We note that with this normalization we have R(0) = σ. The R-matrix can be given
in terms of the Pauli matrices by expressing the projectors Ps in the Casimir element

C = Sa ⊗ Sa

with Sa = 1
2σ

a the spin operators which equal half the Pauli matrices.
Now we use the same method for the spin-1 representation of su(2). In the end, we will

find an R-matrix that is invariant under the spin-1 representation of su(2). We note that this
result can not be obtained by heuristically replacing the spin-12 in the R-matrix for the spin- 12
representation by their spin-1 counterparts. The tensor product of two spin-1 representations
decomposes as

1⊗ 1 = 2⊕ 1⊕ 0 (5.4)

and therefore, following similar considerations as in the previous case for the spin-12 representa-
tion, the R-matrix can be written as

R(λ) = P2 + f(λ)P1 + g(λ)P0, (5.5)

with f and g unknown functions. Although it is considerably more difficult than in the spin-12 , f
and g can still be determined by plugging this ansatz into the Yang-Baxter equation. One finds
that

f(λ) =
λ+ 2η

λ− 2η
, g(λ) =

(λ+ η)(λ+ 2η)

(λ− η)(λ− 2η)
.

We note that

R(0) = P2 − P1 + P0 = σ,

which was also the case for the spin- 12 invariant R-matrix. This is an important fact that will
be very useful in the construction of integrable models in the next chapter. Up to a possible
normalization, it is always true for a rational R-matrix constructed from an intertwining operator
for the Yangian representation. The reason for this is that the intertwining operator for λ = 0
intertwines the same two irreducible Yangian representations. Therefore, I(0) is a multiple of
the identity and R(0) of the permutation operator. For higher-dimensional representations of
su(2) the results are similar. A general expression for the R-matrix corresponding to the spin-s
representation is given in Refs. [3] and [10].

5.4 R-matrices for the adjoint representation of su(3)

In the previous sections we looked at the solutions of the Yang-Baxter equation that were in-
variant under su(2), which were previously obtained by Babujian [3]. Now, we will look at the
adjoint representation of su(3) in more detail to find a new solution of the YBE. We will often
refer to some facts on su(3) that we already gave in Section 2.3 and we we will use the notation
that was introduced there.

For notational convenience we will write only the dimension for the representations of su(3).
For instance, we write 8 instead of V (1, 1) for the adjoint representation of su(3). Since the di-
mensions of the representations V (m1,m2) and V (m2,m1) are equal as a consequence of Lemma
2.4, we distinguish these by writing a bar on top of the latter if m2 > m1. For instance 3 denotes
the representation V (1, 0) while 3̄ corresponds to V (0, 1).
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27 x12 ⊗ x12
10 x12 ∧ x1
1̄0 x12 ∧ x2
8s Sym (3x1 ⊗ x2 + h1 ⊗ x12 − h2 ⊗ x12)

8a

√
5 (x1 ∧ x2 + h1 ∧ x12 + h2 ∧ x12)

1 C

Table 5.1: The highest weight vectors for the submodules in the decomposition of 8⊗ 8, where
v ∧ w = v ⊗ w − w ⊗ v and Sym(v ⊗ w) = v ⊗ w + w ⊗ v.

The representation 8⊗ 8 decomposes as follows,

8⊗ 8 = 27⊕ 10⊕ 1̄0⊕ 8s ⊕ 8a ⊕ 1. (5.6)

Here, we distinguish the two copies of 8, since one is symmetric and the other is antisymmetric,
meaning that the permutation operator acts by 1 and −1 respectively on these modules. Since
su(3) is a simple Lie algebra, we have [su(3), su(3)] = su(3), so su(3) acts by 0 on the one-
dimensional representation 1. Therefore, this representation is spanned by the Casimir element,
which is given by

C = Sym (3 (x1 ⊗ y1 + x2 ⊗ y2 + x12 ⊗ y12) + h1 ⊗ h1 + h1 ⊗ h2 + h2 ⊗ h2) , (5.7)

where Sym is the linear operator such that Sym(x⊗ y) = x⊗ y + y ⊗ x. The definitions of the
elements of su(3) are given in Sec. 2.3. The other highest weight vectors of all submodules in
(5.6) are given in Table 5.1, where we have introduced the notation x∧ y = x⊗ y− y⊗x. These
results can be checked by straightforward computations. We have normalized the antisymmetric
highest weight vector for the adjoint representation with a factor of

√
5. As a result of this, the

two highest weight vector for the two 8 modules have the same norm with respect to the trace
inner product (x, y) = tr(x†y) which is the unique inner product (up to normalization) for which
the corresponding Lie group representation is unitary.

To find the R-matrix, we follow the approach by Chari and Pressley [10, 11], based on the
intertwining operator I(λ) for the Yangian representation. The intertwining operator commutes
with the action of the Lie algebra on su(3)⊗ su(3) as a result of Lemma 5.1. This implies that
if v is a highest weight vector, then I(λ)(v) is a highest weight vector of the same weight. So, if
we restrict I(λ) to one of the modules 27, 10, 1̄0, 1, then this restricted operator is a multiple
of the identity by Schur’s lemma. For the two 8 representations, the situation is a little more
complicated. If we denote the highest weight vectors of these modules by v8s and v8a , then we
know that I(λ) acts as a (2× 2)-matrix on these highest weight vectors, i.e.

I(λ)

(
v8s

v8a

)
=

(
m11(λ) m12(λ)
m21(λ) m22(λ)

)(
v8s

v8a

)
.

Using the Lie algebra invariance of the intertwining operators, then the operator acts by this
matrix on the complete 8⊕ 8 module, again by Schur’s lemma. Therefore, I(λ) can be written
in the following form

I(λ) = f27(λ)P27 + f10(λ)P10 + f1̄0(λ)P1̄0

+m11(λ)P8s +m12(λ)Mas +m21(λ)Msa +m22(λ)P8a + f1(λ)P1. (5.8)

Here Ps is the projection onto the submodule s, while the operator Msa (Mas) is the unique op-
erator sending v8s (v8a) to v8a (v8s) that intertwines the Lie algebra representation. The objects
fs(λ) are scalar functions that need to be determined. We set f27(λ) = 1 as the normalization.
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For this determination, we need the explicit action of all the Yangian generators on the
representations 8λ ⊗ 8 and 8⊗ 8λ. The action of an element x of the Yangian is given by

x · (v ⊗ w) = ∆(x)(v ⊗ w)

where ∆(x) acts by components on v ⊗ w. The explicit expression for the comultiplication is
given in Eq. (3.5). It follows from Eqs. (3.6) and (3.7) that the action of J(x) on 8λ⊗8 is given
by

J(x)λ,0·(v⊗w) =
1

4
(tr(x{Iµ, Iν})IµIν)+λx)·v⊗w+

1

4
v⊗((tr(x{Iµ, Iν})IµIν)·w+

1

2
[x⊗1, C]·(v⊗w).

(5.9)

From Table 5.1 we see that the highest weight vector for the 10 submodule in 8⊗ 8 is given by
x12 ∧ x1. We compute the action of J(x2) on this highest weight vector in the representation
8λ ⊗ 8, using Eq. (5.9). The basis of su(3) that is orthonormal with respect to the trace form is
given by the Gell-Mann matrices in Eq. (2.3), scaled with a factor of 1√

2
. Using the expression

for the anticommutator in Eq. 2.4, we see that we are interested in the expression tr(x2T
a),

which is only nonzero if a equals 6 or 7 with values 1 and i respectively. This is a consequence
of the relations between the Gell-Mann matrices and x2 that are given at the end of Section 2.3.
The nonzero d-symbols containing 6 and 7 are

d668 = d778 = − 1√
3
, d146 = d157 = −d247 = d256 = −d366 = −d377 = 1.

Using these expressions and the fact that the elements of su(3) act in the adjoint representation
by the commutator, one computes that

tr(x2{Iµ, Iν})IµIν · x12 = 0

tr(x2{Iµ, Iν})IµIν · x1 =
3

4
x12

and therefore the terms on the right hand side of Eq. (5.9) containing the trace give no contri-
bution to J(x2) · (x12 ⊗ x1 − x1 ⊗ x12) as a result of a cancellation.

The other terms in Eq. (5.9) can be computed rather easily. The Casimir element acts by 2
on x12 ⊗ x12, while it kills x12 ∧ x1. Therefore

1

2
[x2 ⊗ 1, C](x12 ∧ x1) = −1

2
C(x2 ⊗ 1) · (x12 ∧ x1)

=
1

2
C(x2 ⊗ 1) · (x1 ⊗ x12)

= −1

2
C · (x12 ⊗ x12) = −x12 ⊗ x12.

Using Eq. (5.9) and collecting all the contributions, we see that

J(x2)λ,0 · (x12 ∧ x1) = (−1 + λ)x12 ⊗ x12. (5.10)

If we would do the same calculation on the representation 8⊗ 8λ then the term proportional to
λ changes sign. So in that case we have

J(x2)0,λ · (x12 ∧ x1) = (−1− λ)x12 ⊗ x12. (5.11)
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We can compute one of the coefficients of the intertwining operator from this. By definition, it
satisfies

J(x2)λ,0I(λ) = I(λ)J(x2)0,λ. (5.12)

We let both sides of this equation act on x12 ∧ x1. Using Eqs. (5.8), (5.10) and (5.11), it is clear
that

(−1 + λ)f10(λ) = (−1− λ)f27(λ). (5.13)

We note that we had assumed f27(λ) = 1 and therefore we have

f10(λ) = −λ+ 1

λ− 1
. (5.14)

For the other components we find similar results. We note that J(x1)0,λ.v1̄0 = (−1− λ)v27 and
J(x1)λ,0.v1̄0 = (−1 + λ)v27, leading to

f1̄0(λ) = −λ+ 1

λ− 1
.

Furthermore, we have x12J(x12)0,λJ(x1)0,λ.v1 = 6(λ+1)(λ+3).v27 and x12J(x12)λ,0J(x1)λ,0.v1 =
6(λ− 1)(λ− 3).v27 and we find

f1 =
(λ+ 1)(λ+ 3)

(λ− 1)(λ− 3)
.

Here, we have used the notation that vs is the highest weight vector corresponding to the sub-
module s. For the two copies of 8 the situation is somewhat more involved. The following
identities can be obtained by explicit computation,

J(x12)λ,µv8s = 3v27,

J(x12)λ,µv8a = (5− 2λ+ 2µ)v27,

J(x2)0,λJ(x2)0,λv8s
=

(
27

4
+ 3λ (2 + λ)

)
v27,

J(x2)λ,0J(x2)λ,0v8s
=

3

4
(3− 2λ)

2
v27,

J(x2)0,λJ(x2)0,λv8a =

√
5

4

(
21 + 2λ− 4λ2

)
v27,

J(x2)λ,0J(x2)λ,0v8a =

√
5

4

(
21− 22λ+ 4λ2

)
v27.

These eight expressions lead to four equations for m11, m12, m21 and m22. The unique solution
for those coefficients is given by

m11(λ) =
2λ3 − 11λ− 6

2(λ− 1)2(λ− 3)
,

m12(λ) =
3
√
5λ

2(λ− 1)2(λ− 3)
,

m21(λ) = − 3
√
5λ

2(λ− 1)2(λ− 3)
,
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m22(λ) =
−2λ3 + 11λ− 6

2(λ− 1)2(λ− 3)
.

We note that this (2 × 2)-matrix is diagonalizable, but the resulting diagonal elements are not
rational functions. Furthermore, the off-diagonal elements equal each other up to a minus sign.

The R-matrix can now easily be obtained by multiplying the intertwining operator with the
permutation operator. From Table 5.1, we can easily see that the module 27, 8s and 1 are
symmetric and 10, 1̄0 and 8a are antisymmetric. As a result, the R-matrix for the adjoint
representation becomes

R(λ) = P27 − f10(λ)P10 − f1̄0(λ)P1̄0

+m11(λ)P8s −m12(λ)Mas +m21(λ)Msa −m22(λ)P8a + f1(λ)P1. (5.15)

We have explicitly checked that this R-matrix solves the YBE using a computer program. This
result seems to have been obtained before by Alihauskas and Kulish, although it was written down
in a different form [1]. In the form we have written down, the R-matrix is manifestly Hermitian
if the spectral parameter λ is real. This is a result of the normalization of the highest weight
vectors for the two 8 modules. If we had chosen a different normalization, the off-diagonal
elements in the (2 × 2)-matrix acting on these modules would only equal each other up to a
scalar factor. In the earlier examples for su(2), the R-matrix was always Hermitian (since it is
the sum of projections multiplied by real functions) and the explicit form did not depend on the
normalization of the highest weight vectors.

We note that a more general rational R-matrix can be obtained by rescaling the parameter
λ with a factor of 1/η. Since the YBE is invariant under such a rescaling, the new R-matrix
will still be a solution. Furthermore, a second independent solution of the YBE is given by
R̃(λ) = σI(λ).

5.5 A conjecture on the adjoint representation of su(n)

In this section we try to generalize the result of the previous two sections by determining the
rational R-matrix for the adjoint representation of su(n) if n > 3. For n = 2 and n = 3 we have
seen the result in the previous sections. We have obtained this R-matrix for general n, although
it follows from a set of equations that we only have proven up to n = 7, using a computer
program.

The highest weight of the adjoint representation of any simple Lie algebra is given by the
maximal root. In the case of g = su(n), this maximal root is given by β = α1+ · · ·+αn−1, which
is the sum of all the simple roots. In terms of the fundamental weights, this can be written as
β = λ1+λn [24, 32]. We will use the notation (m1m2 · · ·mn−1) for the representation of highest

weight
∑n−1

i miλi. The tensor product representation of two copies of the adjoint representation
decomposes as [32]

(10 · · · 01)⊗(10 · · · 01) = (20 · · · 02)⊕ (20 · · · 010)⊕ (010 · · · 02)
⊕ (010 · · · 010)⊕ (10 · · · 01)⊕ (10 · · · 01)⊕ (0 · · · 0). (5.16)

In the case of n = 3, the submodule (010 · · · 010) would be absent, while the modules (20 · · · 010)
and (010 · · · 02) have to be interpreted as (30) and (03) respectively. When n = 4 the module
(010 · · · 010) should read (020). We have computed explicit expressions for the highest weight
vectors of the submodules on the right hand side. To give these we introduce the following
notation. We denote the matrix with 1 as the (i, j)th entry and 0 in all the other entries by
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eij . The positive root spaces of su(n) can be chosen in such a way that they correspond to the
one-dimensional subspaces of su(n) spanned by eij with i < j. With this choice of positive roots,
the root space gα1 , with α1 a root corresponding to one of the end nodes in the Dynkin diagram,
is either spanned by e12 or e(n−1)n of which e12 is the most natural one. The highest weight
vector of the adjoint representation is then given by e1n.

The highest weight vectors of the subrepresentations on the right hand side of Eq. 5.16 are
given in Table 5.1. Here, we recall the notations v ∧ w = v ⊗ w − w ⊗ v and Sym(v ⊗ w) =
v⊗w+w⊗ v. The (n× n)-identity matrix is denoted by 1. The Casimir element C is given by
C = Ia⊗Ia where {Ia} denotes a basis of g that is orthonormal with respect the trace form. For
instance, one could use the (normalized) generalized Gell-Mann matrices for this [8]. We recall
that in such a basis, the commutator and anticommutator of two elements can be written as

[Ia, Ib] = fabcIc, {Ia, Ib} = dabcIc +
2

n
δab1, (5.17)

where fabc are the antisymmetric structure constants and dabc are the symmetric d-symbols.
From this, one sees that {C,1 ⊗ e1n} − 2

ne1n ⊗ 1 indeed belongs to g ⊗ g. The fact that each
of these vector in the table below are highest weight vectors of the correct weights can easily be
checked by straightforward calculations. For instance, e1(n−1) ∧ e1n has weight

(α1 + · · ·+ αn−2) + (α1 + · · ·+ αn−1) = 2λ1 + λn−2. (5.18)

All positive root spaces kill both e1(n−1) and e1n, except for e(n−1)n which only kills e1n. However,
we have

e(n−1)n · e1(n−1) = [e(n−1)n, e1(n−1)] = −e1n,

so e(n−1)n ·
(
e1(n−1) ∧ e1n

)
= −e1n ∧ e1n = 0. We conclude that e1(n−1) ∧ e1n is indeed a highest

weight vector of the correct weight. The other calculations are similar. The eigenvalues of the
Casimir element C have been computed before [32] and are also given in Table 5.1.

Like in the previous section, the highest weight vectors for the two modules isomorphic to
the adjoint representation are normalized such that they have the same norm with respect to
the unique inner product on su(n)⊗ su(n) such that the corresponding Lie group representation
is unitary, which is given by (v, w) = tr(v†w). For this, the generalized Gell-Mann matrices
are orthogonal and all have the same norm. By writing the two highest weight vectors as
vs = nwadabcIb ⊗ Ic and va =

√
n2 − 4wafabcIb ⊗ Ic, where wa is the unique vector such that

e1n = waIa, the norms can be computed easily using the following formulas that were obtained
in [31]

dabcdabd =
2n2 − 8

n
δcd, fabcfabd = −2n δcd.

Furthermore, one should note that the d-symbols are always real, while the structure constants
are purely imaginary.

We compute theR-matrix using the construction of an intertwining operator as in the previous
section in the case with n = 3. Using an argument involving Schur’s lemma, the intertwining
operator can be written as

I(λ) =P2λ1+2λn−1 + f1(λ)P2λ1+λn−2 + f2(λ)Pλ2+2λn−1 + f3(λ)Pλ2+λn−2 + f4(λ)P0

+Mλ1+λn−1(λ). (5.19)
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Submodule Highest weight vector Eigenvalue of C
(20 · · · 02) e1n ⊗ e1n 2
(20 · · · 010) e1(n−1) ∧ e1n 0
(010 · · · 02) e2n ∧ e1n 0
(010 · · · 010) Sym

(
e2(n−1) ⊗ e1n − e1(n−1) ⊗ e2n

)
−2

(10 · · · 01) n
(
{C,1⊗ e1n} − 2

ne1n ⊗ 1
)

−n
(10 · · · 01)

√
n2 − 4[C,1⊗ e1n] −n

(0 · · · 0) C −2n

Table 5.2: The highest weight vectors for the submodules in the decomposition of Eq. (5.16)

where PΛ is the projection onto the submodule with highest weight Λ. Furthermore,Mλ1+λn−1(λ)
is an operator on the direct sum of the two submodules that are isomorphic to the adjoint rep-
resentation and can be written as a (2 × 2)-matrix, acting on the two highest weight vectors
for these submodules, as given in Table 5.2. To compute the functions fi(λ) and the entries of
Mλ1+λn−1(λ) we need to compute the action of some of the Yangian generators on the highest
weight vectors. The Yangian generators act as follows on the elements of an arbitrary represen-
tation as

J(x)λ,µ =

(
1

4
tr(x{Ia, Ib})IaIb + λx

)
⊗1+1⊗

(
1

4
tr(x{Ia, Ib})IaIb + µx

)
+
1

2
[x⊗1, C], (5.20)

which is the same as in the previous section. We conjecture the following expression for the
intertwining operator

I(λ) =P2λ1+2λn−1 −
λ+ 1

λ− 1

(
P2λ1+λn−2 + Pλ2+2λn−1

)
+

(
λ+ 1

λ− 1

)2

Pλ2+λn−2

+
λ+ 1

λ− 1

λ+ n

λ− n
P0 +Mλ1+λn−1(λ), (5.21)

where Mλ1+λn−1(λ), written as a matrix acting on the two copies of the adjoint representation,
is given by

Mλ1+λn−1(λ) =

−2n+(2+n2)λ−2λ3

2(λ−n)(λ−1)2
n
√

(n2−4)λ

2(λ−n)(λ−1)2

− n
√
n2−4λ

2(λ−n)(λ−1)2 −2n−(2+n2)λ+2λ3

2(λ−n)(λ−1)2

 . (5.22)

We note that in the case of n = 3 the term containing the projector Pλ2+λn−2 is absent, since
the corresponding submodule is not there. Plugging in n = 3 leads to the result obtained in
the previous section for the other coefficients. All these expressions are a consequence of the
following identities, which we have explicitly checked up to n = 7. Here, the highest weight
vectors of weight Λ are denoted by vΛ.(

tr(e(n−1)n{Ia, Ib})IaIb ⊗ 1+ 1⊗ tr(e(n−1)n{Ia, Ib})IaIb
)
· v2λ1+λn−2 = 0, (5.23)(

tr(e12{Ia, Ib})IaIb ⊗ 1+ 1⊗ tr(e12{Ia, Ib})IaIb
)
· vλ2+2λn−1 = 0, (5.24)(

tr(e12{Ia, Ib})IaIb ⊗ 1+ 1⊗ tr(e12{Ia, Ib})IaIb
)
· vλ2+λn−2 = 0, (5.25)

(J(e1n)λ,µ)
2 · v0 = −2(λ− µ− 1)(λ− µ− n)v2λ1+2λn−1

, (5.26)

J(e1n)λ,µ · vλ1+λn−1,s = n(n− 2)v2λ1+2λn−1 , (5.27)
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J(e1n)λ,µ · vλ1+λn−1,a =
√
n2 − 4(n+ 2− 2λ+ 2µ)v2λ1+2λn−1 , (5.28)

J
(
e(n−1)n

)
λ,µ

J
(
e1(n−1)

)
λ,µ

· vλ1+λn−1,s = n

[
(λ− µ)2 + 2µ− nλ+

1

4
n2
]
v2λ1+2λn−1 ,

(5.29)

J
(
e(n−1)n

)
λ,µ

J
(
e1(n−1)

)
λ,µ

· vλ1+λn−1,a =
√
n2 − 4

4

[
n(n+ 4)− (6n+ 4)λ+ 4λ2 + (2n− 4)µ− 4µ2

]
v2λ1+2λn−1 (5.30)

The intertwining operator satisfies the equation

I(λ)J(x)0,λ = J(x)λ,0I(λ) (5.31)

Using Eq. (5.21), one can now calculate the functions f1, f2, f3 and f4 and the entries of
Mλ1+λn−1(λ), by acting with Eq. (5.31) on all the highest weight vectors. For instance, to
compute f1 one first needs to compute the action of J(e(n−1)n) on v2λ1+λn−2 , using (5.23).
Noting that

(e(n−1)n ⊗ 1) · v2λ1+λn−2 = −v2λ1+2λn−1

and the action of C from Table 5.2, one immediately finds that

J(e(n−1)n)λ,µv2λ1+λn−2 = (−λ+ µ+ 1)v2λ1+2λn−1 (5.32)

and therefore we find that

(λ+ 1)v2λ1+2λn−1 = (−λ+ 1)f1(λ)v2λ1+2λn−1 (5.33)

and therefore f1(λ) = −(λ+ 1)/(λ− 1). The functions f2, f3 and f4 can be computed similarly
using Eqs. (5.24), (5.25) and (5.26). The entries of the matrix Mλ1+λn−1(λ) follow from Eqs.
(5.27), (5.28), (5.29) and (5.30). These equations lead to four conditions on the entries, for which
there is a unique solution.

The R-matrix is now obtained by applying the intertwining operator to the switch operator
[10]. From Table 5.2, it is immediate which submodules are symmetric and which are antisym-
metric. The resulting R-matrix for the adjoint representation of su(n) is given by

R(λ) =P2λ1+2λn−1 +
λ+ 1

λ− 1

(
P2λ1+λn−2 + Pλ2+2λn−1

)
+

(
λ+ 1

λ− 1

)2

Pλ2+λn−2

+
λ+ 1

λ− 1

λ+ n

λ− n
P0 +Nλ1+λn−1(λ), (5.34)

with Nλ1+λn−1(λ) given by

Nλ1+λn−1(λ) =
1

2(λ− n)(λ− 1)2

(
−2n− (2 + n2)λ+ 2λ3 n

√
n2 − 4λ

n
√
n2 − 4λ 2n− (2 + n2)λ+ 2λ3

)
. (5.35)

For all other simple Lie algebras, the R-matrix for a minimal quantization of the adjoint repre-
sentation was constructed by Chari and Pressley [11]. This minimal quantization means that the
R-matrix is not considered on the adjoint representation, but on the direct sum of the adjoint
representation and the trivial representation. The result Eq. (5.34) has a similar structure as
their results.

Similar to the case n = 3, a more general for the rational R-matrix is obtained upon rescaling
λ → λ/η. Furthermore, a second independent solution of the Yang-Baxter equation is given by
R̃(λ) = σI(λ).
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5.6 R-matrices for reducible representations

In the previous sections we have looked at solutions of the YBE on irreducible representations of
su(n). A possible question is what happens if one considers reducible representations of simple
Lie algebras. In this section we will take a look at a particular example, the direct sum of two
1
2 representations of su(2). The R-matrix on the tensor product on two such representations
has been considered before [5]. We will present the solution for the R-matrix on the direct sum
representation in terms of the Pauli matrices.

For convenience, we write the representation on each site as 1
2A

⊕ 1
2B

, where we have labeled
the representations as A and B. The R-matrix will be constructed on the 16-dimensional space(
1
2A

⊕ 1
2B

)
⊗
(
1
2A

⊕ 1
2B

)
. This representation decomposes as the direct sum of four copies of 1

and four copies of 0. Equivalently, one could write this as the direct sum of four copies of 1
2 i

⊗ 1
2 j

where both i and j can take the values A and B. We label these four modules as 1,2,3 and 4.
The R-matrix that we are looking for should be invariant under the action of su(2), so it can
be written in terms of operators that map complete irreducible submodules to each other. The
R-matrix on this representation has a similar structure as the R-matrix we considered in Section
5.3. A solution on the direct sum representation is given by

R(λ) = J1(λ)

(
P1 +

λ+ η

λ− η
P0

)
+ J2(λ)

(
M12 +M34 +

λ+ η

λ− η
(N12 +N34)

)
+ J3(λ)

(
M13 +M24 +

λ+ η

λ− η
(N13 +N24)

)
+ J4(λ)

(
M14 +M23 +

λ+ η

λ− η
(N14 +N23)

)
,

(5.36)

where P1 and P0 are projectors on the direct sum of the four 1 and 0 modules respectively.

The operator Mij interchanges the highest weight vectors of the ith and j
th

1 module while
Nij does the same for the 0 modules. The functions Ji are all unrestricted. This result can be
interpreted as follows. Instead of the usual normalization where one can multiply the R-matrix
with an arbitrary function, there are now four arbitrary functions which are undetermined. These
four independent solutions all have a similar interpretation. The R-matrix for the irreducible
spin- 12 representation that we found in Section 5.3 is defined on 1

2 ⊗ 1
2 . The first solution is

the direct sum of four of the solutions in the irreducible case. The other three are the same,
but they interchange the different copies of 1

2 ⊗ 1
2 . Contrary to the R-matrices in the other

cases, it is not automatically true that R(0) = σ. This is the case if and only if J1(0) = 1 and
J2(0) = J3(0) = J4(0) = 0.

5.7 Summary

In this chapter we have looked at the Yang-Baxter equation and their solutions, known as R-
matrices. First, we reviewed a general method to find those R-matrices corresponding to irre-
ducible representation of simple Lie algebras. This method uses the representation theory of
the Yangian. We gave two of those well-known solutions for the lowest-dimensional nontriv-
ial irreducible representation of su(2). After that, we presented the R-matrix for the adjoint
representation of su(3) using an intertwining operator for the corresponding family of Yangian
representations. We also conjectured an expression for the rational R-matrix invariant under
the adjoint representation of su(n) (n > 3), which was based on computations we checked up to
n = 7. Finally, we have given an R-matrix for a reducible representation of su(2), the direct sum
of two lowest-dimensional non-trivial representations.



Chapter 6

Integrable spin chains

6.1 Introduction

In this chapter we will investigate a subclass of spin chains which are known as integrable. The
kind of integrable systems we are interested in are particularly well-behaved because there is,
in principle, a method to find all the eigenvalues and eigenstates of the system. This method
is known as the Bethe Ansatz, introduced by Bethe in 1931. However, this method is often
rather involved and numerical calculations are in most cases necessary to find all the states with
their energies. The method is based on the fact that integrable systems have by definition a
lot of commuting operators. This set of operators can be used to find the eigenstates of the
system, using the well known fact that commuting diagonalizable operators have a common
set of eigenstates. The eigenvalues of the Hamiltonian can then be found by acting with the
Hamiltonian on the eigenstates.

The main goal of this chapter is to construct an integrable Hamiltonian that is invariant under
the action of the adjoint representation of su(3). Such a model could describe interesting physics,
for instance in relation to the theory of Quantum Chromodynamics, that describes elementary
particles. A particular class of these particles, which are called gluons, are vectors in the adjoint
representation of su(3). Therefore, a spin chain under this representation could be seen as a
system that describes gluons. Although gluons have never been seen in chains in nature, it
could well be that some of the properties of gluons are described well by such a spin chain. For
instance, the Heisenberg chain is not a realistic models of electrons, but it gives a fairly accurate
description of (anti-)ferromagnetic behaviour.

In the previous chapter we have seen the Yang-Baxter equation and some of their solutions,
which are known as R-matrices. In this chapter we will show how one can construct an integrable
Hamiltonian from an R-matrix, using a general procedure which is due to Faddeev [19]. An
integrable Hamiltonian is characterized by the fact there is a large number of mutually commuting
operators that contains the Hamiltonian itself. We will construct this family of commuting
operators using a method which is proposed by Faddeev and is known as the Algebraic Bethe
Ansatz. In particular, we will rederive the Hamiltonian for such a system in two simple cases,
corresponding to the spin- 12 and spin-1 representation of su(2). Then we will review how the
integrability of this systems leads to a description of the eigenvalues and eigenstates, involving
the so called Bethe equations. In these sections we will follow the approach by Babujian [3],
Faddeev [19], and Samaj and Bajnok [41]. Then we will use the same techniques to try to find
an integrable spin chain that is invariant under the adjoint representation of su(3). Furthermore,
we will also give a general result for su(n), based on the conjectured R-matrix from the previous

47
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chapter. As we will see, the constructed Hamiltonians will not be Hermitian. Therefore, we
investigate a special subclass of operators, known as quasi-Hermitian, to check if we could still
describe a physical system with our constructed Hamiltonian. In the final section, we look
at an integrable Hamiltonian for which the vector space of states on each sites is a reducible
representation of su(2).

6.2 R-matrices and integrable systems

We start with an abstract construction for the Hamiltonian. Let g be a Lie algebra, V a rep-
resentation and R(λ) a rational R-matrix on this representation, invariant under g. We will
also assume that the set of points λ ∈ C where R(λ) is invertible is dense in C. The N -site

Hamiltonian will be constructed on the space W =
⊗N

i=1 V , with one copy of V for every site.
Our system is one-dimensional and we assume periodic boundary conditions, so the neighbours
of the N th site are sites N −1 and 1. For now we work on the space V ⊗V ⊗W , where the extra
copies of V are known as the auxiliary spaces. To distinguish these N + 2 copies of V , we label
Va and Vb for the auxiliary spaces and Vi for the i

th copy of V in W .
We define the monodromy matrix Ta(λ) for the auxiliary space Va as

Ta(λ) = Ra1(λ)Ra2(λ) · · ·RaN (λ). (6.1)

Here, obvious notations are used, so Rai is the R-matrix acting acting nontrivially on the auxiliary
space Va and the ith site, while being the identity on all other sites.

Lemma 6.1. The monodromy matrix satisfies the following relation, which is known as the
fundamental commutation relation,

Rab(λ− µ)Ta(λ)Tb(µ) = Tb(µ)Ta(λ)Rab(λ− µ). (6.2)

Proof. We first prove the case N = 2. We note that R-matrices that act on different spaces
commute, i.e [Rai(λ), Rbj(λ)] = 0 if i ̸= j. Using the YBE, we see that

Rab(λ− µ)Ta(λ)Tb(µ) = Rab(λ− µ)Ra1(λ)Ra2(λ)Rb1(µ)Rb2(µ)

= Rab(λ− µ)Ra1(λ)Rb1(µ)Ra2(λ)Rb2(µ)

= Rb1(µ)Ra1(λ)Rab(λ− µ)Ra2(λ)Rb2(µ)

= Rb1(µ)Ra1(λ)Rb2(µ)Ra2(λ)Rab(λ− µ)

= Rb1(µ)Rb2(µ)Ra1(λ)Ra2(λ)Rab(λ− µ)

= Tb(µ)Ta(λ)Rab(λ− µ).

Here, we have used the Yang-Baxter equation twice. The general case follows easily from the
N = 2 case using the same method and an inductive argument.

The next stap is to get rid of the auxiliary space, by taking the trace of the monodromy
operator in the auxiliary space, i.e.

F (λ) = traTa(λ). (6.3)

Here, we use the following definition for such a partial trace. If M1 ⊗ M2 is an operator on
W1 ⊗W2, then the trace over for instance W1 is given by

tr1M1 ⊗M2 = tr (M1)M2, (6.4)

which gives an operator on the space W2.
The following lemma gives us a whole family of commuting operators.



CHAPTER 6. INTEGRABLE SPIN CHAINS 49

Lemma 6.2. All operators of the family F (λ) commute with each other, i.e. we have

[F (λ), F (µ)] = 0. (6.5)

Proof. Let λ− µ ∈ {ρ ∈ C|R(ρ) invertible}. We write Eq. (6.2) as

Ta(λ)Tb(µ) = (Rab(λ− µ))
−1
Tb(µ)Ta(λ)Rab(λ− µ).

If we take the trace over Va ⊗ Vb, we find that

tra,bTa(λ)Tb(µ) = tra,bTb(µ), Ta(λ) (6.6)

using the cyclicity of the trace and the fact that Rab(λ− µ) is an operator that acts nontrivially
only on Va⊗Vb. Assume for a moment that Ta(λ) =Ma⊗1⊗MN,a and Tb(µ) = 1⊗Mb⊗MN,b,
with Ma, Mb operators on Va and Vb respectively, while MN,a and MN,b both act on ⊗N

i=1Vi.
Then we can rewrite the left hand side of Eq. (6.6) as

tra,bTa(λ)Tb(µ) = tra,bMa ⊗Mb ⊗MN,aMN,b

= tr (Ma) tr (Mb)MN,aMN,b

= tra (Ma ⊗ 1⊗MN,a) trb (1⊗Mb ⊗MN,b)

= F (λ)F (µ).

Since the trace is linear and since Ta(λ) and Tb(µ) can be written as a linear combination of pure
tensors, this result is valid in general. Doing the same calculation for the right hand side of Eq.
(6.6) immediately leads to Eq. (6.5). For λ− µ /∈ {ρ ∈ C|R(ρ) invertible}, the result follows by
analytic continuation.

We will construct the Hamiltonian from this commuting family of operators. Since we do
not want the Hamiltonian to be dependent on the chosen normalization of the R-matrix, the
following choice is a natural one

H =

(
d

dλ

∣∣∣
λ=0

F (λ)

)
F (0)−1, (6.7)

since a normalization factor on F (λ) will drop out. A Hamiltonian that is constructed in this
way is integrable. The corresponding commuting operators is the family F (λ), together with the
Lie algebra operators. In the next section we will see why the above choice for H is the correct
one and we will show some examples. In particular, we will see some useful properties of such
integrable Hamiltonians that distinguish it from arbitrary systems.

6.3 A spin-12 integrable spin chain

In this section we will see an example of an integrable Hamiltonian in the case of su(2). First, we
look at the spin- 12 representation of su(2). We recall that we write s for the spin-s representation,
which is the (2s+1)-dimensional irreducible representation of su(2). The R-matrix that we found
in the previous chapter is given by

R(λ) = P1 +
λ+ 1

λ− 1
P0.

Here we have put the parameter η = 1. This corresponds to replacing the argument of the R-
matrix λ to λ

η and the result in the end will not depend on this rescaling. At λ = 0, the R-matrix
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equals the permutation operator. We try to keep the discussion as general as possible and the
only thing we will assume about the R-matrix is R(0) = σ. We first compute the monodromy
at λ = 0,

Ta(0) = Ra1(0)Ra2(0) · · ·RaN (0)

= σa1σa2 · · ·σaN
= σaNσ(N−1)N · · ·σ23σ12, (6.8)

where the latter relation of the permutations is easily proven by an argument involving induction.
We want to take the trace over auxiliary space. In the case of the spin-12 , there is an easy way to
do this. One can express the switch operator in terms of tensor products of the Pauli matrices
and the identity matrix and find that traσNa = 1N . However, we rather use a general argument.

Lemma 6.3. Let V be a finite-dimensional vector space and σ the permutation operator on
V ⊗ V . Then the trace of σ over the first copy of V is the identity on the second copy, i.e.
tr1σ = 12.

Proof. We pick a basis B = {e1, e2, · · · , em} of V . Let Aij be the linear operator on V that sends
ei to ej while it sends all other basis vectors to 0. Then we have trAij = δij . Indeed, if i = j,
then Aij acts diagonally along B, with eigenvalues 1 with multiplicity 1 and 0 with multiplicity
m− 1, so its trace equals 1. If i ̸= j, then Aij is nilpotent and therefore traceless. We claim that

σ =
m∑

i,j=1

Aij ⊗Aji. (6.9)

To prove this, it suffices to calculate the action of the right hand side of Eq. (6.9) on an arbitrary
basis element ek⊗el of V ⊗V . Of all m2 terms in the summation, only Akl⊗Alk will contribute,
since all other terms kill at least one of both factors. Our claim is now proven by the following
computation

(Akl ⊗Alk) (ek ⊗ el) = Akl (ek)⊗Alk (el) = el ⊗ ek.

The lemma follows immediately from

tr1σ = tr1

 m∑
i,j=1

Aij ⊗Aji

 =
m∑

i,j=1

tr (Aij)Aji =
m∑

i,j=1

δijAji =
m∑
i=1

Aii = 1,

since
∑m

i=1Aii sends each of the basis vectors to itself.

As a result of this we see that F (0) = σ(N−1)N · · ·σ23σ12. We can easily compute the inverse
of this, since all permutation operators square to the identity. Therefore, we have

F (0)−1 = σ12σ23 · · ·σ(N−1)N . (6.10)

We also want to calculate d
dλ

∣∣∣
λ=0

F (λ). For this, we introduce the notation

hai =
d

dλ

∣∣∣
λ=0

Rai(λ)σai. (6.11)
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First we compute the derivative at λ = 0 of T (λ),

d

dλ

∣∣∣
λ=0

T (λ) =

N∑
i=1

Ra1(0)Ra2(0) · · ·Ra(i−1)(0)R
′
ai(0)Ra(i+1)(0) · · ·RaN (0)

=

N∑
i=1

σa1σa2 · · ·σa(i−1)haiσaiσa(i+1) · · ·σaN .

To simplify this, we note that haiσaiσa(i+1) = σaiσa(i+1)hi(i+1), which can be proven by acting
with both sides on an arbitrary element. Therefore, we have

d

dλ

∣∣∣
λ=0

F (λ) =
N∑
i=1

tra σa1σa2 · · ·σaiσa(i+1)h(i+1)iσa(i+2) · · ·σaN

=
N∑
i=1

tra σa1σa2 · · ·σa(i−1)σaiσa(i+1) · · ·σaNhi(i+1)

using the fact that operators acting on two completely different pairs of spaces commute. Extra
care is required for the last term, involving haN . There is no permutation in front, but one can
still use that haNσaNσa1 = σaNσa1hN1 using the cyclicity of the trace. Computing the trace
over the auxiliary space leads to

d

dλ

∣∣∣
λ=0

F (λ) =

N∑
i=1

σ(N−1)N · · ·σ12hi(i+1) = F (0)

N∑
i=1

hi(i+1). (6.12)

The Hamiltonian can be obtained by multiplying Eqs. (6.12) and (6.10). We find that

H =
N∑
i=1

hi(i+1). (6.13)

We now see why Eq. (6.7) is the right construction for the Hamiltonian. In principle, any operator
constructed from the family F (λ) would be commuting with all the F (λ), but this particular
construction leads to a Hamiltonian which consists only of nearest-neighbour interactions, which
makes it a physically viable model. We have barely used the fact that we are using the spin-12
R-matrix, except for the fact that R(0) = σ. In fact, this construction often works in general,
since this is a weak property of an R-matrix as we noted in the previous chapter. Therefore,
Eqs. (6.11) and (6.13) can be used to generate a lot of integrable Hamiltonians. We will see
examples of this construction later on and also the problems that can arise. For now, we will
give an expression for hi(i+1) in terms of the spin operators on the site. Note that from Eq. (5.3)
we have that

hi(i+1) = 2P0,i(i+1). (6.14)

The sign comes from the fact that the permutation operator acts by minus the identity on 0.
The Casimir element C of the 1

2 ⊗ 1
2 representation of su(2) is given by

C =
3∑

a=1

Sa ⊗ Sa,
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with Sa = 1
2σ

a the spin operators. One can easily compute the scalars by which C acts on the
modules 1 and 0 in the decomposition 1

2 ⊗ 1
2 = 1⊕ 0. These are 1

4 and − 3
4 respectively. From

these considerations, it is easily seen that

P0 = −C +
1

4
. (6.15)

Using Eqs. (6.13), (6.14) and (6.15), we find that

H = −1

2

N∑
i=1

(4 Si · Si+1 − 1) . (6.16)

Here we have omitted the tensor product between the Pauli matrices, as is common in physics
notation. Up to two constants, this is precisely the Heisenberg chain. The precise values for these
constants are irrelevant, since any multiple of this Hamiltonian or the identity still commutes
with the complete family F (λ).

6.4 A spin-1 integrable spin chain

In the previous section, we have seen the construction of an integrable system. In the end,
we precisely encovered the well-known Heisenberg spin chain. In this section, we use the same
method for the spin-1 representation of su(2). In the end, we will find an integrable spin-1 chain.
We note that this spin chain can not be obtained by heuristically replacing the spin-12 operators
in Eq. (6.16) by their spin-1 counterparts. We have computed the rational R-matrix in the
previous chapter as

R(λ) = P2 + f(λ)P1 + g(λ)P0,

with the functions f and g equal to

f(λ) =
λ+ 2

λ− 2
, g(λ) =

(λ+ 1)(λ+ 2)

(λ− 1)(λ− 2)
,

where we again have put the parameter η = 1. We note again that

R(0) = P2 − P1 + P0 = σ.

Therefore, the derivation of the previous section is applicable. We immediately find that the
local Hamiltonian is given by

hi(i+1) = R′(0)i(i+1)σi(i+1) = P1,i(i+1) + 3P0,i(i+1) (6.17)

using that 1 is an antisymmetric submodule and 0 is a symmetric submodule. The Casimir
operator C =

∑3
a=1 S

a ⊗ Sa, with Si the spin-1 operators, acts by the scalars 1, −1 and −2 on
the modules 2, 1 and 0 respectively. Therefore, we have

P1 = −1

2
(C + 2)(C − 1),

P0 =
1

3
(C + 1)(C − 1),
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and therefore the Hamiltonian becomes

H = −1

2

N∑
i=1

[
Si · Si+1 − (Si · Si+1)

2
]
. (6.18)

This is known as the Babujian-Takhtajan model as we already mentioned in Section 4.5. For
higher-dimensional representations, one can also construct an integrable model [3, 47]. For spin
s, the Hamiltonian is given by a polynomial in the Casimir element of degree 2s. This is a
consequence of the decomposition s ⊗ s which consists of 2s + 1 irreducible modules, on which
the Casimir elements acts by different scalars. Therefore, each of these projections onto these
modules is given by a polynomial of degree 2s in terms of the Casimir element. Since the
Hamiltonian is constructed out of these projections it is given by such a polynomial as well.

The question that naturally arises is how the Hamiltonian depends on the normalization of
the R-matrix. For the spin- 12 case, this is immediately clear. The constructed Hamiltonian will
always be a linear combination of the identity operator and the Casimir element and the system
can only differ by a multiplicative and an additive constant. For the case of spin-1, the system
is truely different if the relative prefactor between the Casimir element and the square of it in
Eq. (6.18) changes. Suppose we multiply the R-matrix by a function h(λ), such that h(0) = 1.
Then the new R-matrix,

R̃(λ) = h(λ)R(λ) (6.19)

satisfies R̃(0) = σ. The new Hamiltonian is constructed from the quantity

d

dλ

∣∣∣
λ=0

R̃(λ)σ =
d

dλ

∣∣∣
λ=0

R(λ)σ + h′(0)1, (6.20)

which only differs by an additive constant. Therefore, the two Hamiltonians will give rise to
the same physical system, which is of course the desired result. If the R-matrix is multiplied by
a function such that h(0) ̸= 1, then the derivation in the previous section is not immediately
applicable, since the new R-matrix would not equal the permutation operator at λ = 0.

Finally, we want to make two remarks on the su(2) integrable Hamiltonians. All the spin
operators are Hermitian operators and therefore the Casimir operator as being the sum of squares
of Hermitian operators is Hermitian. Since the Hamiltonian is a polynomial in the Casimir
operator with real coefficients [3], the constructed Hamiltonian will always be Hermitian. From
a physical point of view, this is desirable since it ensures that the energies of the system, given
by the eigenvalues of the Hamiltonian, are real numbers. Furthermore, the Casimir element
commutes with all the su(2) operators. Therefore, all components of spin are conserved quantities
for these systems.

6.5 The Bethe equations

In this section we will stick to the examples of the previous sections with the su(2)-invariant spin
chains. In particular, we will use the integrability of the systems to construct all the eigenvectors.
Furthermore, we will derive the so called Bethe equations from which the eigenvalues can be
calculated in principle. The method that we review here is due to Faddeev [19].

First, we investigate the simplest model, which is the spin- 12 model. We use the notation V
for the representation space 1

2 and write the monodromy operator Ta(λ) as a (2 × 2)-matrix in
the auxiliary space Va,

Ta(λ) =

(
A(λ) B(λ)
C(λ) D(λ)

)
. (6.21)
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Here, A(λ) B(λ), C(λ) and D(λ) are operators on
⊗N

i=1 Vi. In this form, it is clear that taking
the trace over the auxiliary space Va, gives

F (λ) = A(λ) +D(λ). (6.22)

Since the Hamiltonian is constructed from the commuting family F (λ), they share a set of
eigenvectors. For this reason, we are particularly interested in the eigenvectors of F (λ). To
construct those, we will combine Eqs. (6.2) and (6.21) to get a set of relations between the
operators A(λ), B(λ), C(λ) and D(λ). For convenience, we multiply the R-matrix with 1 − λ,
to get rid of the poles in R(λ). This change does not lead to different relations between the
operators, since Eq. (6.2) is invariant under multiplication of R(λ) with a scalar function. The
product of the two monodromy matrices in two different auxiliary spaces takes the following
form.

Ta(λ)Tb(µ) =


A(λ)A(µ) A(λ)B(µ) B(λ)A(µ) B(λ)B(µ)
A(λ)C(µ) A(λ)D(µ) B(λ)C(µ) B(λ)D(µ)
C(λ)A(µ) C(λ)B(µ) D(λ)A(µ) D(λ)B(µ)
C(λ)C(µ) C(λ)D(µ) D(λ)C(µ) D(λ)D(µ)

 . (6.23)

An expression for Tb(µ)Ta(λ) can be obtained similarly. Here, we would like to stress that A(λ),
B(λ), C(λ) and D(λ) are all operators and do not commute in general. In fact, Eq. (6.2) gives
relations between the operators in different order. For instance the (1, 1) matrix element of Eq.
(6.2) reads

A(λ)A(µ) = A(µ)A(λ),

which means that the family of operators A(λ) is commuting. This is also the case for the families
B(λ), C(λ) and D(λ). The (1, 3) entry reads

(λ− µ− 1)B(λ)A(µ) = −B(µ)A(λ) + (λ− µ)A(µ)B(λ), (6.24)

which gives a relation between the families of operators A(λ) and B(λ). In particular, it tells us
that if we interchange the operators A(λ) and B(µ) we get an extra term and some multiplicative
constants. An other relation that we need later on is the (3, 4) entry, which is

−B(λ)D(µ) + (λ− µ)D(λ)B(µ) = (λ− µ− 1)B(µ)D(λ). (6.25)

There are also a few other relations, but those are not necessary to construct the eigenvectors
of F (λ). For the eigenvectors, we first need an expression for the R-matrix in terms of the spin
operators and the identity. We have

P0 =
1

4
1⊗ 1− 1

4
σa ⊗ Sa, (6.26)

P1 =
3

4
1⊗ 1+

1

4
σa ⊗ Sa, (6.27)

where Sa = 1
2σ

a. Therefore, if we write the R-matrix from Eq. (5.3) as a (2 × 2)-matrix in
auxiliary space, we have

R(λ) =

(
1
2 − λ+ S3 S1 − iS2

S1 + iS2 1
2 − λ− S3

)
(6.28)
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where we recall that we have multiplied the R-matrix by a factor of 1 − λ. We consider the
highest weight vector ω of the 1

2 -representation. The spin operators acts as follows on ω,

(
S1 + iS2

)
ω = 0, S3ω =

1

2
ω.

Therefore, applying the R-matrix to ω (or to be precise, the two-dimensional vector with ω as
both entries) results in

R(λ)ω =

(
(1− λ)ω ξ

0 −λω

)
,

where ξ is another two-dimensional vector whose precise form is irrelevant. We consider the
vector Ω = ω ⊗ · · · ⊗ ω in the space V ⊗N . If we let the monodromy matrix from Eq. (6.21) act
on Ω, we get

Ta(λ) =

(
(1− λ)

N
Ω Ξ

0 (−λ)N Ω

)
, (6.29)

where Ξ is now a vector in V ⊗N . After taking the trace of this relation over the auxiliary space,
we find that

F (λ)Ω =
(
(1− λ)

N
+ (−λ)N

)
Ω.

We see that Ω is an eigenvector of F (λ). To find for extra eigenvectors, we assume them to be
of the form

Φ({λ}) = B(λ1)B(λ2) · · ·B(λm)Ω, (6.30)

where {λ} = {λ1, · · · , λm} is a set of complex numbers. We want to know the action of F (λ) =
A(λ) + D(λ) on this vector. The strategy is to pull the A(λ) through the m B(λj) operators,
using the relation in Eq. (6.24). First we rewrite it in the the form

A(λ)B(µ) = f1(λ− µ)B(µ)A(λ) + f2(λ− µ)B(λ)A(µ). (6.31)

with

f1(λ) =
λ+ 1

λ
, f2(λ) = − 1

λ
.

If we let A(λ) act on Eq. (6.30) the result should be of the form

A(λ)Φ({λ})Ω =

 m∏
j=1

f1(λ− λj)

α(λ)NΦ({λ})

+
N∑
i=1

Mk(λ, {λ})B(λ1) · · · B̂(λk) · · ·B(λm)B(λ)Ω. (6.32)

Here, the hat on the operator means that is it omitted. The function α is given by α(λ) = 1− λ
and the coefficients Mk depend on λ and the set {λ} = {λ1, · · · , λm}. To see why Eq. (6.32)
holds, one should use Eq. (6.31) m times. Each time, that one interchanges A(λ) and B(λj), it
gives rise to a factor of f1(λ−λj) and, after one has pulled A(λ) through all the B(λi), A(λ) will
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act by the scalar α(λ)N on Ω. Furthermore, when A(λ) and B(λj), there is also an extra term
that involves B(λ) and A(λj), giving rise to extra terms. Using again Eq. (6.31), one can pull the
A(λj) to the right and let it act on Ω. In any case, such terms are always contained in the second
expression on the right hand side of Eq. (6.32). The coefficientsMk(λ, {λ}) can of course be very
involved, since there are a lot of possibilities for such any of those terms to arise. However, there
is a trick to compute them [19]. The coefficient M1(λ, {λ}) can be computed rather easily, since
there is only a single way that the term B(λ2) · · ·B(λm)B(λ) can arise. Therefore M1(λ, {λ}) is
given by

M1(λ, {λ}) = f2(λ− λ1)

 m∏
j=2

f1 (λ1 − λj)

α(λ1)
N .

Since all the B(λj) commute, the ordering of those operators is irrelevant. So all the other
coefficients Mk(λ, {λ}) can be obtained by the substitution λ1 → λk and therefore we find

Mk(λ, {λ}) = f2(λ− λk)

 m∏
j=1
j ̸=k

f1 (λk − λj)

α(λk)
N .

One can compute similar expression for the action of D(λ) on Φ({λ}), resulting in

D(λ)Φ({λ})Ω =

 m∏
j=1

g1(λ− λj)

 δ(λ)NΦ({λ})

+

N∑
i=1

Nk(λ, {λ})B(λ1) · · · B̂(λk) · · ·B(λm)B(λ)Ω, (6.33)

where δ(λ) = −λ and g1(λ) = (λ− 1)/λ. The coefficients Nk(λ, {λ}) are given by

Nk(λ, {λ}) = g2(λ− λk)

 m∏
j=1
j ̸=k

g1 (λk − λj)

 δ(λk)
N . (6.34)

where g2(λ) = 1/λ. Therefore, we have found an explicit expression for the action of F (λ) on
the vector Φ({λ}). In general, we see that Φ({λ}) is not an eigenvector of F (λ) as a result of the
terms proportional Mk(λ, {λ}) and Nk(λ, {λ}). Those terms are called the unwanted terms for
that reason. The goal is now to chose a particular condition on the elements of the set {λ} such
that those unwanted terms vanish. We note that f2(λ) = −g2(λ). As a result, the unwanted
terms vanish for all λ if and only if m∏

j=1
j ̸=k

f1 (λk − λj)

α(λk)
N =

 m∏
j=1
j ̸=k

g1 (λk − λj)

 δ(λk)
N

which can be rewritten as

m∏
j=1
j ̸=k

λk − λj + 1

λk − λj − 1
=

(
λk

λk − 1

)N

. (6.35)
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These relations are known as the Bethe equations. The eigenvalue Λ(λ, {λ}) of F (λ) correspond-
ing to the eigenvector Φ({λ}) can be found immediately from Eqs. (6.32) and (6.33) and equals

Λ(λ, {λ}) =

 m∏
j=1

f1(λ− λj)

α(λ)N +

 m∏
j=1

g1(λ− λj)

 δ(λ)N (6.36)

provided the conditions in Eq. (6.35) hold. To find the eigenvalues of the Hamiltonian in Eq.
(6.16) we have to take the logarithmic derivative of Eq. (6.36) taking the Bethe equations into
account. First, we have to reinstate the factor 1− λ that we divided out in the R-matrix. Then
the eigenvalues for the transfer matrix become

Λ̃(λ, {λ}) =

 m∏
j=1

f1(λ− λj)

+

 m∏
j=1

g1(λ− λj)

 δ(λ)N

α(λ)N
. (6.37)

As the second term in Eq. (6.37) as well as its derivative vanish for λ = 0, that term does
not contribute to the eigenvalues of the Hamiltonian. The eigenvalues of the Hamiltonian H =
F (0)−1F ′(0) can be computed as

Z({λ}) =
m∑
j=1

1

λj(1− λj)
. (6.38)

So, in principle we have found some of the eigenstates and the corresponding eigenvalues of the
Hamiltonian. It turns out that Φ({λ}) are all highest weight states with total spin N/2−m. A
counting argument that we do not present here shows that the Φ({λ}) form all the independent
highest weight states [19]. To show that Φ({λ}) are highest weight states, we first note that the
monodromy matrix from Eq. (6.21) is a polynomial in λ of which the first terms of highest order
are given by

T (λ) = (−1)NλN +

(
N

2
+ σa ⊗ Sa

)
λN−1

with σa the Pauli matrices and Sa the total spin operator on the spin chain. Matching the
coefficients in the fundamental commutation relation, now leads to the following relation[

T (λ),
1

2
σa ⊗ 1 + 1 ⊗ Sa

]
= 0.

Plugging in the matrix form for the monodromy matrix gives us

[S3, B(λ)] = 0

[S1 + iS2, B(λ)] = A(λ)−D(λ)

From this it follows that

S3Φ({λ}) =
(
N

2
−m

)
Φ({λ})

(S1 + iS2)Φ({λ}) = 0
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where we note that to show the latter relation the Bethe equation are needed. We see that Φ({λ})
is indeed a highest weight vector of the correct weight. Since the spin chain is su(2)-invariant,
the lowering operator S1 − iS2 can be used to find all the other eigenstates of the Hamiltonian.

In principle, this method can also be used for the integrable models that are invariant under
higher spin representations. However, since the dimension of the auxiliary space is also larger in
such a case, the monodromy operator, when written as a matrix in auxiliary operator as in Eq.
(6.21), will contain more than four different operators. As a result, the relations resulting from
the fundamental commutation relation in Eq. (6.2) will be a lot more involved. There is a way
to circumvent this problem, involving a so called Lax operator, which connects the R-matrix of
the spin- 12 representation with R-matrices for other representations and is defined on 1

2 ⊗ s. We
will denote the R-matrix of the spin-s representation by sR(λ). The Lax operator is denoted by
1
2 s
R(λ) and satisfies the following two equations

1
2 s
R12(λ− µ) sR13(λ) 1

2 s
R23(µ) = 1

2 s
R23(µ) sR13(λ) 1

2 s
R12(λ− µ) (6.39)

1
2 s
R12(λ− µ) 1

2
R13(λ) 1

2 s
R23(µ) = 1

2 s
R23(µ) 1

2
R13(λ) 1

2 s
R12(λ− µ) (6.40)

The first of these equations is an operator equation on the vector space s⊗ 1
2⊗s and the second on

1
2 ⊗ s⊗ 1

2 . The existence of such an operator 1
2 s
R(λ) can be derived from the universal R-matrix

of Y (su(2)). The proof is the same as before. One extends the representation s ⊗ 1
2 ⊗ s to a

representation of the Yangian using the evaluation homomorphism in Eq. (3.7) and applies this
representation to the fundamental Yang-Baxter equation in the Yangian, which is solved by the
fundamental R-matrix. This leads to Eq. (6.39). The result in Eq. (6.40) is obtained similarly.
The Lax operator 1

2 s
R(λ) is the same for both equations, since it is the extended representation

of 1
2 ⊗ s applied to the universal R-matrix. An explicit expression for the Lax operator is given

by

1
2 s
R(λ) =

(
1

2
− λ

)
1 1

2
⊗ 1s + σa ⊗ Sa. (6.41)

In case s = 1
2 , then this is the R-matrix we found before. The operators Sa are the spin operators

in the representation s.
Similar to the case of spin- 12 the monodromy matrix is defined by

sTa(λ) = sRaN (λ) sRa(N−1)(λ) · · · sRa1(λ), (6.42)

where the auxiliary space is now a copy of the representation s. The derivation of the fundamental
commutation relation in Eq. (6.2) is the same. We also define a monodromy operator for the
Lax operator in the space 1

2 ⊗ s⊗N ,

1
2 s
Ta(λ) = 1

2 s
RaN (λ) 1

2 s
Ra(N−1)(λ) · · · 1

2 s
Ra1(λ). (6.43)

We proceed by taking the trace over the auxiliary space for both monodromy operators.

1
2 s
F (λ) = tra 1

2 s
Ta(λ), sF (λ) = tra sTa(λ). (6.44)

These are both operators on s⊗N . The point is now to show that these families of operators
commute as a consequence of Eqs. (6.39) and (6.40). To show this, we note the following equation

1
2
Rab(λ− µ) 1

2 s
Ta(λ) sTb(µ) = sTb(µ) 1

2 s
Ta(λ) 1

2
Rab(λ− µ), (6.45)
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which proof is very similar to the one for Eq. (6.2). Taking the trace over the auxiliary spaces
leads to the conclusion that 1

2 s
F (λ) and sF (µ) that commute. Therefore, these operators have

a common set of eigenvectors. The eigenvectors of 1
2 s
F (λ) can be constructed using the same

method as for the spin- 12 case. The first step is to write the monodromy operator 1
2 s
T (λ) in the

form of Eq. (6.21). The Lax operator as a matrix in auxiliary space is the same as Eq. (6.28),
although the spin operators are now spin-s operators. These operators act slightly differently on
the highest weight vector,(

S1 + iS2
)
ω = 0, S3ω = sω.

The rest of the derivation is now exactly the same. The eigenvectors of 1
2 s
F (λ) are again of the

form as in Eq. (6.30). The Bethe equations take a similar form and now read

m∏
j=1
j ̸=k

λk − λj + 1

λk − λj − 1
=

(
λk − 1

2 + s

λk − 1
2 − s

)N

. (6.46)

Ultimately, the eigenvectors and eigenvalues of sF (λ) can be found by applying this operator
to the vectors of the form Φ({λ}). Some unwanted terms arise, but when the Bethe equations
in Eq. (6.46) hold, those terms vanish. The eigenvalues of sF (λ) are complicated and a simple
form does not exist [3].

In summary, in this section we have seen the construction of the eigenvectors and eigenvalues
of su(2) integrable Hamiltonians. This is precisely why integrable systems are particularly inter-
esting, since there is a way that in principle solves the system. Later, the same method will be
used for the R-matrix for the adjoint representation of su(3), to derive an integrable Hamiltonian
for that representation.

6.6 An integrable Hamiltonian for the adjoint representa-
tion of SU(3)

In the previous chapter we have constructed the R-matrix for the adjoint representation of
su(3). Similarly to what we have done before for the fundamental and the adjoint representation
of su(2), we would also like to construct an integrable model using this R-matrix. However,
this R-matrix in (5.15) is not solely given in terms of projectors, but also contains two terms
that swap two highest weight vectors, which were not present in the su(2) case. It is possible
to choose different highest weight vectors for the two 8 submodules, such that the R-matrix is
given only in terms of projectors. However, this would be unnatural for two reasons. On one
hand the highest weight vectors would be dependent on λ and on the other hand the resulting
highest weight vector would not be orthogonal with respect to the invariant inner product on
su(3)⊗ su(3). Therefore, we keep the R-matrix in this form.

In the derivation of the su(2) integrable models, an important property of the R-matrix was
used, namely that R(0) = σ. This is also the case for the R-matrix in (5.15). Therefore, we
can straightforwardly compute the integrable Hamiltonian, which is of the form H =

∑
i hi(i+1).

Using the formula

h = R′(0)σ, (6.47)

which was derived in Section 6.3, we find that

h = 2P10 + 2P1̄0 +
25

6
P8s −

√
5

2
Mas +

√
5

2
Msa +

1

2
P8a +

8

3
P1. (6.48)
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We would like to express this Hamiltonian in terms of tensor products of the Gell-Mann matrices.
However, this is more complicated than in the case of the su(2)-invariant Hamiltonians. The
projectors P10+P1̄0 and P1 can easily expressed as polynomials in the Casimir operator and the
identity. However, the Casimir operator does not distinguish the two copies of 8 and therefore
different operators are needed, which have been found by Roy and Quella [40]. Using these, the
local Hamiltonian can be written as

h = 2 +
3

8
C − 7

24
C2 − 1

12
C3 − 11

216
K +

1

864
[K,Q] , (6.49)

where the operators C,K and Q can be expressed in the set of operators Ja, the Lie algebra
generators of the adjoint representation. These operators can be obtained by fixing a basis Ia

for su(3) that is orthonormal with respect to the unique inner product that extends the trace
form on su(n,R). The operators Ja are defined by Ja = ad Ia, where ad is the Lie algebra
homomorphism for the adjoint representation. The operators Ja are Hermitian with respect to
the unique inner product that makes the adjoint representation of SU(3) unitary. The explicit
expressions for the operators C, K and Q are given by

C1,2 = Ja
1 J

a
2 , K1,2 = dabcddefJa

1 J
d
1J

e
1J

f
2 J

b
2J

c
2 , Q1,2 = dabc

(
Ja
1 J

b
1J

c
2 − Ja

1 J
b
1J

c
2

)
.

We recall that the d-symbols are defined by dabc = tr
(
Ia{Ib, Ic}

)
.

However, there is a big problem with the local Hamiltonian h from Eq. 6.49. It is not
Hermitian, due to the term proportional to [K,Q]. To see this, one should note that the operators
K and Q are both Hermitian, due to the symmetry of the d-symbols and the fact that the
operators Ja are Hermitian. Therefore, the operator [K,Q] is anti-Hermitian. Since we would
like the Hamiltonian to describe a physical system, this is a major problem. The eigenvalues
of the Hamiltonian correspond to the energy levels of the system and these should of course be
real numbers. In Section 6.8 we will see if there is a solution of this problem, by investigating if
the Hamiltonian is quasi-Hermitian. This is a weaker property than being Hermitian, but it still
guarantees that the eigenvalues of the operator are real.

Ignoring this problem for now, we would like to diagonalize the object H =
∑

i hi(i+1) using
the techniques we used for the su(2) models. In particular, we would like to construct the Bethe
equations. We would need to find the Lax operator such that both Eqs. (6.39) and (6.40) hold
with the su(3) R-matrices for the fundamental and the adjoint representation. The existence
of this Lax operator follows from the universal R-matrix that also exists for the Yangian of
su(3). However, we have not been able to find the Lax operator. It cannot be constructed

from the su(3)-invariant quantities Ia ⊗ Ja, (Ia ⊗ Ja)
2
and the identity. The operator Ia ⊗ Ja

has three different distinct eigenvalues, corresponding to the three irreducible submodules in the
decomposition of 3 ⊗ 8. Therefore, higher powers of the operator Ia ⊗ Ja can be expressed
in terms of the above operators. It follows from Schur’s lemma that the vector space of Lie
algebra intertwining operators is three-dimensional in the case of 3 ⊗ 8. We conclude that the
Lax operator is not intertwining for the Lie algebra representation, contrary to the case of su(2).

Since there is no Lax operator available, it means we have to try a different method to find
the eigenvalues Hamiltonian. One possibility would be to write the monodromy operator as a
matrix in auxiliary space and apply the method we used in Section 6.5. However this monodromy
operator would consist out of 64 different operators and the fundamental commutation relation
in Eq. (6.2) leads to complicated relations between these operators. The Bethe equations, even
in the case of m = 1 for the first excited states, will be very involved as well, although in principle
one could find an expression for them.
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6.7 An integrable Hamiltonian for the adjoint representa-
tion of SU(n)

In this section we will present an integrable Hamiltonian for the adjoint representation of su(n),
for n > 3, based on the conjectured result for the R-matrix in the previous chapter. This
Hamiltonian can be obtained following the same considerations as in the previous section was
done for n = 3. The expression one finds for the local Hamiltonian is

h = 2 +
6 + n2

8
C − n2 − 2

8n
C2 − 3

8
C3 − 1

8n
C4 − 2 + n2

8n3
K +

1

16n3
[K,Q] . (6.50)

The corresponding Hamiltonian is again not Hermitian, due to the anti-Hermitian term contain-
ing the commutator. We note that this result differs from the previous local Hamiltonian in the
case n = 3, due to the appearance of the extra submodule in the decomposition of the tensor
product of the two adjoint representations if n > 3.

Looking at the Hamiltonian in Eq. (6.50), it may be tempting to consider the limit in which
n, which labels the Lie algebra su(n), gets very large, since the anti-Hermitian term carries a
prefactor n−3. However, this is a bit misleading, since this prefactor depends on the choice of
normalization of the operators and the d-symbols. In fact, this anti-Hermitian carries a lot of
summations over n2 − 1 elements, which are present in the operators K and Q. When the local
Hamiltonian is written in terms of projectors and operators that interchange the highest weight
vectors, then the anti-Hermitian carries a prefactor that scales with

√
n2 − 4 and this factor is

dominant for large n. Furthermore, the large n-limit could give a deceptive picture for another
reason. The most important motivation for considering these models, is their integrability. If we
would slightly approximate our local Hamiltonian by a Hermitian one, the integrability would
probably be lost. Furthermore, it could well be that adding a non-Hermitian term could lead to
very different behaviour with respect to the eigenstates and eigenvalues.

6.8 Quasi-Hermitian Hamiltonians

As we remarked above, the local Hamiltonian in Eq. (6.47) is not really a Hamiltonian, since it
not Hermitian. Therefore, the eigenvalues are not necessarily real. However, when N = 2, the
eigenvalues are real. To see this, one has to look at the eigenvalues of the (2×2)-matrix that acts
on the highest weight vectors which are real. Therefore, the Hamiltonian could lead to physical
results after all. This is for instance the case if the Hamiltonian is quasi-Hermitian [14, 35]. We
have the following definition for such a Hamiltonian.

Definition 6.1. A diagonalizable linear operator H on a separable Hilbert space is called quasi-
Hermitian if there exists an invertible positive Hermitian linear operator ρ such that H† =
ρHρ−1.

In particular, every Hermitian operator is quasi-Hermitian, by taking ρ = 1. The following
lemma justifies this definition.

Lemma 6.4. The spectrum of a quasi-Hermitian operator is real.

Proof. Let H be a quasi-Hermitian operator and ρ be a positive operator such that H† = ρHρ−1.
Since ρ is positive Hermitian, there exists η such that η†η = ρ. This η is invertible. Indeed,
if not, then also η† would not be invertible. Since the product of two non-invertible operators
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cannot be invertible, ρ would not be invertible in that case, which is a contradiction. As a result,
the following equation holds(

η†
)−1

H†η† = ηHη−1,

which can be rewritten as(
ηHη−1

)†
= ηHη−1. (6.51)

This implies that H equals a Hermitian operator up to conjugation. Since conjugate operators
have the same spectrum, the result follows.

What about the integrable Hamiltonian for the adjoint representation of su(3)? For N = 2
it is indeed quasi-Hermitian. As pointed out earlier, it is diagonalizable such that the resulting
diagonal operator has real entries. This is clearly equivalent to Eq (6.51).

For larger N numerical calculations show that H is not necessarily quasi-Hermitian. Even
for N = 3, some of the eigenvalues of the constructed Hamiltonian are imaginary. The reason
is that the sum of quasi-Hermitian operators is not necessarily quasi-Hermitian. Consider the
(2× 2)-matrices A and B, defined by

A =

(
4i 5
5 −4i

)
, B =

(
0 −5
−5 0

)
.

Then B is Hermitian and therefore quasi-Hermitian. The matrix A has eigenvalues −3, 3 and is
therefore quasi-Hermitian. However, the sum of these operators equals a diagonal operator with
imaginary entries and is certainly not quasi-Hermitian.

We conclude that the Hamiltonian constructed in the previous section is not really a Hamilto-
nian. It is an operator that has some properties similar to integrable Hamiltonians, in particular
the local conserved quantities, but it can never describe a real physical system.

6.9 An integrable Hamiltonian for a reducible representa-
tion

In the previous sections we have looked at integrable spin chains where the states on every
site spanned an irreducible representation of a Lie algebra. In this section, we will study an
integrable spin chain on a reducible representation of su(2), namely the direct sum of two spin- 12
representation. Integrable spin chain on reducible representation have been constructed before
[5, 6], in particular in the case of a tensor product of two irreducible representations. In such a
case, one gets a system that could be interpreted as a spin ladder instead of a spin chain, where
the sites are replaced by a bond with two sites. The interpretation of our construction is not
immediately clear. The constructed spin chain will be based on the result from Section 5.6, where
we already computed an R-matrix on this representation. Contrary to all the other R-matrices we
encountered before, the R-matrix in Eq. (5.36) does not necessarily satisfy R(0) = σ, where σ is
the permutation operator. This is an important property in the construction of an integrable spin
chain and therefore it should be imposed by setting J1(0) = 1 and J2(0) = J3(0) = J4(0) = 0).
We introduce the notation J ′

i(0) = Ji and put J1 = 0. The local Hamiltonian can be computed
as R′(0)σ and is given by

h =2P0 + J2 (M12 +M34 +N12 +N34)

+ J3 (M13 +M24 +N13 +N24) + J4 (M14 +M23 +N14 +N23) ,
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where the notation is as in Section 5.6. Contrary to the integrable Hamiltonians we encountered
so far, there are now four parameters we can choose from instead of an overall normalization.
Every operator on 1

2 ⊕ 1
2 can be written as a (2 × 2)-matrix which entries are operators on 1

2 .
We can also do this for the local Hamiltonian which gives (putting J3 = J4 = 0 for simplicity)

h =−
(
Sa 0
0 Sa

)
⊗
(
Sa 0
0 Sa

)
+

1

4

(
1 0
0 1

)
⊗
(

1 0
0 1

)
+ J2

((
1 0
0 0

)
⊗
(
0 1
1 0

)
+

(
0 1
1 0

)
⊗
(

1 0
0 0

))
(6.52)

in terms of the spin operators Sa = 1
2σ

a, with σa the Pauli matrices. Naively, the first term
in the local Hamiltonian in Eq. (6.52) could be seen as the sum of two local Hamiltonians of
the Heisenberg model, acting on both copies of 1

2 on each site. The term proportional to J2
could be seen as an interaction between the two states. However, this interpretation is a bit
misleading. One could have made a different choice of highest weight vectors for the two 1

2 -
modules in the beginning, such that the inner product is preserved. Such a transformation can
be identified with conjugation by this unitary (2 × 2)-matrix that acts on the (2 × 2)-matrices
in the local Hamiltonian in Eq. (6.52). For arbitrary unitary transformations, the eigenvalues of
the Hamiltonian are not preserved. This is a major problem for the Hamiltonian that severely
limits the physical implications of this model. For a genuine physical model, the choice of highest
weight vectors should not amount to different eigenvectors with different eigenvalues, since this
implies that the states and corresponding energies can not be determined objectively. Therefore,
we conclude that the Hamiltonian given in Eq. (6.52) is not a physical model.

6.10 Summary

In this chapter, we have studied integrable spin chains. We have reviewed how solutions of
the Yang-Baxter equation lead to the construction of such integrable models. After that, we
constructed all the integrable models out of the R-matrices from the previous chapter, start-
ing with the lowest-dimensional non-trivial irreducible representations of su(2) to retrieve the
well-known Heisenberg and Babujian-Takhtajan models. Furthermore, we reviewed the Bethe
Ansatz, which is a method to obtain an abstract description of the eigenstates and eigenvalues
of the Hamiltonian. After that, we tried to mimic these methods for the adjoint representation
of su(3). However, the constructed Hamiltonian is not Hermitian. This is a consequence of the
decomposition of the tensor product of two adjoint representations of su(n), which is not free of
multiplicities if n > 2. Since the eigenvalues of the Hamiltonian are also not real in general, it
seems to be impossible to describe a physical system with this Hamiltonian. We also tried to find
the Bethe equations for the Hamiltonian. However, a direct approach leads to very complicated
equations, while an indirect approach involving the Lax operator did not succeed because we
were not able to find an expression for the Lax operator in the case of su(3). We also presented
the Hamiltonian that follows for the conjectured expression for the R-matrix corresponding to
the adjoint representation of su(n), which we presented in the previous chapter for n > 3. This
Hamiltonian has the same problems as in the case n = 3. Finally, we presented the Hamilto-
nian which follows from the R-matrix on the direct sum of two spin-12 representations of su(2).
However, such a Hamiltonian seems unphysical as the eigenvalues of it depend on the choice of
highest weight vectors for the modules.





Chapter 7

Integrable spin chains with
defects

7.1 Introduction

In the previous chapter we have constructed various integrable spin chains. We started with
the well known Heisenberg and Babujian-Takhtajan models and then constructed an integrable
spin chain for the adjoint representation of su(3). Although the latter differed from the first two
models in the sense that it was non-Hermitian, all these systems were homogeneous as all sites
were considered to be essentially the same. In this chapter, we will consider integrable systems
which are not translationally invariant, by introducing defects on one or more of the sites. Such
systems are interesting for several reasons. First of all, different kinds of spatial dependence in
the system become possible as a result of the broken translational symmetry. Furthermore, such
a defect could be seen as a link between two different systems. Finally, if one introduces many
defects on the sites, it may be possible to study integrable systems with disorder.

The idea of implementing a defect in the system is very simple. One replaces one of the
R-matrices in the monodromy operator from Eq. (6.21) by a so called Lax operator L(λ) that
satisfies the Lax equation

R12(λ)L13(λ+ µ)L23(µ) = L23(µ)L13(λ+ µ)R12(λ). (7.1)

We encountered this equation before in the derivation of the Bethe equations for higher spin
su(2)-invariant models. It is an operator equation on V ⊗V ⊗W (with V and W vector spaces),
where R(λ) is an R-matrix on V ⊗ V . The Lax operator is an operator acting on V ⊗W . This
method has been used to construct various kinds of integrable systems, for example an anisotropic
spin- 12 XXZ model with defects [42] and a model with spin- 12 as well as spin-s sites [2, 49]. In this
chapter, we will only investigate the case where W = V , so where the Lax operator is defined on
the same vector space as the R-matrix. For the su(2)-invariant models we consider, this means
that we will equip all lattice sites with the same representation. Furthermore, the defects will
not break the Lie algebra invariance in our models.

This chapter is organized as follows. First, we develop a general formula for a Hamiltonian
with a defect on one of the sites. Two examples, a spin- 12 and a spin-1 spin chain with a defect
are presented. After, that we will consider spin chains with more defects. Finally, we will show
how the Bethe equations need to be modified if defects are present.

65



CHAPTER 7. INTEGRABLE SPIN CHAINS WITH DEFECTS 66

7.2 Integrable Hamiltonians with one defect

As noted in the introduction, the idea of creating a defect is by replacing one of the R-matrices in
the monodromy matrix, by a solution of the Lax equation (7.1). One can place as many defects
as desired, but the calculations will get more cumbersome in the case of more defects. For that
reason, we first investigate the case of a single defect. Since all sites are essentially the same in
the original model (due to the cyclicity of the partial trace in the transfer matrix), it does not
matter which site we pick for the defect. For that reason, we can assume the defect to be on site
with label 1. The new monodromy operator becomes

Ta(λ) = La1(λ)Ra2(λ) · · ·RaN (λ)

and the fundamental commutation relation from Eq. (6.2) still holds, with the same proof. The
transfer matrix F (λ) = traT (λ) is still commuting for different values of the spectral parameter,
i.e. [F (λ), F (µ)] = 0. The Hamiltonian is constructed as before

H = F (0)−1F ′(0). (7.2)

We assume that the R-matrix satisfies R(0) = σ, but the Lax operator does not necessarily equal
the permutation operator at λ = 0 (if V ̸=W this is even impossible). As a result, the derivation
of the Hamiltonian is more involved than before. We note that we have assumed V =W , which
allows us to use various identities with permutation operators. We start with the computation
of F (0),

F (0) = tra (La1(0)σa2 · · ·σaN )

= tra (La1(0)σa1σa1 · · ·σaN )

= tra
(
σaNLN1(0)σN1σN(N−1) · · ·σ12

)
= LN1(0)σN1σN(N−1) · · ·σ12. (7.3)

For later use, we note that we could also first use the cyclicity of the trace to get La1(0) to the
right and pull σa2 to the right,

F (0) = tra (σa2 · · ·σaNLa1(0))

= tra
(
σ23 · · ·σ2(N−1)σ2NL21(0)σa2

)
= σ23 · · ·σ2(N−1)σ2NL21(0) (7.4)

The derivative F ′(0) can be written as

F ′(0) = tra (L
′
a1(0)σa2 · · ·σaN ) +

N∑
i=2

tra
(
La1(0)σa2 · · ·σa(i−1)haiσai · · ·σaN

)
(7.5)

where we have used the notation

hab = R′
ab(0)σab.

The first term in Eq. (7.5) can be computed similarly to Eq. (7.3) and is given by

L′
N1(0)σN1σN(N−1) · · ·σ12. (7.6)

The first N − 2 terms in the summation in Eq. (7.5) can be found by using haiσaiσa(i+1) =
σaiσa(i+1)hi,i+1 and by pulling σaN to the left,

N−1∑
i=2

tra
(
La1(0)σa2 · · ·σa(i−1)haiσai · · ·σaN

)
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=
N−1∑
i=2

tra
(
La1(0)σa2 · · ·σa(i−1)σai · · ·σaNhi(i+1)

)
= LN1(0)σN1σN(N−1) · · ·σ12

N−1∑
i=2

hi(i+1)

= F (0)
N−1∑
i=2

hi(i+1). (7.7)

The final term in the summation in Eq. (7.5) equals

tra
(
La1(0)σa2 · · ·σa(N−1)haNσaN

)
= tra

(
σa2 · · ·σa(N−1)σaNhNaLa1(0)

)
= tra

(
σ23 · · ·σ2(N−1)σ2NhN2L21(0)σa2

)
= σ23 · · ·σ2(N−1)σ2NhN2L21(0). (7.8)

Multiplying the right hand sides of Eqs. (7.6), (7.7) and (7.8) with F (0)−1 from Eqs. (7.3) and
(7.4) on the left, leads to the Hamiltonian

H = L21(0)
−1L′

21(0) +
N−1∑
i=2

R′
i(i+1)(0)σi(i+1) + L21(0)

−1R′
N2(0)σN2L21(0), (7.9)

where we used the identity

σ12 · · ·σN(N−1)σN1LN1(0)
−1L′

N1(0)σN1σN(N−1) · · ·σ12 = L21(0)
−1L′

21(0).

A priori, the meaning of the Hamiltonian in Eq. (7.9) is unclear. For instance, there is no
guarantee that the Hamiltonian is Hermitian or that it physical properties will truely differ from
a Hamiltonian without a defect. However, some small differences are immediately apparent.
First of all, the first term in the Hamiltonian from Eq. (7.9) is an interaction term involving
three sites. Furthermore, the roles of the neighbouring sites of the defect is no longer symmetric,
i.e. the labels N and 2 appear asymmetrically in the expression for the Hamiltonian. In the next
section, we will see the simplest example of a Hamiltonian, in the case of the spin-12 Heisenberg
model with a single defect.

7.3 The Heisenberg model with one defect

In this section, we will study the spin- 12 Heisenberg model with a defect. We recall that the
R-matrix that leads to the Heisenberg Hamiltonian equals

R(λ) = P1 +
λ+ η

λ− η
P0 (7.10)

with Ps the projection onto the submodule s in the decomposition 1
2 ⊗ 1

2 . Here we recall that
the notation s is used for the (2s+ 1)-dimensional irreducible representation of su(2). We keep
the extra parameter η in place, to keep the discussion as general as possible. The Lax operator
that we choose is L(λ) = R(λ+ iγ), with γ the (real) defect parameter. The appearance of the
factor i will become clear later on. The fact that this Lax operator satisfies the Lax equation
follows by taking a shift of parameters in the Yang-Baxter equation. The local Hamiltonian is

h =
2

η
P0 =

2

η

(
1

4
− S⊗ S

)
. (7.11)
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The term L12(0)
−1L′

12(0) in the Hamiltonian can straightforwardly be computed as

L12(0)
−1L′

12(0) =
2η

η2 + γ2

(
1

4
− S1 · S2

)
. (7.12)

The final term in Eq. (7.9) is more difficult to compute, as it contains the interactions between
multiple sites. We note the following identities which can be shown by explicit computation,

(S1 · S2) (S2 · SN ) =
1

4
(S1 · SN )− i

2
S1 · (S2 × SN )

(S2 · SN ) (S1 · S2) =
1

4
(S1 · SN ) +

i

2
S1 · (S2 × SN )

(S1 · S2) (S2 · SN ) (S1 · S2) = − 1

16
(S2 · SN ) +

1

8
(S1 · SN ) .

With the help of these identities, one finds that

L21(0)
−1hN2L21(0) =

2

η
−2

η

γ2

η2 + γ2
(S2 · SN )− 2η

η2 + γ2
(S1 · SN )+

4γ

η2 + γ2
S1·(S2 × SN ) . (7.13)

Adding Eqs. (7.12) and (7.13) with the local Hamiltonians for the non-defected sites, leads up
to a multiplicative factor 2/η and an additive constant to the following result

H = −
N∑
i=1

Si · Si+1 +Hdefect (7.14)

where the first term is precisely the Heisenberg Hamiltonian. The defect Hamiltonian Hdefect

equals

Hdefect = sin2(∆) (SN · S1 + S1 · S2 − SN · S2) + sin(2∆)SN · (S1 × S2) . (7.15)

where we have introduced the parameter ∆ = arctan(γ/η). We note that the Heisenberg model
is exactly retrieved in the case ∆ = 0 (corresponding to γ = 0) where the defect is absent. The
case ∆ = π/2 (or γ = ∞) also corresponds to the Heisenberg Hamiltonian, but only on the N−1
non-defected sites. We also note the defect Hamiltonian is Hermitian as a result of the factor i
in the Lax operator L(λ) = R(λ + iγ). Physically, the first term in Eq. (7.15) corresponds to
a decrease of the strength of the interaction between de defect site and the neighbouring sites,
while a next-nearest neighbour interaction between the two neighbours of the defect is created.
The second term in Eq. (7.15) is a three-site interaction term on the defect site and the two
neighbouring sites. The strength of the defect Hamiltonian is bounded, as the relative prefactors
of the terms in the defect Hamiltonian with the Heisenberg are only sines, which are limited to
take values between −1 and 1.

The three site interaction given by SN ·(S1 × S2) is in fact the only su(2)-invariant interaction
that acts non-trivially on three sites, i.e. any such interaction can be rewritten as a linear
combination of this interaction, two-site interactions and constants. Because, the number of spin
operators in this interaction is odd, this term breaks the time-reversal symmetry of the system,
since angular momentum is odd under this symmetry. Contrary to the Heisenberg model, this
interaction is also not invariant under a reversal of the spin chain (with all the sites in the
opposite order) as interchanging sites N and 2 leads to a minus sign. If we would consider the
operator SN · (S1 × S2) on just the three sites, we can easily find its eigenvalues. The su(2) on
these three sites decomposes as

1

2
⊗ 1

2
⊗ 1

2
=

3

2
⊕ 1

2
⊕ 1

2
.
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Figure 7.1: A possible interpretation of a defect site in a spin chain, where the defect site is
slightly moved from the rest of the chain.

We choose the highest weight vectors for the two s = 1
2 modules in these decomposition as

v1 =
1√
3

(
|↑⟩ |↑⟩ |↓⟩+ α |↑⟩ |↓⟩ |↑⟩+ α2 |↓⟩ |↑⟩ |↑⟩

)
v2 =

1√
3

(
|↑⟩ |↑⟩ |↓⟩+ α2 |↑⟩ |↓⟩ |↑⟩+ α |↓⟩ |↑⟩ |↑⟩

)
where |↑⟩ (|↓⟩) is the highest (lowest) weight state of the 1

2 -module and the tensor product
between the states is omitted. The complex number α is the solution of 1 + α + α2 = 0 with
positive imaginary part. In this basis, the operator SN · (S1 × S2) can be written as [50]

SN · (S1 × S2) = 2
√
3(P( 1

2 )2
− P( 1

2 )1
), (7.16)

with
(
1
2

)
i
is the module spanned by vi. In particular, this operator kills the module with highest

weight vector the ferromagnetic state |↑⟩ |↑⟩ |↑⟩, while it distinguishes the other two ‘chiral’ states
with s = 1

2 .
Furthermore, we note that the Hamiltonian in Eq. (7.14) is still Lie algebra invariant, since

the Lax operator that we considered was also Lie algebra invariant. It may be possible that there
are other Lax operators that solve the Lax equation on 1

2 ⊗ 1
2 ⊗ 1

2 as well (leading to different
Hamiltonians), but the Lax operator that we used is the unique su(2)-invariant solution. Picking
another Lax operator would therefore probably break the Lie algebra invariance of the system.

A possible interpretation of the origin of such a defect is depicted in Fig. 7.1. The defect
site can be considered as a ‘kink in the cable’, where it is taken out of the spin chain, ensuring
that the two neighbors of the defect will get nearer, creating an interaction on all the three sites.
Finally, we note that the extra parameter η only amounts to an overal multiplicative constant
and a scaling in the defect parameter γ. This is again a consequence of the fact that a rescaling
of the spectral parameter λ in the R-matrix can be used to set η = 1.

We also state the Hamiltonian for the Babujian-Takhtajan model with a single defect on the
first site. Up to an additive constant and a multiplicative factor (2η)−1 it is given by

H =
N∑
i=1

(C2
i(i+1) − Ci(i+1)) +Hdefect

with Cij = Si · Sj . The defect Hamiltonian is

Hdefect =
δ2

δ2 + 4

[(
C2

N2 − CN2

)
−
(
C2

N1 − CN1

)
−
(
C2

12 − C12

)]
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+
2δ

δ2 + 4
DN12 +

3δ2

(δ2 + 4)(δ2 + 1)

(
2D2

N12 + {C12 + CN1, CN2 −DN12}
)

+
δ
(
1− 2δ2

)
(δ2 + 4)(δ2 + 1)

{DN12, CN2}.

Here, the operator Dijk is defined by Dijk = Si · (Sj × Sk) and δ = γ/η. Although the spin-
1 defect Hamiltonian is much more involved than its spin-12 counterpart, there are also some
similarities. First of all, the Hamiltonian is again Hermitian. This is a consequence of two
facts about the su(2) R-matrix. First, the R-matrix for any irreducible representation of su(2)
(when normalized such that is preserves the highest weight state) is unitary for purely imaginary
spectral parameter, i.e. R(iγ)†R(iγ) = 1. Secondly, the logarithmic derivative at iγ of the
coefficients in the R-matrix is also real if we choose that particular normalization. Furthermore,
the structure of the defect Hamiltonian is very similar to the one in Eq. (7.15). The two-site
interactions decrease the strength of the interaction between the defect site and its neighbouring
sites, while creating an interaction between the neighbouring sites. The other terms are all
interactions involving the defect site and both its neighbouring sites. Finally, setting the defect
parameter γ equal to 0 results in the Babujian-Takhtajan model, while in the limit γ → ∞ the
defect site disappears from the system.

7.4 Integrable Hamiltonians with more defects

In the previous sections we have seen the construction and examples of integrable Hamiltonians
with one defect. In principle the same method can be used to introduce more than one defect
in the system. In this section we will explore such systems, starting with two defects. There are
two possibilities for the second defect, either next to the first defect site or further away. We
will start with the first case and we put two defects on the first two sites, which leads to the
monodromy operator

T (λ) = La1(λ)L̃a2(λ)Ra3(λ) · · ·RaN (λ)

with two possibly different Lax operators L(λ) and L̃(λ). The corresponding Hamiltonian can
be derived as in Section 7.2 as

H = L̃32(0)
−1L31(0)

−1L′
31(0)L̃32(0) + L̃32(0)

−1L̃′
32(0) +

N−1∑
i=3

hi(i+1)

+ L̃32(0)
−1L31(0)

−1hN3L31(0)L̃32(0)
−1,

where we recall that h = R′(0)σ. The final term contains a nontrivial action between four sites.
This distinguishes this Hamiltonian from the one where only one defect was present. So, defects
on neighbouring sites create an even larger defect with interaction terms on all of the defect sites
and the neighbouring sites.

The second case corresponds to defects that are not next to each other. In principle, it
could matter how many sites there are between defects, but we restrict ourselves to the case of
minimum distance of one site. This corresponds to the monodromy operator

T (λ) = La1(λ)Ra2(λ)L̃a3(λ)Ra4(λ) · · ·RaN (λ).

The derivation of the Hamiltonian is again similar to the one in Section 7.2 and leads to

H = L21(0)
−1hN2L21(0)+L21(0)

−1L′
21(0)+L̃43(0)

−1h24L̃43(0)+L̃43(0)
−1L̃′

43(0)+
N−1∑
i=4

hi(i+1).
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Interestingly, the two defects do not interact with each other, but are independent. Therefore,
there are only two-site and three-site interactions, but no higher order interactions. It is clear
that this situation generalizes to more defects, as long as no defects are placed next to each other.
With this in mind, we can construct integrable models with N = 2M sites, with M defects and
at most three-site interactions. For example, for the spin- 12 Heisenberg model this approach leads
to

H = −
N∑
i=1

Si · Si+1 +Hdefect

with

Hdefect =
M∑
i=1

sin2(∆i) (S2i−1 · S2i + S2i · S2i+1 − S2i−1 · S2i+1)+sin(2∆i)S2i−1 ·(S2i × S2i+1) .

7.5 Bethe equations for models with defects

The most important reason for studying the integrable models constructed using the quantum
inverse scattering method, is the fact that one can find a description for all the eigenvalues
and eigenstates of the model. In this section, we will mimic the construction from Section 6.5
for the Heisenberg spin chain with defects. We put the extra parameter η = 1 for simplicity.
Furthermore, we will assume that on each site there is a defect corresponding to the Lax operator
Lγ(λ) = R(λ+ iγ), which leads to the monodromy matrix

T (λ) = Lγ1

a1(λ) · · ·L
γN

aN (λ). (7.17)

First, one writes the monodromy operator as a matrix in the auxiliary space,

T (λ) =

(
A(λ) B(λ)
C(λ) D(λ)

)
(7.18)

The entries of this matrix are operators acting on the spin chain and they differ from the operators
on the chain without defects. However, the fundamental commutation relation from Eq. (6.2)
will lead to the same set of commutation-like relations between these operators since the R-
matrix is the same. So, the families of operators A(λ), B(λ), C(λ) D(λ) are all commuting,
i.e.

[A(λ), A(µ)] = 0, [B(λ), B(µ)] = 0, etc.

Furthermore, we have the relations

A(λ)B(µ) = f1(λ− µ)B(µ)A(λ) + f2(λ− µ)B(λ)A(µ),

D(λ)B(µ) = g1(λ− µ)B(µ)D(λ) + g2(λ− µ)B(λ)D(µ),

with f1(λ) = (λ+ 1) /λ, g1(λ) = (λ− 1) /λ and f2(λ) = −g2(λ) = −1/λ. For convenience, we
multiply the R-matrix with a factor 1− λ, such that it is given in matrix form as

R(λ) =

(
1
2 − λ+ S3 S1 − iS2

S1 + iS2 1
2 − λ− S3

)
. (7.19)

The Lax operator can be written in similar form as

Lγ(λ) =

(
1
2 − λ− iγ + S3 S1 − iS2

S1 + iS2 1
2 − λ− iγ − S3

)
. (7.20)



CHAPTER 7. INTEGRABLE SPIN CHAINS WITH DEFECTS 72

Let ω be the highest weight vector of the 1
2 -representation and Ω = ω ⊗ · · · ⊗ ω. Then, the

transfer matrix F (λ) = A(λ) +D(λ) acts on Ω as

F (λ)Ω = (h1(λ) + h2(λ)) Ω, (7.21)

with

h1(λ) =

N∏
i=1

(1− λ− iγi), h2(λ) =

N∏
i=1

(−λ− iγi).

The rest of the derivation is analogous to the one in Section 6.5. The other eigenstates of F (λ)
are searched in the form

Φ({λ}) = B(λ1) · · ·B(λm)Ω.

and the transfer matrix acts on this state as

F (λ)Φ({λ}) = Λ({λ}, λ)Φ({λ})

with

Λ({λ}, λ) = h1(λ)
m∏
j=1

f1(λ− λj) + h2(λ)
m∏
j=1

g1(λ− λj) (7.22)

provided the Bethe equations hold

m∏
j=1
j ̸=k

λk − λj + 1

λk − λj − 1
=

N∏
i=1

λk + iγi
λk + iγi − 1

. (7.23)

These Bethe equations have the same structure as the equations without defects in Eq. (6.35).
However, due to the defects, not all sites are treated equal anymore and therefore the right hand
side in Eq. (7.23) has a different term in the product for each site. To compute the eigenvalues
of the corresponding Hamiltonian, we should take the logarithmic derivative of Eq. (7.22). First,
we should reinstate the factor 1− λ that we divided out in the R-matrix. Then the eigenvalues
of the transfer matrix become

Λ̃({λ}, λ) =
m∏
j=1

f1(λ− λj) +
h2(λ)

h1(λ)

m∏
j=1

g1(λ− λj). (7.24)

The logarithmic derivative of this quantity is extremely complicated, due to the defects. However,
for systems that do not have defects on neighbouring sites, the second term in Eq. (7.24) and
its derivative vanish at λ = 0 and the eigenvalues of the Hamiltonian equal

Z({λ}) =
m∑
j=1

1

λj(1− λj)
(7.25)

which is the same expression as for the Hamiltonian without defects. However, the conclusion
that the eigenvalues of the Hamiltonian are the same would be false, as the Bethe equations are
different. We note that if there are no defects on neighbouring sites, then γi = 0 for at least half
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of the sites. Similar tp the case without defects, one case show that Φ({λ}) is a spin highest
weight state of spin N

2 −m, provided the Bethe equations hold.
We also state the Bethe equations for su(2)-invariant Hamiltonians with defects corresponding

to higher-dimensional representations. These can be obtained similarly as in the previous example
and read

m∏
j=1
j ̸=k

λk − λj + 1

λk − λj − 1
=

N∏
i=1

λk + iγi − 1
2 + s

λk + iγi − 3
2 + s

for the spin-s representation.

7.6 Summary

In this chapter we have investigated integrable spin chain with defects. These systems are no
longer translationally invariant, as the local Hamiltonians for some of the sites are different than
for others. We have looked at systems where the defect is implemented by a shift in the R-matrix
on one of the sites. Systems with one defect will contain also next-nearest neighbour interactions
as well three-site interactions around the defect site. Defects next to each other will generate
even higher order interactions involving more sites. However, if defects are not on neighbouring
sites, then they are essentially independent and the defect Hamiltonians can be added separately
to the original Hamiltonian. We have computed the defect Hamiltonian for a single defect on
the spin- 12 Heisenberg and the spin-1 Babujian-Takhtajan model. The structure of both defect
Hamiltonians is very similar. There is a decrease of the interaction strength between the defect
site and its neighbouring sites, while an interaction between the two neighbours of the defect is
created. Furthermore, three-site interactions appear in the system around the defect. Finally, we
have computed the Bethe equations for the Heisenberg Hamiltonian. The structure of the Bethe
equations is the same as in the case without defects, although there is a correction for the defects.
In the case of the Heisenberg model with non-neighbouring defects, the abstract expression for
the eigenvalues in terms of a set of parameters λi is the same as in the case without defects,
although the eigenvalues itself will be different due to the correction in the Bethe equations.





Chapter 8

Conclusion and discussion

In this thesis we have analyzed various manifestations of the Yangian in the theory of spin
chains. In particular, we have looked at the Haldane-Shastry model and integrable spin chains
constructed by the Quantum Inverse Scattering Method (QISM). In the case of the Haldane-
Shastry model the Yangian appears in the symmetry algebra, which provides a way to find explicit
expressions for the ground state, the elementary excitations and the corresponding energies.
[43, 44]. In the QISM, the significance of the Yangian resides at a much deeper level. The
representation theory of the Yangian is used to find so called R-matrices, which are solutions of
the Yang-Baxter equation (YBE) [10, 11]. In the QISM, every R-matrix leads to an integrable
model, which can be solved in principle using the Algebraic Bethe Ansatz (ABA), which gives
an abstract description of all the eigenstates and eigenvalues [19, 41].

In the first two chapters after the introduction, we reviewed some mathematical background
concerning Lie algebras and Yangian. Starting with Lie algebras, we studied its root space
decomposition and representation theory. In particular, we reviewed some special facts on su(3)
which we needed later on. The chapter on the Yangian focuses mainly on results obtained
by Drinfeld in 1985 [15]. The Yangian is an algebra that extends a Lie algebra, similar to the
universal enveloping algebra, although the Yangian has extra generators and its defining relations
are much more involved. One of its key properties is the existence of a comultiplication on the
Yangian, which gives the Yangian the structure of a Hopf algebra. Among other things, it allows
for the construction of a tensor product representation out of two Yangian representations. For
su(n) there exists a nontrivial homomorphism from the Yangian to the universal enveloping
algebra, for λ ∈ C. This construction is useful to extend a representation of su(n), to infinitely
many representations of the Yangian.

In Chapter 4 we investigated the Haldane-Shastry model. It is a su(n)-invariant spin chain,
with all sites carrying the fundamental representation of su(n). In particular, we looked at
the symmetry algebra of the model, which is a representation of the Yangian, as found out by
Haldane et al. [22]. The algebra is generated by the total spin and another operator, which is
called the rapidity. For n = 2, we showed in full detail that these operators commute with the
Hamiltonian and satisfy the defining relations of the Yangian. Finally, we gave an argument why
a su(2) spin-1 chain with Yangian symmetry cannot exist. The reason for this is that only in the
fundamental representation the su(2) operators satisfy a Clifford algebra structure that ensures
the generating relations of the Yangians hold. For su(n) (n > 2) the Lie algebra operators also
satisfy a similar structure in the fundamental representation which allows the construction of
the Haldane-Shastry model with Yangian symmetry, although we did not show this.

In the final chapters of this thesis, we dealt with spin chains that were constructed using the
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QISM. The main objective was the construction of a spin chain with adjoint su(n) symmetry.
To get acquired with the notations and constructions, we reviewed in detail the theory of inte-
grable spin chains giving some well-known examples along the way. The starting point is the
Yang-Baxter equation, whose solutions are called R-matrices. The solutions of the Yang-Baxter
equation can be found using the representation theory of the Yangian. In principle, there exists
a solution of the Yang-Baxter equation for every irreducible representation of su(n). The most
straightforward way to find explicit expressions for those solutions is due to Chari and Pressley
[10, 11] and involves the construction of an intertwining operator for the corresponding Yangian
representations.

Both the R-matrix and the intertwining operator act on the tensor product of two represen-
tations, that both equaled the adjoint representation of su(n) in our case. The tensor product
decomposition of the adjoint representation with itself consists out of seven irreducible repre-
sentations for su(n) (if n > 3) and six for su(3). In both cases, the adjoint representation itself
appears twice in the decomposition, while all other submodules are different. The fact that this
decomposition of the adjoint representation is not multiplicity-free, makes the structure of the
R-matrix more complicated. On all the irreducible modules that appear once in the decomposi-
tion the R-matrix acts by a scalar, while the R-matrix has a structure on a (2× 2)-matrix if it
acts on the two copies of the adjoint representation. This is different than for the su(2)-invariant
R-matrices, where such a multiplicity does not appear and thus the R-matrix can be written as
a linear combination of mutually orthogonal projections.

To find the explicit coefficients in the R-matrices, we first determined the intertwining oper-
ator for the Yangian representations. We let the Yangian generators act on the highest weight
vectors in the submodules and used the intertwining property to find all the coefficients. For
n = 3 we explicitly showed the derivation of one of the coefficients. Using a computer program,
we explicitly verified that the corresponding R-matrix satisfies the YBE. For n > 3 we deter-
mined these coefficients based on a set of equations that we checked numerically up to n = 7. We
note that the solution of the Yang-Baxter equation that we found is Hermitian, with respect to
the inner product on su(n)⊗ su(n) for which the corresponding SU(n) representation is unitary.

The QISM allows one to construct an integrable spin chain for every solution of the YBE. We
reviewed how this leads to the Heisenberg and the Babujian-Takhtajan models for the spin-12 and
spin-1 representation of su(2). The R-matrix that we found for su(n) leads to a non-Hermitian
Hamiltonian. The non-Hermitian term arises due to the matrix structure in the R-matrix, which
is a consequence of the fact that the decomposition of the adjoint representation with itself is
not free of multiplicities. For more than two sites, the Hamiltonian has imaginary eigenvalues.
This makes it hard to give a physical interpretation of the model, as it is impossible to identify
the eigenvalues with real energies.

In the final chapter, we have studied inhomogeneous integrable spin chains. This inhomogenei-
ety can be achieved by putting defects on some of the sites. In the construction of the models,
we replaced the R-matrix on some of the sites by a so called Lax operator that solves the Lax
equation. The defects give rise to next-nearest neighbour interactions and three-site interactions
around the defect. We presented two simple models with defects, with the Heisenberg model
and the Babujian-Takhtajan model. The structure of both defect Hamiltonians is very similar,
although the expression for the Babujian-Takhtajan model is very involved. For neighbouring
defects, higher order interactions will appear, with interactions on more sites. Non-neighbouring
interactions are essentially independent and one can seperately add the defect Hamiltonians to
the system. We also found the Bethe equations for the su(2)-invariant models with defects and
the eigenvalues for the Heisenberg model with defects on non-neighbouring sites.

As discussed above, the QISM does not lead to a Hermitian integrable spin chain for the
adjoint representation of su(n). This poses the question for which representations of su(n) a
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Hermitian spin chain can be constructed. In any case, the intertwining operator can always be
used to find an R-matrix that is invariant under a specific representation of su(n). If the decom-
position of the tensor product of this representation with itself is free of any multiplicities, then
the R-matrix will be a real linear combination of mutually orthogonal projectors. Therefore, the
local Hamiltonian, given by the product of the derivative of the R-matrix and a permutation
operator, will therefore be such a linear combination as well. Since projectors are Hermitian, the
Hamiltonian will be as well. So, for those representations of su(n) that have a multiplicity free
decomposition a Hermitian integrable spin chain can be constructed. In particular, representa-
tions whose Young tableau is rectangular, fall into this category [23, 26]. If this is the case, then
there is a shortcut to the R-matrix, which is due to Mackay [33]. This method does not involve
the Yangian and the coefficients in the R-matrix can be found straight away from the Lie algebra
properties of su(n), although Mackay showed how his construction is related to the Yangian.

Finally, we want to note an opening for further research. In the final chapter we considered in-
tegrable spin chains with defects, in particular the Heisenberg model and the Babujian-Takthajan
model with defects. It is still unclear how these systems physically differ from their homogeneous
counterparts. For instance, it is not known if and how the ground state is affected by the defect.
This question, along with questions on many more physical aspects of the model, still needs
to be answered. A possible starting point would be a numerical study of the eigenvalues and
eigenstates of the model, using the Bethe equations. Furthermore, it could be interesting to look
for models with disorder, by creating many defects on the sites.
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