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1 Introduction 

Building software is more than just programmers creating lines of codes for a 

software program.  There are many phases that developers have to go through to make 

sure the software is built according to the user expectation. A methodology called 

Software Development Life Cycle (SDLC) characterizes the essential stages for 

developers to create good software. Software Development Life Cycle describes the 

phases of the software development cycle and the order in which those phases are 

executed  (Ruparelia, 2010). Each step produces deliverables required by the next 

stage of the life cycle. Requirement gathering and analysis translates the requirements 

into a design for the design phase. Then the code is created according to the design, 

which happens in the development phase. After coding and development, the testing 

phase verifies the deliverable of the implementation phase back to the requirements. 

In this thesis, the focus will lie on one of these phases, the design phase. 

According to Dyer (1988), the design phase holds an important role since the majority 

of software defects (almost 60%) are introduced during the design phase and the cost 

of their removal can be more expensive than defects introduced at later steps in the 

development phase. In the design phase, the system and software design is prepared 

from the requirement specifications, which are gathered from the previous phase.  The 

design phase helps in specifying hardware and system requirements and also assists in 

defining overall system architecture by means of design decisions. 

The design decisions are made depends on the argument of the designers, the 

reasoning that they build during design discourse session. This reasoning process is 

important in software design because it could influences the quality of the design 

decisions and ultimately the design itself. Recent research of Tang et al. (2008) stated 

that the design quality could be improved with a simple design reasoning approach, 

especially for inexperienced designers.  

To help understand the reason behind those decisions, another element of design 

called Design Rationale is needed. According to Lee (1997), the Design Rationale 

offers more than just the decisions, but also the reason behind each decision, that 

covers the justification, the other alternatives, and the argumentation that lead to 
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design decisions. These additional elements offer a richer view of both the design 

process and the design product. 

Therefore, in this research we want to focus on the elements of Design Rationale as 

the result of reasoning process during the design discourse. These elements could be 

implicit during the design process or explicitly documented in the design document.  

1.1 Problem Statement 

For the last decades, researchers have claimed that Rationale plays a significant role 

in software design. Parnas and Clements (1986) found that to document the design 

decision in the correct way to produce an ideal process of software design is 

challenging. In other words, the design documentation should be written as though the 

rational design process was conducted.  

The design itself is a process of creativity, where the designer’s idea is captured and 

then realized. According to Rittel and Webber (1973), design is a process of 

negotiation and deliberation because design involves different stakeholders from 

various backgrounds and requires a decision to resolve many issues. According to 

Dutoit et al. (2007), using a Design Rationale method improve the quality of 

decisions, because it can support in clarifying these issues and the trade-offs behind 

the design decisions. Having explicit Design Rationale would also provide an 

orientation for a designer to justify his design decisions. However, making design 

decision remains an internal thought process, and it relies on the ability of the 

designers to reason. 

According to Tang et al. (2008) design reasoning is an important process that 

designers use in developing a solution. This process helps the designers to recognize 

design issues, find ways to design a solution to solve the issues and finally make the 

design decisions. If this process fails then the resulting design decision is likely to be 

wrong.  Connecting design reasoning with Design Rationale, we could say that the 

design reasoning is the process for making design decisions as the product of design 

phase, while the Design Rationale is the justification for that product. 

Previous work on Design Rationale has focused on capture and representation. Many 

researchers have developed approaches to capture Design Rationale such as Kunz and 
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Rittle (1970) with IBIS (Issue Based Information System), MacLean (1991) with 

QOC (Questions, Options, and Criteria), and Lee (1991) with DRL (Decision 

Representation Language). However, capturing or recording, design rationale is a 

particularly difficult problem. Recording all decisions made, as well as those rejected, 

can be time consuming and expensive. The more intrusive the capturing process, the 

more the designers resistance will be encountered. Since it is time consuming and 

viewed as documentation, Conklin and Yakemovic (1991) stated that Design 

Rationale capture is viewed as expendable if deadlines are an issue. Also, designers 

are reluctant to take the time to document the design decisions they did not take, or 

took and then rejected. According to Fischer et al.  (1991), documenting the design 

decisions can interfere the design process if it is viewed as a separate process from 

constructing the artifact.  

A survey of approaches to explicitly capture Design rationale by Shum and Hammond 

(1994) found weak evidence regarding utility and usability compared to what might 

have been expected given the scale of system development efforts. Since for different 

people to agree on a formalization scheme they must agree on the parsing, the 

labeling, and the linking of the information. Furthermore, the cognitive effort is very 

high to parsing the thoughts to fit them into a semiformal notation, and this can cause 

“cognitive overload”. For example, when the users face a mismatch between their 

conception of the information and the system’s formal representation. Also, people 

may use different terms to describe the same topic. Dutoit et al. (2007) also 

mentioned that cost could be the other aspect that could prevent the use of Design 

Rationale approaches in the software industry, capturing the rationale may add an 

initial cost. 

While capture and representation of design rationale are important, the real value is 

how design reasoning can be useful for the designer and the system as well. Recent 

research of Tang et al. (2008) stated that the design quality could be improved with a 

simple design reasoning approach, especially for inexperienced designers.  They 

conducted an empirical experiment to examine the design quality of two groups of 

designers, one group equipped with design reasoning and one without. To measure 

the quality of the design, they use the usability as the design quality attribute in the 
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experiment. And the result of the experiment showed that by using a design reasoning 

approach the quality of design improves statistically. 

Based on the research mentioned above, we can conclude that capturing the Design 

Rationale and using design reasoning affects the outcome of design decision quality. 

However, there has been no study, as far as we can tell, on what is the link between 

these two approaches. 

1.2 Research Statement and Scope 

The main goal of this project is to empirically explore the relationships between 

Design Rationale and design reasoning. In other words, we wish to better understand 

the relationship between the process behind the design and the design result. 

Therefore, the main research question is formulated as follows: 

RQ: What is the link between design reasoning and Design Rationale in the 

design process? 

In order to answer this question there are several sub-questions that need to be 

researched. 

SQ1: what are the central concepts of design rationale and what is design 

reasoning? 

This research focuses on two approaches during the design session, the Design 

Rationale and the design reasoning. We first look at the central concept of these two 

approaches and build our conceptual model base on these findings. 

SQ2: what are the existing quality measures for design rationale? 

The reasoning is a thought process and the Rationale is the product of that process. In 

this part, we want to know what are the available parameters to measure these 

outcomes. 

SQ3: what is the rationale that designers build during the reasoning process? 

When the parameter to measure Rationale is understood, then the research will focus 

on the pattern of Design Rationale as the outcome of the design reasoning.  
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SQ4: How does different design reasoning improve the implicit rationale? 

Finally, we want to explore the ways that design reasoning could influence the 

implicit Design Rationale. 

1.2.1 Conceptual Model 

The relation between the research question and the concepts related to design 

discourse is shown in Figure 1.1 (below), the main question (RQ) concerns the link 

between design reasoning as the process and Design Rationale as the product. The 

Design Rationale itself could be implicit during the design discourse or presented 

explicitly in the design documentation. First, the concept from previous research 

regarding these approaches is gathered and summarized (SQ1), and then the way to 

measure DR is identified (SQ2). And then the pattern of implicit DR is inspected 

(SQ3). Finally, we examined these patterns with the process that they are generated 

(SQ4).      

 
Figure 1.1 Conceptual Model explaining the questions and used concept 
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1.3 Scientific and Practical Contributions 

Practical Contributions The main idea is to encourage designers especially novice 

designers using these approaches. Implementing the design reasoning techniques 

especially the problem structuring help designers recognize the issue. Assumption, 

constraint, risk, and trade-off analysis could be use to increase the arguments that is 

use to compare two or more design option. Finally, the best option would be the 

design decision. These reasoning techniques would be a huge addition for novice 

designers as they also increase their knowledge and perception within design domain.   

Scientific Contributions Besides practical contributions, there are some additions to 

the scientific knowledge base. First of all, the result would expand the knowledge 

domain of design reasoning and Design Rationale. Furthermore, understanding the 

link behind the reasoning process and the elements of Design Rationale would give 

addition to future research focusing on design discourse. 

1.4 Thesis Structure 

This section has provided the problem statement, research statement and stated the 

research question of this thesis. The following section will then describe more on the 

approach and methodology to answer the research questions. In section 3, we provide 

background literature on Design Rationale and design reasoning while in section 4 

provides our data analysis followed by qualitative data analysis and process mining in 

section 5 and section 6 consecutively.  

The Final part of this thesis is started with the result and findings (section 7). This 

thesis is finished with a conclusion to answer the research questions. The discussion 

contains limitation and future research directions available in section 8. 
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2 Research Method 

In order to answer the research question, we chose the exploratory experiment as our 

research method (Franklin, 2005), because we had no preconception as to what 

hypothesis to test. However, we wanted to discover how the design reasoning affects 

the Design Rationale elements as the product of the design phase. 

2.1 Literature Study 

Background knowledge of Design Rationale and their elements is one of the first 

requirements of this research. The literature study forms the foundation for the whole 

thesis research. Therefore, a firm and valid method are used for this phase. The 

process starts by finding related knowledge from significant contributions in the 

research domain using the most common scientific journal and article databases and 

search engines (i.e. Google Scholar). The literature study’s main focus is on 

answering SQ1 and SQ2.    

The second step in the process continues by finding more literature using the 

“Snowballing” procedures (Skoglund & Runeson, 2009). It means that to follow the 

references from or to one paper to find other relevant articles. The snowballing can be 

forward and backward. Forward means that refers to looking at papers citing the 

paper that has been found relevant, while backward means that following the 

reference list of one paper. The information is mainly gathered from several scientific 

publications available in Section 3. 

2.2 Empirical Research- Experiment 

The experiments are meant to answer the SQ3 and SQ4, and will ultimately answer 

the main research question. The experiment design is using guidelines proposed by 

Wohlin et al. (2012). They mentioned, “In the experiment we could control the 

situation and manipulate the behavior directly, precisely, and systematically.” The 

experiment involves several steps, such as Scoping, Planning, Operation, Analysis, 

and Presentation.  
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2.2.1 Scooping 

Our scope of these experiments is in the design reasoning technique and Design 

Rationale during a design discourse session. With the experiment, we wanted to 

discover the pattern of Rationale that designers build from reasoning process. 

Furthermore, we want to know how these design reasoning techniques can influence 

the implicit and explicit Design Rationale.  

2.2.2 Planning 

The exploratory experiment was conducted at Utrecht University with Master 

students during the workshop sessions of Software Architecture course. Within the 

workshop, students must create and evaluate software architecture. Each session of 

the experiment was 3 hours. The central content of the experiment is the Irvine 

experiment that was performed at the University of California, Irvine (UCI, 2010), 

where several design teams were asked to design a traffic simulator and the process 

was recorded and transcribed.  

In the experiment, there were 12 teams of students that divided into two groups. Most 

teams hold three students, but some have only two students, and one team has four 

students. The group selection based on their grades from previous assignment so there 

is a mix of teams who have shown to do well, and those who have lesser grades. 

Before carrying out the experiment, the students had a lecture on Views and 

Viewpoint (Rozanski & Woods, 2012).  To make sure the data is adequate, the 

experiment split into two sessions: the design session that will result with the implicit 

Design Rationale, and the evaluate session that explicitly presents the Design 

rationale. 

2.2.3 Operation 

First Experiment 

The first session was design discourse session, the student given a task to design 

architecture for traffic simulator software. Although the concepts of traffic lights, 

lanes, and intersections are common and appear to be simple, building a traffic 

simulator to represent these relationships and events in real time is complex. The 
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students were allocated randomly to two groups: test group and control group, which 

in each group will consist of six teams.  

Participants in both the test and control group were asked to use a think-aloud method 

during the design session. Both the control group and the test group designed the 

Context, the Functional, and the Informational viewpoint of the traffic simulator 

software within two hours and then they had forty-five minutes to document their 

design.  

During this session, the control group carried the assignment to design the traffic 

simulator without any design reasoning techniques. The test group gets a design 

reasoning process using a card game (Schriek, 2016). These cards are meant to 

prompt the players to question their decisions in order to come to better thoughtful 

design and also to help in the design discussion. Each team member is going to get a 

deck of card consists of fifteen cards. 

The result of this session is the two hours of recording of design session and 

documentation of the Context, Functional, and Information viewpoint using the given 

template (Appendix A). Within the template, we want the students to give an 

explanation for the design that covers: the model as the representation of the view, the 

mere description of the view, the glossary of each element in the view, and the 

Rationale to describe the argument why the view is as it is. 

Second Experiment 

The second session was to evaluate the design by focusing on the Rationale behind 

the design. Each team needs to find reasons for the design decisions that they have 

made during the first assignment (The traffic simulation), and then make their implicit 

assumptions or rationales into explicit, and then they must clarify their reasoning. The 

students need to analyze two architectures, one is their own, and one is for another 

team. They have to find arguments to support and against those different designs. The 

target of this session is to make argument model that explicitly shows all of the 

reasoning behind their design decisions, and then the material can be use to compare 

with the implicit argument from the audio transcript from the first session. 
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To help visualize the argument, the students get an additional online tool to make the 

argument diagram. The address of the tool is http://ova.arg-tech.org. 

2.2.4 Presentation 

When the experiment is completed, the findings will be presented as thesis report. 

Furthermore, we hope it could be presented as a scientific paper. The structure for the 

thesis report will consist of: Abstraction as the general description of the research, an 

Introduction, Methodology, Literature Review, Analysis, Result and Finding, 

Discussion and Conclusion. 

2.3 Validity Issue 

Yin (2003) describes four different criteria for empirical research. These criteria are: 

construct validity, internal and external validity and reliability. This section describes 

for each of these four validity threats what they imply and the actions performed in 

this research. 

Construct Validity: This aspect refers to the extent in which the used concepts are 

operationalized and measured correctly. To achieve this, only well-established 

concepts should be used to construct the theories, or these should be defined 

sufficiently (Yin, 2003). To secure this validity threat, no new concepts were 

introduced. The concepts that are used are refined from several literature sources. 

Internal validity: This aspect of validity is of concern when causal relations are 

examined (Yin, 2003). In other words, the data collected is adequate to draw a valid 

conclusion. We notice the limitation of this experiment include the student’s 

background, student’s experience, and their design abilities. 

External validity: This aspect of validity is concerned with to what extent it is 

possible to generalize the findings, and to what extent the findings are of interest to 

other people outside the investigated case (Yin, 2003). What mitigates this threat is 

that we made no assumptions about the students’ experience or educational 

background and teams consisted of random mix students.  However, we have a low 

number of participants that could be considered as a threat.  
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Reliability: This refers to the ability to repeat the research, with the same results (Yin, 

2003). This section and the documentation template describe the outline of the 

experiment. With this, it should be possible to repeat this research in the future. 
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3 Theoretical Background 

This section provides some background on Design Rationale and design reasoning. 

First, the concept of Design Rationale will be provided in Section 3.1, followed by 

several previous approaches of capturing Design Rationale. Furthermore, the design 

reasoning and reflection will be discussed in Section 3.3. Based on this research the 

framework of Design Rationale elements is developed.  

3.1 Design Rationale Concept 

The meaning of Rationale from the Cambridge Dictionary is “the reasons or intention 

that cause a particular set belief or actions”. In other words, we can say that rationale 

is the justification behind a decision. Dutoit et al. (2007) mentioned that Rationale 

could serve two different objectives: discourse and knowledge capture. Rationale 

enables negotiation among stakeholders by showing the possible solution options with 

their pros and cons. By capturing Rationale, the stakeholders also present the explicit 

knowledge that usually tacit, which can help people who maintain the system analyze 

certain decisions and change impacts regarding the system. 

In relation to software design, Rationale is captured and used in many forms. The 

representations of Design Rationale range from informal to formal notations. An 

informal notation provides data in formats that are easily generated and understand by 

a human, however, hard to be used by the computer, for example, the natural 

language. A formal notation allows the computer to use the data but does not always 

create information in a form that a human can understand. A semi-formal notation 

attempts to use the advantages of both approaches. 

According to Shum (1995, p. 2), Design Rationale (DR) is “a representation of the 

reasoning behind the design of an artifact”. Conklin and Yakemovic (1991) consider 

Design Rationale as capturing the history of how a design comes about through 

recording logical reasoning to support future reference. Carroll and Rosson (1991) 

suggested that Design Rationale could be viewed as psychological claims that are 

embodied by an artifact for the situation that it is used. Maclean et.al (1991) claimed 

that Design Rationale can be a description of the design space and used to deliberate 

design decisions. Lee (1997) stated that Design Rationale consist of the reasons 
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behind a design decision, the justification of that decision, the other alternatives that 

have already been considered, the evaluated tradeoffs, and the argumentation that led 

to the design decision.  

Recent research by Tang et al. (2007) also mentioned that Design rationale is the 

reasoning behind a design, and it provides an explanation of the design. DR shows 

how the requirements are satisfied, why certain choices of design are selected and 

how the system architecture influenced by the environmental conditions.  

To summarize, most authors in the literature agree that Design Rationale is about the 

reasoning behind a design (e.g. Shum, 1996; Lee, 1997; Tang, 2007). 

3.2 Approach to Capture Design Rationale 

The most common approach using Design Rationale is the argumentation-based type 

(Shum & Hammond, 1994). It uses nodes and links to represent knowledge and 

relationships. It dates back to Toulmin’s model of arguments (Toulmin, 1958) (Figure 

3.1), which consists of five components and four relationships. Arguments contain a 

fact or observation (Datum), which via a logical statement (Warrant), which acts as 

the “bridge” between datum and claim, allows one to draw a conclusion (Claim). The 

Warrant supported by The Backing (which indicates the source of the warrants), and 

the Claim qualified with a Rebuttal (specifying exceptions to the rule). 
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Figure 3.1 Toulmin’s model of Arguments (Toulmin, 1958) 

Since Toulmin, many similar argumentation-based approaches such as Issue-Based 

Information System (IBIS), QOC, and DRL have been proposed. 

3.2.1 Issue-Based Information System (IBIS) 

The Issue-Based Information System (IBIS) proposed by Kunz and Rittle (1970) is a 

method for structuring and documenting Design Rationale. The concept focuses on 

solving the issue by cooperation using an argumentative process among the 

stakeholders. Any problem, concern or question can be an issue that needs discussion 

in order for a design to continue. This method already implemented and success in 

several sectors such as architectural design, city planning, and organization planning 

(Conklin & Begeman, 1988). 

The IBIS method structure consists of 3 different node types - Issues, Positions, and 

Arguments - and eight different link types  - Supports, Object-to, replaces, respond-to, 

generalizes, specializes, questions, and suggested-by. Each issue can have several 

responding positions that provide a possible answer to the issue, while each position 

can have one or more arguments to support or to object-to it. Issues can be used to 

generalize or specialize other issues. Furthermore, issue can also question or 

suggested-by other issues, positions, and arguments. Figure 3.2 shows a simple 

example of IBIS method structure. 
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Figure 3.2 IBIS method structure 

3.2.2 Question, Options, and Criteria (QOC) 

Maclean et al. (1991) present another approach of capturing Design Rationale, using a 

semiformal notation that contains Questions, Options, and Criteria. They propose the 

Design Space Analysis (DSA), “analysis that places an artifact in a space of 

possibilities and seeks to explain why particular artifact was chosen from this 

possibilities”, the QOC notations represent the design space around an artifact. The 

questions are used to identify the design issue, while the options provide the possible 

answers to the questions, and the criteria are used to assess and compare the design 

options.  

Figure 3.3 shows an example of QOC (Question, Options, and Criteria). The Question 

is “how wide” the object on the screen, the Options is “wide” or “narrow”. And the 

Criteria are “screen compactness” and “ease of hitting with mouse”. The positive 

assessment is whether the Option satisfies the Criteria, while the negative assessment 

is the opposite. For Example, if the object is wide, it is easy to hit with the mouse 

pointer, although it will use a lot of space on the screen. If the object is Narrow, it 

saves space on the screen, but an extra effort will be needed to hit the object with the 

mouse pointer. 
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Figure 3.3 QOC Design Rationale example 

QOC as an element in Design Space Analysis provides a useful way to organize the 

information regarding the context of reasoning surrounding a design.  

Maclean et al. stated that their approach is different with IBIS method, while IBIS 

focus in capturing the history of the design deliberations. They approach emphasizes 

the Design rationale as a knowledge representation of the design space. Conklin and 

Yakemovic (1991) explain the different as “structure-oriented” and “process-

oriented”. The QOC focus on Design Rationale as the structure in the design space 

while the IBIS method focuses on the Design Rationale as a history in the process of 

the design. They stated that the Design rationale in the structure oriented is 

prescriptive, in the terms that it summarizes the design decisions and their tradeoffs in 

order for other to reuse the reasoning.  Whereas for the process-oriented described as 

descriptive in which the reusability is incidental because the Design Rationale itself 

provided by the unique series of actions during the design. 

3.2.3 Decision Representation Language (DRL) 

Lee and Lai (1991) proposed DRL as another approach to capture Design Rationale. 

It is a language to representing and managing the qualitative elements of decision-

making. The fundamental objects of DRL are Alternatives, Goals, and Claims. Other 

Objects in DRL are no less essential for decision-making, but they are special cases, 

or they are useful beyond the concept of decision-making. For example the Procedure, 

which represents either an executable procedure or textual description of a procedure. 

Figure 3.4 shows the complete DRL vocabulary. 
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Figure 3.4 DRL complete vocabulary (Lee, 1991) 

Alternatives represent the option to choose from, Goals Specify the properties that an 

ideal option should have, and Claims are used to represent arguments relevant for 

choosing among the alternatives. Figure 3.5 shows an example of the DRL model. 

 

Figure 3.5 Example of DRL model (Adopted from Lee, 1991) 
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3.2.4 Summary of Previous Approach 

From these different argumentation-based Rationale approaches, we try to find the 

equivalent components to summarize every approach to create the framework of 

Design Rationale elements. We refine the similar notation as: 

- Design Issue, which basically the main target of design deliberation. They 

represent as Issue in IBIS, as Question in QOC and as Goal in DRL.  

- Design Option, the available choice that could be select to accommodate the 

design target. They represent as Position in IBIS, as Option in QOC and as 

Alternative in DRL.  

- Argument is the value that could assist or impede the design choices. They 

represent as Argument in IBIS, as Criteria in QOC and as Claim in DRL. 

Table 1 Similar component in argumentation-base Design Rationale 

                        IBIS QOC DRL 

Design Issue Issue Question Goal 

Design Option Position Option Alternative 

Argument Argument Criteria Claim 

The design phase begins with a set of requirements defining the system being 

designed. These requirements are then mapped to Design Issue, and then one or more 

Design Options could satisfy the Design Issue. The Argument for each Design Option 

is represented as support/positive (pros) or against/negative (cons) for each choice. 

The best Design Option will become the final Design Decision. Figure 3.6 shows how 

Design Rationale elements link the requirements and the final Design Decision. 
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Figure 3.6 The framework of Design Rationale elements 

When we trace the similarity with the Toulmin’s model of Arguments, the framework 

of Design Rationale element is focused on the discussion and arguments that happen 

during the design discourse, and the Toulmin’s model originally aimed to develop 

view of logic behind reasoning that led to graphical format for laying out the structure 

of an argument.  

3.3 Design Reasoning and Reflection 

Design reasoning is an important process that designers use in developing a solution 

(Tang et al., 2008). Designers in the software industry often rely on their experience 

to make design decisions, if the designers are familiar with the problem then selecting 

the best design decisions is quite easy. However, if the designers are unfamiliar and 

new to the problem, then the problem occurs. According to Tang and Van Vliet 

(2012), if the designers are not familiar with the problem space, then they should start 

with gather all relevant requirements, then contemplate what problem to solve, then 

try to create several solution options to address the problem, and then decide which 

solution option is the best. 

Researchers in psychology have proposed that there are two distinct cognitive systems 

underlying reasoning. The heuristic system (System 1) comprises a set of autonomous 

subsystems that will tend to solve a problem by relying on prior knowledge and 

beliefs (De Neys, 2007) while the analytic system (System 2) allows reasoning 

according to logical standards (De Neys, 2007).  Another illustration that we can use 
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on how designers make their design decisions is the reflective thinking  (Razavian et 

al., 2015). They argued that quality of software design depends on the design thinking 

and the cognitive process of the designers, and they theorize a model of design 

thinking that consists of two minds of designers. Mind 1 is about logical design 

reasoning of the designers and Mind 2 is about the ability of reflection the design 

reasoning itself. Combining the two minds and the design process by Tang and Van 

Vliet, Razavian et al. (2015) presents the software design-thinking model (Figure 3.7). 

 

Figure 3.7 The software design-thinking model (Razavian et al., 2015) 

A paper by Tang (2011) mentioned several techniques of design reasoning and some 

of them have already been used in the software industry. These design-reasoning 

techniques are based on what people think the reasoning issues are, and suggestion on 

ways to tackle these problems. Those techniques are: 

- Assumption analysis. The validity and accuracy of a requirement or a premise 

are based on whether there is assumptions behind those are clear, and if any 

hidden assumptions exist it may affect the design. Therefore, it is important 

for designers to carry out an assumption analysis, which is questioning the 

possible tacit assumptions that may have been made, consciously or 

unconsciously. 
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- Risk analysis. A risk is something that may go wrong, and it can be treated as 

something that is unknown with a probability that some unwanted conditions 

can affect a design. However, there are no prescriptions to avoided risk. 

Therefore, many decisions still have to be made based on some risk mitigation 

strategies. These strategies are a way for designers to estimate and explicate 

the effect of risk to the design. A checklist of some significant risks in a 

software design can be prepared to remind software designers about this risk. 

- Constraint analysis. This analysis focuses on the idea that every requirement, 

system environments, project environments, and organizations may have some 

constraints on the way that they designed and implemented. These constraints 

are often tacit and not explicitly discussed or documented during the design. 

Therefore, it is important for the designers to note these constraints. This note 

also could be use later to check if there is a conflict in the design.  

- Trade-off Analysis, this analysis is required when the designers cannot satisfy 

all the requirement and constraint at a certain point. Kazman et al. (1998) 

proposed The Architecture Tradeoff Analysis Method (ATAM) as a method to 

evaluate the priorities and utility of multiple quality requirements in making a 

trade-off decision.  

- Problem structuring, this technique require the designers to relate the issues 

and investigate how they influence each other. Understanding the problem, 

designers minimize the error of overlooking key issue in design. It also could 

lead designers to find a way to tackle the problem and come out with the 

solution in the end. 

- Option Generation, this technique is required for designers in order to 

minimize the effect of anchoring, which means that the first impression of a 

solution that comes to designers mind anchor, and may hard to change and 

adjust even though it could be inferior. Tang et al. (2008) have found that 

designers who are prompted to state option made a better design outcome.  

According to Tang (2011), the premises or statements that contain in the arguments 

also influence the reasoning process of decision-making.  He also mentioned that 

there are two types of arguments, deductive and inductive. A deductive argument is 

“an argument in which the conclusion is claimed to be impossible to be false if the 

premises are true and the argument is valid” (Tang, 2011). Which mean that the 
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process of reasoning from one or more statements to reach a conclusion, and the 

conclusion is always true if the argument is valid. For instance, if the premises are: 1. 

All men are mortal, 2. Socrates is a man. Then the conclusion will be that Socrates is 

mortal.  

Meanwhile, the inductive argument is “an argument in which it is claimed that the 

conclusion is improbable to be false if the premises are true and the argument is 

strong” (Tang, 2011). In other words, inductive reasoning is about probability making 

the conclusion based on generalization from experience. Furthermore, the premises or 

statements considered as evidence for the truth of the conclusion. Instead of valid or 

invalid, the inductive arguments are either weak or strong, which describe the 

probability of the conclusion to be true. As an example, if the premises are: 1. We 

have use 20 of X printer for two years, 2. All of them work perfectly, 3. We will add 

another of X printer in our office. So probably the conclusion will be: This new X 

printer will be working perfectly for the next two years.  

3.4 Connection Between Design Reasoning and Design Rationale 

Connecting the concept of design reasoning with Design Rationale, we could say that 

the design reasoning is the process that helps the designer to make better design 

decisions while the Design Rationale is the justification, the other alternatives, and the 

argumentation that leads to the design decision. 

For example, when designers compare the design options to select the standalone 

architecture or the client-server architecture, they can assume that the standalone 

applications would be cheaper to create however hard to maintain in the future, while 

building the client-server applications may cost a lot more and require more 

resources, the maintainability of this architecture is more convenient than the 

standalone. The trade-off analysis can help the designers to choose between the cost 

and maintainability. However, whatever the final decision that designers select, the 

arguments developed when the selection of this design options present their pros and 

cons. The design issues, the design options, the pros, the cons contribute as the 

rationale behind the final designer’s decision. 
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3.5 Context and Requirement Quality 

The reasoning is a thought process. The results of such thought process in the design 

phase are design decisions, and these decisions could be good or even bad. Paul et al. 

(2006) argued that a bad design decision happens partially due to poor quality 

contexts and requirements. Therefore, they should meet some quality criteria. These 

criteria are: 

- Accuracy. This means that contexts and requirements should free from errors 

or distortions, in other words, it should be true. The designers should make 

sure that every context or requirement are genuine and accurate, and not base 

on some personal belief. 

- Relevance. This means that the contexts or requirements are related to the 

matter at hand.  

- Adequacy. This means that the contexts or requirements should complete, any 

missing one could lead to incorrect conclusions or decisions.  

When the contexts or requirements lack these qualities, the design decisions that are 

based on them can be faulty and defective. However, the problem here is that these 

measurements only target the context and the requirement. Therefore, we still need to 

find an appropriate way to measure and quantify the elements of Design Rationale as 

a whole.  
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4 Data Analysis 

As described in section 2, experiments were performed to help us answer the research 

questions. The first experiment has resulted in 12 recording of design discourse 

session and transcribed in nearly 600 pages of transcript, while the second experiment 

produced 12 arguments diagram, the analysis described in this section are based on 

this dataset. This dataset is separately attached to the final thesis document. Table 2 

provides the detailed description of the transcripts information.  
Table 2 Descriptive of the 1st experiment transcripts 

 

To investigate the link between design reasoning and Design Rationale from the first 

experiment, we analyzed each team transcript. The method that we chose for this part 

is transcript coding method of Miles and Huberman (1994), which they stated as “to 

review a set of field notes, transcribed and to dissect them meaningfully”.  

Next section provides the codes that we use, and then followed with the coding 

procedure in order to carry out the coding systematically. Section 4.3 presents the 

result of the coding consistency. Section 4.4 displays the coding result, followed by 

the quantitative data analysis in Section 4.5. An example of graph plotted from the 

result of the codes presented in Section 4.6. Finally, the conclusion of this section 

presented in Section 4.7.   

4.1 Codes 

According to Miles and Huberman (1994), codes are “tag or labels for assigning unit 

of meaning into descriptive or inferential information compiled during a study”. For 

creating the codes, we followed their suggestion, which is creating a provisional 
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‘start-list’ from concept and variable that we have from the study and then it is refined 

during the analysis. By coding the transcripts, we mapped each of design discourse 

sessions on the design reasoning technique and the framework of Design Rationale 

elements. 

The codes consist of two major categories: design reasoning techniques and Design 

Rationale elements. The design reasoning techniques consist of the techniques 

presented in the section 3.3, which are: (i) Problem Structuring, (ii) Option 

Generation, (iii) Trade-off Analysis, (iv) Assumption Analysis, (v) Constraint 

Analysis, and (vi) Risk analysis.  

While the Design Rationale element base on the framework of design rationale 

presented in section 3.2.4, which consists of: Design Issue, Design Option, Design 

Decision and Argument. Coding the Argument, we directly translate it into the actual 

product of each analysis, they are: Assumption form the Assumption Analysis, 

Constraint from the Constraint Analysis, Risk form the Risk Analysis, and Pro and 

Con from Trade-off Analysis. Table 3 shows the category of codes that consist of 

Design reasoning techniques and Design Rationale elements. 

Table 3 List of Codes 

Category Code Name Description 
Design 
reasoning 
techniques 

PS Problem 
Structuring 

Identifying the key issue of design 

OG Option Generation Discussing the options available for 
design solutions 

TA Trade-off Analysis Weighing the pros and cons concerning 
the design to come to a decision 

AA Assumption 
Analysis 

Questioning the premises of the 
requirements and context, the validity of 
arguments 

CA Constraint Analysis Identifying constraints in the design and 
how these constraints influence the 
design 

RA Risk Analysis Identifying risks in the design and how 
to mitigate those risks 

Design 
Rationale 
elements 

DI Design Issue A design issue 
DO Design Option  An option for solution  
DD Design Decision  A design decision  
A Assumption A supposition that is taken for granted or 

questioned to 
C Constraint  A restriction on the condition of the 

design 
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R Risk An aspect of the design which is 
identified to be problematic 

PRO Pro A design support for a proposition 
CON  Con  A design support against a proposition  

 

4.2 Coding Procedure 

Two researchers independently coded each transcript. To make coding systematic, we 

used the following coding procedure:  

1. Step 1: Transcribe the audio recording material. We transcribe the 

discussion session and the time of each team audio file. 

2. Step 2: Coding the design reasoning techniques. This stage codifies 

the design reasoning techniques based on students design discussion 

and their time stamp. 

3. Step 3: Coding the Design Rationale elements. This step encodes the 

Design Rationale elements and the time that it’s occurred, observed 

from students design discussion. 

The transcripts will independently coded by two researchers and then we will check 

the coding consistency using inter-coder agreement (Cohen, 1968). 

4.3 Coding Consistency 

To ensure that the interpretation of the design reasoning and Design Rationale 

elements were consistent among the coders we conducted the inter coder reliability. 

After the two researchers separately finished encoding each transcript, we checked the 

coding consistency of the design reasoning and Design Rationale elements using the 

Cohen’s Kappa (Cohen, 1968). The average result of coefficient was 0.64 (Table 4), 

which indicate substantial agreement between the two researchers. This measure 

provided assurance that the interpretations of design reasoning and Design Rationale 

elements were consistent among the coders. 
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Table 4 Inter coder Reliability result 

 

4.4 Coding Result 

After finished with the coding consistency between the two researchers, the result of 

the codes can be presented as two separate tables, the reasoning technique summary 

(Table 5) and the Design Reasoning elements summary (Table 6). Furthermore, this 

result can be used for a quantitative measurement in the next section.   

Table 5. Coding result of design reasoning techniques 

 

 

Table 6. Coding result of Design Rationale elements 
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4.5 Quantitative Data Analysis 

To get more insight with the data, we conduct a quantitative data analysis using a 2-

sample t-test.  It is applied to compare whether the mean difference between two 

groups is really significant or if it is due instead to random chance. In other words, we 

want to know the effect of treatment for each design reasoning techniques and Design 

Rationale elements. 

Using the data from Table 5 and Table 6 to determine whether the means of two 

groups are different, we compare every design reasoning techniques and Design 

Rationale elements (the detail of every t-test available in Appendix E). As an example 

we show the step for compare the means of the Assumption from the Design 

Rationale elements, the step that we conduct as follows: 

1. The first step we state the null and the alternative hypothesis. 

Ho: µ1=µ2, (there are no difference between the means) 

Ha: µ1≠µ2, (the population means is different) 

For this analysis, the significance level is 0.05, and the test method is 2-

sample t-test.   

2. The data that we use 

Assumption of Control Group:  

 Data: 2, 0, 2, 6, 2, and 2 
 Mean: 2.33  Standard deviation: 1.97 

Assumption of Test Group:  
 Data: 8, 5, 7, 5, 9, and 4 

 Mean: 6.33   Standard deviation: 1.97 
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3. Calculation 

 

4. Result of the calculation shown that P-value was 0.005, and it is under the 

significant level of 0.05. Therefore, we reject Ho and accept Ha, that the mean 

of populations is different.    

5. Conclusion, After conducting 2-sample t-test, we found that there was a 

significant difference in the number of Assumption made by the control group 

(M = 2.33, SD = 1.97) and the test group (M = 6.33, SD = 1.97); t(10) = -

3.523, p= .005. These results suggest that the treatment does have an effect on 

number of Assumption made by designers. The treatment helps designers 

create more Assumptions during the design discourse session.   

After conducting 2-sample t-test for every design reasoning techniques and Design 

Rationale elements, we summarize the result in Table 7 and Table 8. The summary 

presents the data, the mean, the standard deviation (STD), and the P-value of every 

design reasoning technique and Design Rationale elements that were used for the 

calculation. As a reminder of P-value, if the P-value were 0.0102, that indicates the 

difference observed would only be seen about 1.02 % of the time. Given that is a 

pretty low percentage, researchers conclude that the difference observed is not due to 

chance and call it statistically significant. 



 

 30 

Table 7. t-test result of design reasoning techniques 

 

The explanation of Table 7 (above) is that, the treatment shown an effect in 

Assumption Analysis and Risk Analysis that designers made, because their P-Value is 

under the significant level (0.05). However, other techniques do not affected by the 

treatment. Therefore, we can conclude that the treatment has an effect only on the 

Assumption Analysis and Risk Analysis made by designers. In other words, the 

treatment helps designers conduct more of Assumption Analysis and Risk Analysis 

during the design discourse session.  
Table 8. t-test result of Design Rationale elements 
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An explanation of Table 8 (above) is that the treatment showed an effect in 

Assumption and Risk that designers made, because their P-Value is under the 

significant level (0.05). Therefore, the treatment has an effect on a number of 

Assumption and Risk made by designers. The treatment helps designers create more 

Assumptions and Risks during the design discourse session. However, other elements 

seem do not affected by the treatment because their P-value was above the significant 

level.    

 

4.6 Data Display 

We plotted the design reasoning and Design Rationale elements over the observed 

period of about two hours each session. The resulting graphs (Complete graph shown 

in Appendix B) portray the design reasoning and Design Rationale elements over the 

design discourse.  The y-axis shows the design reasoning or the Design Rationale 

elements, while the x-axis presents the time. For example, the design reasoning of 

transcript 12 is visualized in Figure 4.1 and Design Rationale elements of transcript 

12 presented in Figure 4.2.  

 
Figure 4.1 Design reasoning Time plot of transcript 12 
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Figure 4.2 Design Rationale elements time plot of transcript 12 

 

4.7 Conclusion 

This section has treated the data from the result of the first experiment. The 

observation is that the treatment with the reflective method of design reasoning has an 

effect on some techniques. The affected techniques are Assumption Analysis and Risk 

Analysis. Meanwhile, the elements of Design Rationale that affected by the treatment 

are Assumption and Risk. 
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5 Qualitative Data Analysis 

In this thesis, we also use the qualitative data analysis method of Miles and Huberman 

(1994), they mentioned that the qualitative data analysis has the advantage to show 

“what led to what”, or in other words it can preserve the chronological flow and help 

the researcher to see which events led to which consequences. Furthermore, we were 

interested to know what is the rationale that designers build during the reasoning 

process (SQ3), and how these elements are connected and how they influence each 

other. Therefore, we want to link these events that happened in the design discourse 

session and then identify the pattern that appears from it. 

5.1 Event-listing Matrix 

One of the methods to display the data from the qualitative analysis of Miles and 

Huberman (1994) is the event-listing matrix. This matrix focuses on understanding a 

chronology. Event-listing matrix arranges a series of events sorting them into several 

categories and help to understand the flow and the connection of events. 

We use this matrix to display a set of the events (the elements of Design Rationale) 

from each transcript, and it helps us to interpret what happened during the design 

discourse. Designing the matrix, we put a set of event happened during the design 

discourse session for the rows of the matrix. And for the columns, we incorporate 

“Design Issue”, Design Option”, Argument” with their effect (Positive or Negative), 

and “Design Decision” as the categories.  

Entering the data for the matrix we extracted the codes from the transcript and sorted 

them by the time of appearance. We filled the matrix for each group base on the codes 

from the transcript and the categories that we already design. With the presence of 

time for each code from the transcript, we can relate every Design Issue to the Design 

Decision and Design Option. We also can trace the Argument for each Design Option 

if they exist. However, after inserting some codes into the matrix there are several 

Arguments that do not connect to any Design Option. For Example the event no 1 of 

transcript 12 (Table 9), they made an “Assumption” of the application for use in 

Netherlands. However, after examining the requirement they found out that the 
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software is for a course in UCI, USA. So this Assumption that they made before 

become invalid and did not connect to any Design Option. 

Table 9 shows an example of this matrix for transcript 12 (the complete matrix of 

each team available in Appendix C).  
Table 9 Example of the event-listing matrix of transcript 12 

 

 

 



 

 35 

5.2 Pattern Classification 

Creating patterns of rationale that designer made during the design discourse session, 

we analyze the event-listing matrix of each group. To help us identify the pattern that 

appears, we create some steps and parameters to classify every event. The step that 

we conducted as follows:  

1. First, we split the events on parameter whether they “contain Design Issue” or 

not (P1). If yes then it went to the next parameter, if not then it is classified as 

Type- E. 

2.  Second, the event that has Design Issue as the result from the first step then 

split again by parameter do they “contain Design Option” or not (P2). If yes 

then it went to the next parameter, if not then it is classified as Type- A. 

3. The third step, the event that has Design option then split again by parameter  

“contain Design Option more than 1” or not (P3). If yes then it went to the 

next parameter, if not then it is classified as Type- B. 

4. Finally, every event that has Design Option more than 1, we split again with 

parameter whether “every Design Option contain Argument” or not (P4). If 

yes then it is classified as Type-D, if not then it is classified as Type- C. 

Explanation of each type presented in Section 0.  

Moving row to row, we analyze every event and classify them. Figure 5.1 provides a 

visual in form of a classification tree for the parameters and the steps on how we plot 

each event. 

 
Figure 5.1 Pattern Classification tree 
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5.3 Pattern Type 

This section presents the explanations of pattern types that we discover from the 

event-listing matrix, we also give the representation of the model for each type with 

the relationship cardinality of the Design Rationale elements. 

5.3.1 Type A  

This type presents the situation when designer made the Design Decision directly 

without any Design Option. We name this pattern “Direct Decision”.   

 
Figure 5.2 Pattern Type A 

The example of this type from the event-listing matrix is as follow: 

 

5.3.2 Type B  

This type shows the situation that Design Decision considered after one Design 

Option has been proposed. This Design Option may have Argument behind it. We 

called this pattern as “Focus Decision”. 

 
Figure 5.3 Pattern Type B 
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The example of this type from the event-listing matrix is as follow: 

 

5.3.3 Type C  

This type shows the situation that Design Decision considered after two or more 

Design Option have been proposed, however, one or more Design Option does not 

have any Argument that connects to it. We called this pattern “Half consideration”.  

 
Figure 5.4 Pattern Type C 

The example of this type from the event-listing matrix is as follow: 

 

5.3.4 Type D  

This type presents the full coverage, which means that the Design Decision taken 

after more than one Design option was considered and each Design Option has their 

Design Support. We called this pattern as “Full Consideration”.  
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Figure 5.5 Pattern Type D 

The example of this type from the event-listing matrix is as follow: 

 

5.3.5 Type E  

This type shows the Argument that is not directly connected with any Design Issue, 

Design Option, or Design Decision. We name this pattern as “No link”. Table 10 

presents the summary of the major pattern discovered. 
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Table 10 Summary of Pattern 

 

5.4 Detail Pattern Variant 

Analyzing the patterns in more detail, we conduct further examination on the event-

listing matrix. Our aim is to identify the variant that appears from each type. The step 

that we take as follows: 

1. First, we make a list of every event with categories that we want to explore, 

which is the Pattern Type, the number of Design Option, and the effect of 

Argument for Design Option.  

2. Converting the effect of Argument of each Design Option into notation, we 

convert them using the combination of “number” and ”symbol”. For example, 

the event number 2 from Table 9 has four Design Options; the first Design 

option has the argument with one positive and one negative, we plot this as 

“1+1-“. The second Design Option has one negative Argument, we plot this as 

“1-“, while the Design Option three and four do not have any Argument, this 

we plot as “0” for each. So the combination of Argument pattern of event 2 is 

“1+1-, 1-, 0, 0”. As an example of conversion from Table 9 are presented 

below (Table 11).  
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Table 11 Example of plotting Argument Pattern 

 
3. We combine the result of conversion of every team and identify the result.  

Table 12 shows the number of Design Option for each Major Type from the two 

groups.  

Table 12 List of Type with the quantity of Design Option 

 
While Table 13 and  

Table 14 present the argument pattern in detail for each group. 
Table 13 Argument pattern of control group 
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Table 14 Argument pattern of test group 

 
Simplification of Table 13 and  

Table 14 presented below. The simplification made by combining the same argument 

pattern and ignores the numbers, for example, we combine the frequency of 3+ (three 

positive) and 6+ (six positive) into the frequency of + (positive). Another example, 

we combine the frequency of 1+1-, 1- (one positive one negative and one negative) 

with the frequency of 1+2-, 1-  (one positive two negative and one negative) which 

result in the frequency of  +-, - (positive negative and negative).  
Table 15. Simplification of pattern variant of control group 
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Table 16. Simplification of pattern variant of Test group 

 

 

5.5 Measuring the Pattern Variant 

To explore the pattern variant and get more insight from the data, we conduct a 

quantitative data analysis using a paired samples t-test. This type of test is used to 

compare groups that are related in some way. In our case, the matched are the 

attributes of each pattern, for example the pattern of positive (+) in the control and the 

control group. The step that we conduct as follows: 

1. The first step we state the null and the alternative hypothesis. 

Ho: µ1=µ2, (there are no difference between the means) 

Ha: µ1≠µ2, (the population means is different) 

For this analysis, the significance level is 0.05, and the test method is paired 

sample t-test.   

2. The data that we use are generated from Table 15 and Table 16 with small 

addition to the missing pattern. The addition is, if one of the patterns of the 

control group is not presented in the test group then the value of the missing 

pattern becomes zero in the test group, this addition apply two ways (vice 

versa). For example, the pattern +-, 0, 0 of the control group is not present in 

the test group, then that pattern value in the test group become zero (0). The 

result data presented as follows: 
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3. Then we calculate the data:   

 

4. Result of the calculation shown that P-value was 0.170, and it is above the 

significant level of 0.05. Therefore, we accept the Ho, which mean that there 

is no difference between the mean of populations.    
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After conducting paired sample t-test, we found that there was no significant 

difference in the number of pattern made by the control group (M = 3.96, SD = 5.36) 

and the test group (M = 4.80, SD = 5.64); t(25) = -1.412, p= .170. These results 

suggest that the treatment does not have an effect on number of pattern variants made 

by designers.  

5.6 Conclusion 

Using the event-listing matrix, we present the flow from the time that designers 

identify design issue until they made a design decision. Furthermore, using this matrix 

we can identify five types of rationale that designers made during the design discourse 

session. 

We also explore the types in more detail and identify the pattern variance. Then we 

use paired samples t-test to measure the effect of treatment to this pattern variant of 

the control group and the test group. However, the result is not significant, which 

mean that the variant of pattern that designers made is not influenced by the treatment 

that was given.  
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6 Process Mining 

In this thesis, we also use process mining to help us analyze and help identify the 

product of the different techniques. The objective of process mining is to acquire the 

extraction of related-process information with the use of events from business 

processes (Van der Aalst, 2011), or in other words extracting knowledge from event 

logs. The knowledge that comes out is in the form of process models, which can be 

used further for analyzing or optimizing processes.  

Because we have explicitly code the different techniques and the Design Rationale 

elements with the time that they occur during the design discourse session, we can 

conduct process mining to analyze the reasoning process and their product. 

Furthermore, we can link these products with the process. This is done to ensure that 

the reader has insight in the statements on which our conclusions have been based.  

6.1 Tool 

Implementing process mining in our research, we use Disco by Fluxicon 

(https://fluxicon.com/disco) as our tool. This tool base on the Fuzzy Mining (Günther 

& Van Der Aalst, 2007). It is an approach of process mining to overcome the 

“spaghetti-like” problem, the problem that the model shows all details without 

distinguishing what is important and what is not. 

We consider this tool is user friendly because it can create process models directly 

from our data. With this tool, we also can define our desired level of abstraction and 

create filters directly from the techniques of design reasoning or the Design Rationale 

elements that we obtain from the codes. 

6.2 Creating the Process Models 

Generating the process model from our data, we conduct the following step: 

1. Preparing the data, the first step is collecting all the codes, the time that they 

occur, and the team that they belong to. Next step is combining each code, 

time, and team number as a single event log. And then we organize the event 
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logs into two major files, the control groups and the test group. The outputs of 

this step are two CSV files, Table 17 displays the example of this dataset files. 
Table 17 Dataset of event logs 

 

 

2. Input the data, to create the process model, the tool need three major 

categories for their inputs, the Case ID, the Activity, and the Time Stamp. 

Therefore, we arrange our data base on this input categories, we use the team 

number as the Case ID, the design reasoning and Design Rationale elements as 

the Activity, and the time as the Time Stamp. Figure 6.1 shows the process of 

importing the data. 

 
Figure 6.1 Importing data to Disco 

3. Create the process model, the process model is automatically created after 

importing the data. To help analyze the data, the tool provides filters to set the 

data configuration for the desired process models. For example, we can set the 
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filter to find out the process of design reasoning technique of just one team or 

the whole group. Furthermore, we can also set the filter to show or hide the 

elements of Design Rationale, so we can analyze their link to the process on 

which they come out from. Figure 6.2 (below) shows the complete process 

mining of the control group as the output of the tool. However, because the 

model is really huge, to see the caption of design resoning techniques and the 

Design Rationale need to zoom the model directly, that is why we add 

annotation and arrow to point each elements that is present in the model.  The 

process model of each team and group in detail available in Appendix D. 
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Figure 6.2 The complete process model of control group 
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6.3 Process Model Simplification 

Before we conduct analysis on the process model, the tool provides a mechanism to 

simplify the complex process model base on fuzzy mining algorithm (Günther & Van 

Der Aalst, 2007). This was the first mining algorithm to introduce the “map 

metaphor” to process mining, which includes advanced features like seamless process 

simplification and highlighting of frequent activities and paths. These features allow 

us to adjust the detail that we want so see from the process model.  

The tool provide two sliders that user can use to modify the level of detail that is 

shown in process model, they are: 

1. Activities slider, this slider influences the number of activities shown in the 

process model, ranging from only the most frequent until all activities 

including the least frequent activities. 

2. Paths slider, this slider determine on how many paths is shown in the process 

model, ranging from the most dominant path flow until all connection between 

the activities. 

Figure 6.2 (above) shows the configuration of the slider with 100 % activities and 100 

% paths, which resulting in “spaghetti-like” model. For further analysis, we used the 

paths slider to simplify our process model. As an example Figure 6.3 (below) show 

the simplification of the complete process model of the control group using 100 % 

activities and 10 % paths. 
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Figure 6.3 The simplification result of complete process model of control group 

 

6.4 Process Model Analysis 

We analyze the process model by the distinction of that we made, and that is the 

control group and the test group.  For each group we made two models, first the 

complete model that presents the design reasoning techniques and the Design 

Rationale elements, within this model we can analyze the relation between the process 

(design reasoning techniques) and the product (Design Rationale elements).  

The second model is the process model that consist only the design reasoning 

techniques, this model can help us understand the flow of the process that designers 

made during the design discourse session. 
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6.4.1 First Model of Control Group 

For this model we use 100 % activities and 10 % paths, the result is presented with 

Figure 6.4 (below). 

 
Figure 6.4 Process model of control group with 100% activities and 10% paths 

 

From this process model we discovered that:  

1. Most of Design Issues are created after Problem Structuring. This means that 

designers identify most of this issue after they structure the problem. 

2. There are a clear flow of Design Issue to Design Option and then goes to 

Design Decision. 

3. Assumption, Constraint, and Risk are preceded by their analysis. For example, 

Assumption Analysis always followed by Assumption. 

4. One thing interesting is that the Pro and Con majority come after Design 

Option and not by Trade-off Analysis. We consider this because Trade-off 

Analysis is due to comparing two or more Design Option with showing their 
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Pro and Con, while in the design discourse session there are some arguments 

of Pro and Con for Design Option that is stand-alone. 

6.4.2 First Model of Test Group 

The first model with complete process model of test group presented with Figure 6.5 

(below). This process model displays all the design reasoning techniques and the 

Design Rationale elements from all the team in the test group. For this model we also 

use 100 % activities and 10 % paths as the configurations. 

 
Figure 6.5 Process model of test group with 100% activities and 10% paths 

 

From this process model we discovered that:  

1. Most of Design Issue are created after Problem Structuring 

2. There are also a clear flow of Design Issue to Design Option and then goes to 

Design Decision. 
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3. Assumption, Constraint, and Risk are preceded by their analysis. For example, 

Assumption Analysis always followed by Assumption. 

4. The majority of the Trade-off Analysis followed by the positive argument 

(pro), then the designers continue with the negative argument (cons).  

 

6.4.3 Second Model of Control Group 

The second model we use 100% activities and 30% paths as the configuration. The 

process model is shown in Figure 6.6 (below). 

 
Figure 6.6 Process model of reasoning techniques of control group 

This process resembles of “lasagna-like“ process, which means that it have a clear 

structure. Furthermore, we discovered that:  

1. There are four major stages in the process flow. The Problem Structuring is at 

the first stage. The second stage consists of Constraint Analysis, Assumption 

Analysis, and Risk Analysis. Option Generation available at the third stage 

and followed by Trade-off Analysis at the last stage. 
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2. Problem Structuring followed by Constraint Analysis, Assumption Analysis, 

or Risk Analysis. Before creating Option Generation, the designers usually 

made Constraint Analysis or Assumption Analysis. Trade-off Analysis is 

possible after designers execute Option Generation. We consider this is 

natural, because Trade-off Analysis is comparing between two or more 

available Design Option that is created by the Option Generation. 

 

6.4.4 Second Model of Test Group 

For the second model of test group that show only the design reasoning techniques we 

use 100% activities and 90% paths. The process model is shown bellow (Figure 6.7). 

 
Figure 6.7 Process model of reasoning of test group with 100% activities and 90% paths 

 

From the process model of reasoning technique of test group, we found that:  

1. The stage of reasoning process is not very clear. We presume this is due to 

several teams start their discussion not with problem structuring, because the 

treatment prompts them with several techniques that are available to conduct 

their design discussion. 

2. There is a visible flow from Risk Analysis to Option Generation, from Option 

Generation to Problem Structuring.   
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3. The Option Generation followed by the Option Generation, we can assume 

this happens when designers have two or more Design Option, and then they 

use the Trade-off Analysis to compare between these choices. 

 

6.5 Identify the Correlation 

Base on the analysis of the process model above, we can conclude that there were 

identified flows between: 

1. Problem Structuring to Design Issue 

2. Option Generation to Design Option 

3. Assumption Analysis to Assumption 

4. Constraint Analysis to Constraint 

5. Risk Analysis to Risk  

Using the data from Table 5 (Page 27) and Table 6 (Page 27), we analyze the 

correlation of this process (design reasoning techniques) to the product (Design 

Rationale elements) one by one.  

6.5.1 Problem Structuring to Design Issue 

A Pearson product-moment correlation coefficient was computed to assess the 

relationship between the Problem Structuring and the Design Issue. There was a 

positive correlation between the two variables, r = 0.185, n = 12. A scatterplot 

summarizes the results (Figure 6.8). Overall, there was a weak, positive correlation 

between Problem Structuring and Design Issue. Increases in Problem Structuring 

were correlated with increases in Design Issue. 
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Figure 6.8 Problem Structuring to Design Issue 

 

6.5.2 Option Generation to Design Option 

A Pearson product-moment correlation coefficient was computed to assess the 

relationship between the Option Generation and the Design Option. There was a 

positive correlation between the two variables, r = 0.730, n = 12. A scatterplot 

summarizes the results (Figure 6.9). Overall, there was a strong, positive correlation 

between Option Generation and Design Option. Increases in Option Generation were 

correlated with increases in Design Option. 

 
Figure 6.9 Option Generation to Design Option 
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6.5.3 Assumption Analysis to Assumption 

A Pearson product-moment correlation coefficient was computed to assess the 

relationship between the Assumption Analysis and the Assumption. There was a 

positive correlation between the two variables, r = 0.866, n = 12. A scatterplot 

summarizes the results (Figure 6.10). Overall, there was a strong, positive correlation 

between Assumption Analysis and Assumption. Increases in Assumption Analysis 

were correlated with increases in Assumption. 

 
Figure 6.10 Assumption Analysis to Assumption 

6.5.4 Constraint Analysis to Constraint 

A Pearson product-moment correlation coefficient was computed to assess the 

relationship between the Constraint Analysis and the Constraint. There was a positive 

correlation between the two variables, r = 0.540, n = 12. A scatterplot summarizes the 

results (Figure 6.11). Overall, there was a strong, positive correlation between 

Constraint Analysis and Constraint. Increases in Constraint Analysis were correlated 

with increases in Constraint. 
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Figure 6.11 Constraint Analysis to Constraint 

6.5.5 Risk Analysis to Risk  

A Pearson product-moment correlation coefficient was computed to assess the 

relationship between the Risk Analysis and the Risk. There was a positive correlation 

between the two variables, r = 0.649, n = 12. A scatterplot summarizes the results 

(Figure 6.12). Overall, there was a strong, positive correlation between Risk Analysis 

and Risk. Increases in Risk Analysis were correlated with increases in Risk. 

 
Figure 6.12 Risk Analysis to Risk 
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6.6 Conclusion 

The process mining helps us create the process model that comes out from each 

group. Base on this process model we can identify and analyze the flow of the process 

(design reasoning technique) to the product (Design Rationale elements). The model 

also indicates the majority flow that appears. Furthermore, because we split the 

process between control group and test group, we could discover the structure of 

reasoning process of each group. 

Using the structure of the process to the product, then we can calculate their 

correlation using Pearson product-moment correlation coefficient which results in 

strong, positive correlation for Option Generation to Design Option, Assumption 

Analysis to Assumption, Constraint Analysis to Constraint, and Risk Analysis to 

Risk. However, we found weak, positive correlation between Problem Structuring and 

Design Issue. This happens because the designer use more one or more of the 

Problem Structuring techniques before identifies the Design Issue. 
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7 Result 

In the previous section, we have analyzed the results of the experiment. We create the 

event-listing matrix from the first experiment data and use this matrix to identify the 

type of Design Rationale element pattern and their variance. Furthermore, we also use 

process mining to understand the process and the product as an output of the design 

reasoning process. In summary, we have several findings and they are discussed in the 

following sections.  

7.1 Finding 1 – The Reflective Method Intensify the Frequency of 

Design Reasoning Technique and the Design Rationale Element 

We observed that the amount of design reasoning technique and the Design Rationale 

elements from the first experiment. The treatment that we use was the design 

reasoning reflective method (Schriek, 2016), they are meant to prompt the designers 

to question their decisions in order to come to better thoughtful design, and to help 

them with several possible reasoning techniques for making that decision.  

We discovered that the amount of design reasoning technique of the test group (with 

treatment) more than the control group (without treatment). The evident form Table 

18 shows the frequency of the design reasoning technique during the design discourse 

session. The result reveals that the test group produces 37 % more than the other 

group.  
Table 18 Design reasoning frequency 

 

While from Table 19 displays that the frequency of the Design Rationale elements of 

the test group produces 30 % more than the control group. It shows that team that 

using large amount of design reasoning technique during the design discourse session 

also produce the amount of Design Rationale elements.  
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Table 19 Design Rationale elements frequency 

 

To get more insight into the data, we conducted a 2-sample t-test for each design 

reasoning techniques and Design Rationale elements in Section 4.5. We found that the 

treatment with the reflective method of design reasoning had an effect on some 

techniques. The affected techniques are Assumption Analysis and Risk Analysis. 

Meanwhile, the elements of Design Rationale that affected by the treatment are 

Assumption and Risk. 

7.2 Finding 2 – The Type of Design Rationale Element 

Understanding the implicit Design Rationale that designers build with the design 

reasoning technique, we examined the pattern of the events. From the event-listing 

matrix, we classified that are five patterns type that designers build during the design 

discourse session, they are: 

1. Direct Decision, this as the result of decision made straight from the issue.  

2. Focus Decision, the designers discover the design option for the issue that 

they identified. However, they only focus on that option and overlook other 

possible option.  

3. Half consideration, the designer develop more option to help them solve the 

issue. However, some options do not have an argument behind it.  

4. Full consideration, designers develop several options that it is considered 

best at that moment support with some arguments behind it, and decide the 

best decision based on those arguments.  

5. No-link, is not directly connected to any Design Issue or Design Option. This 

is possible because the argument is invalid or out of the context of the issue. 

We also identify the variant of each pattern type, and conduct paired samples t-test in 

Section 5.5. However, measuring this pattern we found that they are no significance 
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between the pattern variant of the control group and the pattern variant of the test 

group. In other words, the treatment has no significant impact in pattern variant that 

designers made during the design discourse session.  

  

7.3 Finding 3 - Result of Process Mining 

Understanding the link between the process and the product, we use process mining as 

our method. The process-mining tool that we use optimizes the Fuzzy mining 

algorithm (Günther & Van Der Aalst, 2007) to create and simplify the process model. 

From the simplify process models, we identified several flows that designers build 

during the design discourse session, they are: 

1. Most of Design Issues are created after Problem Structuring. This means that 

designers identify most of this issue after they structure the problem. 

2. There are clear flows of Design Issue to Design Option and then goes to 

Design Decision. This also emphasizes the flow that we made in the event-

listing matrix to create Design Rationale elements pattern type (Finding 2). 

3. The Assumption, Constraint, and Risk are preceded by their analysis. For 

example, Assumption Analysis always followed by Assumption. 

We also measure the correlation using the link structure of the process to the product, 

we can calculate their correlation using Pearson product-moment correlation 

coefficient, and the flows are:  

1. Problem Structuring to Design Issue 

2. Option Generation to Design Option 

3. Assumption Analysis to Assumption 

4. Constraint Analysis to Constraint 

5. Risk Analysis to Risk 

The measurements result in strong, positive correlation for Option Generation to 

Design Option, Assumption Analysis to Assumption, Constraint Analysis to 

Constraint, and Risk Analysis to Risk. However, we found weak, positive correlation 

between Problem Structuring and Design Issue. This happens because the designers 
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use more one or more of the Problem Structuring techniques before identifies the 

Design Issue. 
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8 Conclusion and Discussion  

8.1 Conclusion 

This research focuses on the design reasoning and Design Rationale elements in the 

design discourse session. The main research question is formulated as “What is the 

link between design reasoning and Design Rationale in the design process?” 

In order to answer this question, four sub-questions have been drafted. The following 

section we provide the answer to all sub-questions and finally the answer to our main 

research question. 

8.1.1 The Concept of Design Rationale and Design Reasoning (SQ1) 

The first sub-question was formulated as follows: “what are the central concepts of 

design rationale and what is design reasoning?” From the literature study, we 

discover that the central concept of Design Rationale is focusing on the design 

decision and the elements that provide the justifications, the other alternatives, and the 

arguments behind the design decisions. All these elements captured in the framework 

of Design Rationale element, this framework is the refinement of several approaches 

to capture Design rationale.  

Design reasoning itself is the process that designer use to come to the solution, that is 

the design decision. Researchers have identified several techniques to help designers 

made this decision; they are Problem Structuring, Option Generation, and Analysis of 

Assumption, Constraint, Risk, and Trade-off.   

8.1.2 Quality Measure for Design Rationale (SQ2) 

The second sub-question was formulated as follows: “what are the existing quality 

measures for design rationale?”. From our literature study, we found the 

measurements for requirements that designer could use to achieve a valid decision. 

However, we did not find any measurement for the concept of Design Rationale 

elements as a whole. Therefore, we propose the pattern type of Design Rationale 

elements. These patterns is the output of the event-listing matrix, the pattern type 

classifies on how the designers come to the decision base on the justifications, the 

other alternatives, and the arguments behind the design decisions. These patterns are: 
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(i) Direct Decision, (ii) Focus Decision, (iii) Half Consideration, (iv) Full 

Consideration, and (v) No-link. These patterns are the result of reasoning that 

designers made at the design discourse session. Although in the end, the quality of 

design decisions not just depend on the reasoning ability of the designers, but also 

affected by the knowledge and the creativity of the designers itself.   

8.1.3 Rationale as the Product of Reasoning Process (SQ3) 

The third sub-question was formulated as follows: “what is the rationale that 

designers build during the reasoning process?”. Using the process model, we 

identified the rationale that designer build. The process model helps us apprehended 

the common flows that appear from the reasoning process to the product. Using these 

flows, we calculate the correlation using the quantitative method, which results in 

strong, positive correlation for most of the techniques. Thus, increases in the number 

of reasoning techniques were correlated with increases in Design Rationale elements.  

While focusing on the rationale, we can conclude that Problem structuring leads to 

Design Issue, Option Generation helps designers develop one or more Design Option, 

while the results of Assumption Analysis, Constraint Analysis, Risk Analysis, and 

Trade-off Analysis are positive or negative argument for the Design Option. Design 

Decision is the Design Option that designers think the best solution for the Design 

Issue. The pattern of this relation could be presented in five pattern types as we 

propose for the answer of sub-question two. 

8.1.4 Improving Implicit Rationale (SQ4) 

The fourth sub-question was formulated as follows: “How does different design 

reasoning improve the implicit rationale?” Using our first finding (section 7.1), we 

conclude that the treatment increases the amount of Assumption that designers made 

and the Risk that designers identified during the design discourse session. Therefore, 

by prompting the designers with the available design reasoning techniques could 

increase the quantity of argument that designers made. We see this as a way to 

improve the implicit rationale from the quantity aspect. However, for the quality of 

the argument itself still rely on the knowledge domain of the designers.  
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8.1.5 Answer to Main Research Question 

The main research question is formulated as follows:  

“What is the link between design reasoning and Design Rationale in 

the design process?”  

To identify the link between design reasoning and Design Rationale, this research has 

used the quantitative method, the qualitative method, and the process mining. The 

patterns of rationale that designers made during the design discourse session have 

been identified.  The flow of process the product have been identified and measured. 

Base on these findings from previous sections and the answer of each sub-question in 

this section, we can conclude that the reasoning technique as the link to connect the 

design reasoning and Design Rationale in the design process.   

 

8.2 Discussion 

This research focuses on two approaches during design session; they are Design 

Rationale and the design reasoning. We have analyzed the link between these two 

methods. Our results reveal that the pattern of rationale that designers made with 

different reasoning technique. This has the implication on how to train and educate 

novice designers. 

8.2.1 Limitation  

Yin (2003) describes four different criteria for empirical research. These criteria are: 

construct validity, internal and external validity and reliability. We notice the 

limitation of this experiment related to the internal validity includes the student’s 

background, student’s experience, and their design abilities. To mitigate this, the 

students chose the team member themselves. While splitting the control group and the 

test group based on their grades for a previous assignment, so there is a mix of groups 

who have shown to do well, and those who have lesser grades.  

Another limitation is that the identification of the reasoning process and the elements 

of Design rationale are subjective. To mitigate this, each transcript independently 
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codified by two researchers. As noted in 4.3 the Cohen’s Kappa Coefficient (Cohen, 

1968) was 0.64, which indicated substantial agreement between the two coders. This 

method helped us ensure that the study is done with desirable quality.  

Another limitation is that the design reasoning and elements of Design Rationale we 

observed were based on dialog from audio recordings. Non-verbalized exchanges 

such as pointing and looks could not be observed. We assume that in a group 

discussion, most of the considerations were communicated verbally.  

Finally, another limitation was the number of participants is low, because the 

experiment depends on the number of students following the Software Architecture 

course.   

8.2.2 Future Research 

This thesis research has used the combination of qualitative and quantitative research 

method to explore the link between process and product of design discourse session. 

As mentioned earlier, the number of the participant for the experiment is low, with an 

addition of more participants the amount of data that could be analyzed would give 

more perspective. With these additional participants, a more quantitative test could be 

performed which result would be more comprehensive.  

This research has shown the potential pattern of rationale to evaluate the type of 

design decision made by designers. Optimizing this pattern and combining with the 

measurement for the quality of design decision could be an interesting topic as the 

continuation of this project.     

Finally, the treatment that used in the experiment was the reflective method of design 

reasoning with cards (Schriek, 2016). We think there is enough space to develop this 

approach in the future, which could help novice designers expanding their knowledge 

and improve their design skill. 
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APPENDIX A  

Documentation Template 

	

	

	

	

SOFTWARE	ARCHITECTURE	

OF	A	

TRAFFIC	SIMULATION	SYSTEM	
 

 

 

Group XX 

Names Student 1 (XXX) 

 Student 2 (XXX) 

 Student 3 (XXX) 
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Contents 

Product introduction .......................................................................................................................... 74 

Context Viewpoint .............................................................................................................................. 75 

View: <name> .................................................................................................................................. 75 

Model ........................................................................................................................................... 75 

Description ................................................................................................................................... 75 

Glossary of elements .................................................................................................................... 75 

Rationale ...................................................................................................................................... 75 

Functional Viewpoint ......................................................................................................................... 76 

View: <name> .................................................................................................................................. 76 

Model ........................................................................................................................................... 76 

Description ................................................................................................................................... 76 

Glossary of elements .................................................................................................................... 76 

Rationale ...................................................................................................................................... 76 
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View: <name> .................................................................................................................................. 77 

Model ........................................................................................................................................... 77 

Description ................................................................................................................................... 77 

Glossary of elements .................................................................................................................... 77 

Rationale ...................................................................................................................................... 77 

 

  



 

 74 

Product	introduction	

Describe in a few words (about a paragraph) on what the product to be designed is 

about.  



 

 75 

Context	Viewpoint	

Use the following template for each of the views in the context viewpoint: 

View:	<name>	

Model	

Place here the model representation of the view 

Description	

Short description of the view 

Glossary	of	elements	

Give a description for each of the elements in the view 

Id Name Description 

   

Rationale	

Describe shortly why the view is as it is. Notice that we want an argumentation about 

the view, and not an argumentation of why the view is included in the architecture 

description. 
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Functional	Viewpoint	

Use the following template for each of the views in the functional viewpoint: 

View:	<name>	

Model	

Place here the model representation of the view 

Description	

Short description of the view 

Glossary	of	elements	

Give a description for each of the elements in the view 

Id Name Description 

   

Rationale	

Describe shortly why the view is as it is. Notice that we want an argumentation about 

the view, and not an argumentation of why the view is included in the architecture 

description. 
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Information	Viewpoint	

Use the following template for each of the views in the functional viewpoint: 

View:	<name>	

Model	

Place here the model representation of the view 

Description	

Short description of the view 

Glossary	of	elements	

Give a description for each of the elements in the view 

Id Name Description 

   

Rationale	

Describe shortly why the view is as it is. Notice that we want an argumentation about 

the view, and not an argumentation of why the view is included in the architecture 

description. 
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APPENDIX B 

Time Plot Graph 
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Time plot of design reasoning techniques and Design Rationale elements for Group 1 
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Time plot of design reasoning techniques and Design Rationale elements for Group 2 

 

 

Time plot of design reasoning techniques and Design Rationale elements for Group 3 
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Time plot of design reasoning techniques and Design Rationale elements for Group 4 
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Time plot of design reasoning techniques and Design Rationale elements for Group 5 
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Time plot of design reasoning techniques and Design Rationale elements for Group 6 

 

 

Time plot of design reasoning techniques and Design Rationale elements for Group 7 
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Time plot of design reasoning techniques and Design Rationale elements for Group 8 
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Time plot of design reasoning techniques and Design Rationale elements for Group 9 
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Time plot of design reasoning techniques and Design Rationale elements for Group 10 

0	

1	

2	

3	

4	

5	

00:00.0	 14:24.0	 28:48.0	 43:12.0	 57:36.0	 12:00.0	 26:24.0	

Risk	Analysis	

Constraint	Analysis	

Assumption	Analysis	

Option	Generation	

Problem	Structuring	

0	

1	

2	

3	

4	

5	

6	

7	

8	

00:00.0	 14:24.0	 28:48.0	 43:12.0	 57:36.0	 12:00.0	 26:24.0	 40:48.0	

Con	

Pro	

Risk	

Constraint	

Assumption	

Design	Decision	

Design	Option	

Design	Issue	



 

 88 

 

 

Time plot of design reasoning techniques and Design Rationale elements for Group 11 
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Time plot of design reasoning techniques and Design Rationale elements for Group 12 
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APPENDIX C 

Event-Listing Matrix 
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APPENDIX D 

Process Model 

 

  



 

 131 

Process Model of Team 1 

 
Process model 1. Team 1 reasoning technique 

 
Process model 2. Team 1 reasoning technique with Design Issue, Design Option, and 

Design Decision 
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Process Model of Team 2 

 
Process model 3. Team 2 reasoning technique 

 
Process model 4. Team 2 reasoning technique with Design Issue, Design Option, and 

Design Decision 
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Process Model of Team 3 

 
Process model 5. Team 3 reasoning technique 

 
Process model 6. Team 3 reasoning technique with Design Issue, Design Option, and 

Design Decision 
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Process Model of Team 4 

 
Process model 7. Team 4 reasoning technique 

 
Process model 8. Team 4 reasoning technique with Design Issue, Design Option, and 

Design Decision 
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Process Model of Team 5 

 
Process model 9. Team 5 reasoning technique 

 
Process model 10. Team 5 reasoning technique with Design Issue, Design Option, and 
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Process Model of Team 6 

 
Process model 11. Team 6 reasoning technique 

 
Process model 12. Team 6 reasoning technique with Design Issue, Design Option, and 

Design Decision 
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Process Model of Team 7 

 
Process model 13. Team 7 reasoning technique 

 
Process model 14. Team 7 reasoning technique with Design Issue, Design Option, and 
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Process Model of Team 8 

 
Process model 15. Team 8 reasoning technique 

 
Process model 16. Team 8 reasoning technique with Design Issue, Design Option, and 
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Process Model of Team 9 

 
Process model 17. Team 9 reasoning technique 

 
Process model 18. Team 9 reasoning technique with Design Issue, Design Option, and 

Design Decision 
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Process Model of Team 10 

 
Process model 19. Team 10 reasoning technique 

 
Process model 20. Team 10 reasoning technique with Design Issue, Design Option, and 

Design Decision 
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Process Model of Team 11  

 
Process model 21. Team 11 reasoning technique 

 
Process model 22. Team 11 reasoning technique with Design Issue, Design Option, and 

Design Decision 
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Process Model of Team 12 

 

 
Process model 23. Team 12 reasoning technique 

 
Process model 24. Team 12 reasoning technique with Design Issue, Design Option, and 

Design Decision 
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Process Model of Control Group 

 
Process model 25. Control group reasoning technique 

 
Process model 26. Control Group reasoning technique with Design Issue, Design Option, 

and Design Decision 
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Process Model of Test Group 

 
Process model 27. Test group reasoning technique 

 
Process model 28. Test group reasoning technique with Design Issue, Design Option, 

and Design Decision 
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APPENDIX E 

The t-test Result 
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Assumption analysis 

Data Control group: 

2, 0, 2, 2, 1, 2 

M = 1.5   , STD = 0.84  

 

Data Test Group: 

8, 4, 6, 4, 6, 5 

M = 5.5   , STD = 1.52  
 

Constraint analysis 

Data Control group: 

3, 4, 9, 10, 6, 3 

M = 5.83   , STD = 3.06  

 

Data Test Group: 

5, 6, 1, 6, 7, 7 

M = 5.33   , STD = 2.25 
 

 

Option Generation 

Data Control group: 

1, 6, 2, 8, 7, 6 

M = 5   , STD = 2.83  

 

Data Test Group: 

10, 2, 7, 8, 7, 8 

M = 7   , STD = 2.68  
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Problem structuring 

Data Control group: 

12, 27, 21, 12, 21, 17 

M = 20   , STD = 7.85  

 

Data Test Group: 

24, 23, 26, 28, 22, 26 

M = 24.83   , STD = 2.23 
 

 

Risk analysis 

Data Control group: 

2, 4, 3, 3, 2, 3 

M = 2.83   , STD = 0.75  

 

Data Test Group: 

5, 7, 2, 8, 6, 6 

M = 5.67   , STD = 2.07 
 

 

Trade-off analysis 

Data Control group: 

1, 3, 0, 5, 0, 0 

M = 1.5   , STD = 2.07  

 

Data Test Group: 

3, 0, 1, 4, 3, 0 

M = 1.83   , STD = 1.72 
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Assumption 

Data Control group: 

2, 0, 2, 6, 2, 2 

M = 2.33   , STD = 1.97  

 

Data Test Group: 

8, 5, 7, 5, 9, 4 

M = 6.33   , STD = 1.97  

  

Con 

Data Control group: 

2, 3, 0, 11, 2, 4 

M = 3.67   , STD = 3.83  

 

Data Test Group: 

11, 1, 5, 10, 3, 1 

M = 5.17   , STD = 4.40 
 

 

Constraint 

Data Control group: 

3, 9, 14, 13, 20, 15 

M = 12.33   , STD = 5.79  

 

Data Test Group: 

6, 13, 4, 10, 13, 11 

M = 9.5   , STD = 3.73 
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Design Decision  

Data Control group: 

4, 8, 16, 21, 16, 8 

M = 12.17   , STD = 6.46  

 

Data Test Group: 

31, 9, 14, 17, 8, 13 

M = 15.33   , STD = 8.36  

 

Design Issue 

Data Control group: 

4, 8, 16, 21, 16, 8 

M = 12.17   , STD = 6.46  

 

Data Test Group: 

31, 9, 14, 17, 8, 13 

M = 15.33   , STD = 8.36  

 

Design Option 

Data Control group: 

7, 10, 19, 22, 22, 17 

M = 16.17   , STD = 6.31  

 

Data Test Group: 

40, 13, 20, 24, 14, 25 

M = 22.67   , STD = 9.83  
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Pro 

Data Control group: 

7, 7, 9, 16, 2, 3 

M = 7.33   , STD = 5.01  

 

Data Test Group: 

22, 7, 11, 13, 5, 3 

M = 10.17   , STD = 6.88  

 

Risk 

Data Control group: 

2, 3, 4, 4, 2, 7 

M = 3.67   , STD = 1.86  

 

Data Test Group: 

6, 8, 7, 8, 5, 7 

M = 6.83   , STD = 1.17  

 


