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1. Introduction

Many phenomena in physics, biology and chemistry are modeled by Ordinary Differential
Equations (ODEs). A vital tool in gaining insight in such systems is analyzing stability of
the equilibria. This is done by analyzing the eigenvalues of the linearization of the ODE
at an equilibrium. When ODEs depend on certain (control) parameters the location of
the equilibrium and eigenvalues may change. In the event of one or more eigenvalues
crossing the imaginary axis, stability of the equilibrium changes and a bifurcation may
occur. For example, when two complex conjugate eigenvalues with non-zero imaginary
part cross the imaginary axis, an Andronov-Hopf bifurcation occurs, in which a limit cycle
spawns off the equilibrium. It is possible to reduce the ODE to a simple form called the
normal form by applying certain coordinate transformations. By inspecting the normal
form coefficients at criticality, i.e. at the parameter value where the bifurcation occurs,
one can predict the nature of a particular bifurcation occurring. In the example of the
Hopf bifurcation, this means that one can predict whether the periodic orbit is stable
or unstable and thus give information about the nature of the Hopf bifurcation (sub- or
supercritical).

The Hopf bifurcation is an example of a codimension one bifurcation, i.e. a bifurcation
that can be encountered in generic ODEs by varying one parameter. In bifurcations with
codimension two more interesting phenomena can arise. In particular the Bogdanov-
Takens bifurcation is of great interest. It happens when at criticality we encounter a
double eigenvalue zero. One typically needs two parameters in order for this bifurcation
to occur. For example, by varying one parameter we may encounter a Hopf point with
two complex conjugate eigenvalues having zero real part. Then, by also varying a second
parameter, an entire branch of Hopf points can be obtained. The two purely imaginary
eigenvalues in the imaginary axis can meet at the origin. Under certain genericity con-
ditions we expect to find, for nearby parameter values, a fold, a Hopf, and a homoclinic
bifurcation curve. One of these conditions depends on the normal form coefficients at
the criticality. The normal form coefficients at the criticality give information about
the type of Hopf and homoclinic bifurcation curves occurring. However, no information
about where to expect these bifurcation curves is given. This has recently been done
for the Bogdanov-Takens bifurcation in the finite dimensional case, i.e. for ODEs, using
parameter-dependent normal forms [32, 1, 36].

A general form of a first order autonomous ODE, for z(t) € R™ is

<,
dt

where F' : R" x R? — R" is a function of the state variable x € R™ and the parameter

(t) = F(z(t), ), (ODE)
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a € RP. Here all occurrences x(-) are assumed to appear simultaneously. This may not
always be the case. For example, when the birth rate of predators is affected by prior
levels of predators or prey rather than by only the current levels in a predator-prey model.
In these type of systems, called delay differential equations (DDEs), the derivative of the
unknown function at a certain time is given in terms of the values of the function at
previous times. A general form of an autonomous DDE for z(t) € R™ is

d
Za(t) = (a0, (DDE)

where

x(0) = z(t + 0), 6 € [—h,0],

represents the solution in the past and a € RP is the parameter. In this equation, f is a
functional operator from C(R,R™) x RP — R™ and h > 0 is assumed to be finite.

The stability of a steady-state, i.e. a constant solution ¢y at the parameter ag such
that f(po,a9) = 0, is now given by the eigenvalues of the generator of the semigroup
generated by the linear part of the DDE. These eigenvalues can be obtained from a
finite dimensional characteristic matriz leading to the characteristic equation which is
of exponential polynomial nature, giving rise to infinitely many eigenvalues. It follows
that numerical methods are in general necessary to analyze the characteristic equation,
see for example [42, Chapter 2] or [14, Chapter XI].

In contrast to ODEs, the state space of DDEs is infinite dimensional. To deal with this
situation rigorously a new mathematical framework has been developed which is called
the perturbation theory of dual semigroups, also known as sun-star calculus. Using this
framework the existence of a finite dimensional smooth center manifold can be estab-
lished, making it is possible to ‘lift’ the normalization method for local bifurcations of
ODEs presented in [33] to the infinite dimensional setting of DDEs. One of the advan-
tages using this normalization technique is that the reduction to the center manifold, and
calculation of the critical normal form coefficients can be done simultaneously, using the
so-called homological equation. This ‘lifting’ has been done first by Sebastiaan Janssens
in his Master Thesis [29] for all five codimensional two bifurcations:

e Cusp

e Bogdanov-Takens

Bautin (Generalized Hopf)
Fold-Hopf

Hopf-Hopf

The obtained critical normal form expressions are remarkably similar to those occurring
in ODEs.

The derived critical normal form coefficients have been numerically evaluated in [29] for
two models: a Van der Pol oscillator with delayed feedback [31], in which a transcritical
Bogdanov-Takens bifurcation is encountered, and a neural mass model from [48] and [47],
in which Hopf-Hopf, fold-Hopf and Bautin bifurcation points occur. It has been shown
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how to compute the critical normal forms coefficients systematically using the symbolic
and numerical computer algebra system Maple.

This lays a foundation for the implementation of automatic calculation of critical normal
form coefficients into a numerical continuation software package for DDEs. This has
been done for Hopf points on steady-state and generalized-Hopf, fold-Hopf and Hopf-
Hopf points on Hopf curves, in the Master Thesis of Bram Wage [49]. Instead of writing
a standing alone, this functionality was added to DDE-BifTool, a Matlab package for
numerical bifurcation and stability analysis of delay differential equations with several
fixed discrete and/or state-dependent delays developed at the University of Leuven [17].
As a separate part of this thesis, the functionality to detect, locate and compute critical
normal form coefficients has been added in the following situations:

e Fold encountered along steady-state curves
e Cusp, Bogdanov-Takens and fold-Hopf encountered along fold curves
e Bogdanov-Takens encountered along Hopf curves,

thereby capturing all cases in which local codimension one and two bifurcations generally
oceur.

It turns out that detection and location of Bogdanov-Takens bifurcation involve more
work compared with the other codimension one and two bifurcations, see Chapter 5.
For location of Bogdanov-Takens points detected on fold branches we cannot use the
bisection method, but instead have to apply Newton to a special defining system. This
defining system is derived following the methods developed in [3] and [21] for locating
Bogdanov-Takens points in ODEs. An additional advantage is that the resulting defining
system allows the continuation of Bogdanov-Takens points and detection of triple zero
singularities.

The next step is to perform a parameter-dependent center manifold reduction near codi-
mension 2 bifurcations. Such reduction is necessary for deriving asymptotics of codi-
mension 1 non-equilibrium (e.g. saddle homoclinic orbits and non-hyperbolic cycles),
emanating from some codimension 2 local bifurcations. For this we need a generalization
of the parameter-dependent center manifold currently available for DDEs, see [14, Chap-
ter IX.9]. This generalization should not impose the constraint that the steady-state
remains fixed under variation of parameters. Then the Bogdanov-Takens and fold-Hopf
bifurcations can be treated as well.

We will perform the parameter-dependent manifold reduction and normalization near the
generic and transcritical Bogdanov-Takens, generalized Hopf, fold-Hopf, Hopf-transcritical
and Hopf-Hopf bifurcations. This will allow us to initialize the continuation of the
saddle homoclinic orbits emanating from a (transcritical) Bogdanov-Takens point and
codimension 1 cycle bifurcations emanating from the generalized Hopf, zero-Hopf, Hopf-
transcritical and Hopf-Hopf bifurcations. The homoclinic orbits near the Bogdanov-
Takens bifurcation are approximated with the second-order homoclinic predictor derived
in [32, 1, 36]. The codimension 1 cycle bifurcations are approximated using the predictors
from [37].
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1.1. Structure of this thesis

In Chapters 2, 3 and 4 we will review the sun-star calculus needed for the rest of the
thesis. It contains three key elements:

e The functional analytic framework
e A center manifold
e Normal form calculation

Those already familiar with the theory can safely skip Chapters 2 and 3, except for
Section 3.6, where a generalization of the parameter-dependent center manifold Theorem
for DDEs is given. For those totally unfamiliar with sun-star calculus, this review might
be too concise for the first read. Therefore, the reader may consult [14] on which Chapters
2 and 3 mostly rely.

Using the results obtained in Section 3.6 we describe the computation of the normal
form coeflicients on the parameter-dependent center manifold in the infinite dimensional
setting in Chapter 4.

In Chapter 5 we turn our attention to detecting and locating Bogdanov-Takens points
in DDEs with multiple delays. Here we will derive test functions for Bogdanov-Takens
points on fold and Hopf curves. Contrary to all other codimension 2 bifurcations, we can-
not use the bisection method to locate Bogdanov-Takens points on fold curves. Therefore,
we derive a defining system, for which we prove regularity. Then, using Newton’s itera-
tion method, we can accurately locate Bogdanov-Takens points detected on either fold
or Hopf curves.

In Chapter 6 we will apply the method described in Chapter 4 to the generic and trans-
critical Bogdanov-Takens, generalized Hopf, fold-Hopf, Hopf-transcritical and Hopf-Hopf
bifurcations. We will explicitly calculate the normal form coefficients necessary for the
predictors.

Chapter 7 describes how to initialize the continuation of the homoclinic orbits near the
generic and transcritical Bogdanov-Takens bifurcations and the limit cycles near the
generalized Hopf.

In Chapter 8 of this thesis we will illustrate the homoclinic predictors for the generic and
transcritical Bogdanov-Takens and the nonhyperbolic cycle predictors on various models.

After some final comments are made there are four appendices. In the first Appendix
A we perform the center manifold reduction combined with normalization for generic
and transcritical Bogdanov-Takens bifurcation in ODE. Although the generic Bogdanov-
Takens bifurcation has already been treated in [32, 1, 36] an alternative derivation is
presented, one which is more suitable for the DDE case.

Appendices B and C describe the normal forms and predictors. In the first Section of
Appendix C we summarize the method used in 32, 1, 36| to obtain a second-order predic-
tor for the homoclinic orbit near a generic Bogdanov-Takens bifurcation. In the second
Section we will show that the same procedure can be applied to obtain the second-order
predictor for the homoclinic orbits near a transcritical Bogdanov-Takens bifurcation. In
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the remaining sections the asymptotics for the codimension 1 cycle bifurcations emanat-
ing from generalized Hopf, fold-Hopf, Hopf-transcritical and Hopf-Hopf bifurcations are
presented.

Lastly, In Appendix D we discuss a subtle nonuniqueness problem with the second-order
predictor for the generic Bogdanov-Takens bifurcation.

1.2,

New results

Here is a short list of novelties this thesis brings

Robust methods for detection of Bogdanov-Takens points on fold and Hopf curves
in DDEs.

Special defining system to locate and continue Bogdanov-Takens point in DDEs
with multiple delays.

General method to derive normal form coefficients on the parameter-dependent
center manifold in DDEs. This makes it possible to obtain asymptotics of codi-
mension 1 global bifurcations involving cycles, emanating from codimension 2 local
bifurcations.

Derivation of the normal form coefficients on the parameter-dependent center mani-
fold for the generic and transcritical Bogdanov-Takens, generalized Hopf, fold-Hopf,
Hopf-transcritical and Hopf-Hopf bifurcations, using the functional analytic frame-
work of sun-star calculus and systematically tracing all freedom in solutions of
singular linear equations.

A second-order approximation of the homoclinic solutions near the generic and
transcritical Bogdanov-Takens bifurcations in DDEs.

Predictors for the codimension 1 cycle bifurcations emanating from generalized
Hopf, fold-Hopf, Hopf-transcritical and Hopf-Hopf bifurcations in DDEs.

Improved derivation of coefficients of the smooth normal form for the generic
Bogdanov-Takens bifurcation in ODEs.

Actual implementation of all developed methods into the standard public software
DDE-BifTool.

10
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2. Sun-star calculus

In this Chapter we will review the functional analytic framework of sun-star calculus
following [14]. We will start in the first two sections to show the need of the framework
through the variation-of-constants formula and bounded perturbations of the semigroup
generator. In Section 2.3 we describe the framework for a general (non-reflexive) Banach
space X on which a Cy-semigroup is defined. Then in the next Section 2.4, we show how
this framework will look like for X = C([—h,0],R), h > 0 and the shift semigroup

ot+0), —h<t+6<0,

(To(t)e)(0) = {w(o), t+0>0,

generated by the trivial DDE

B(t)=0,  t>0,
z(0) =p(0), —h<60<0.

In Section 2.5 we turn our attention to general linear DDEs. There we will see how the
framework enables us to construct a semigroup for such DDE using the shift semigroup.

2.1. Variation-of-constant formula

The variation-of-constants formula plays an important role in the study of the stability,
existence of bounded solutions and the asymptotic behavior of non-linear ODEs and
partial differential equations PDEs. In particular it can be used in proving a center
manifold theorem, which plays a key role in the description and understanding of the
dynamics of nonlinear systems and their bifurcations. The variation-of-constants formula
is well known for the finite dimensional semi-linear ordinary differential equation

Au(t) + G(u), ueR",

—N—
£ £
=S =
o
<
S

and gives the integral equation

t
u(t) = eug + / et =)AG (u(s)) ds,
0

t4 is the solution operator for the homogeneous system

a(t) = Au(t)

where e
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and A a linear operator on R". For PDEs or ODEs defined on infinite dimensional
Banach spaces we need the notion of a Cy-semigroup.

Definition 2.1. Let X be a complex Banach space and let, foreacht > 0, T'(t) : X — X
be a bounded linear operator. Then the family {T'()}, is called a strongly continuous
semigroup, or a Cy-semigroup, if the following three properties hold:

(i) T(0) = I (the identity),
(ii) T(t)T(s) =T(t+ s)for t,s >0,
(iii) for any ¢ € X, [|[T(t)p —¢| — 0 ast | 0.

The first two properties are algebraic, and state that 7' is a representation of the semi-
group (R4, +); the last is topological, and means that the map 7' is continuous in the
strong operator topology.

One can associate with such a semigroup the abstract differential equation

5 Tt)p) = A(T(t)) (2.1)

where the infinitesimal generator A is defined by

1
Ap=1lim— (T(t)p — 2.2
o= lim; (T~ ¢) 22)
whenever the limit exists. Note that the infinitesimal generator A only makes sense if T'
is strongly continuous.

Definition 2.2. The domain of A, D(A), is the set of ¢ € X for which this limit does
exist; D(A) is a linear subspace and A is linear on this domain. The operator A is closed,
although not necessarily bounded, and the domain is dense in X.

4 is a Cp-semigroup.

Obviously, the above e
The variation-of-constants formula for DDEs has for some time been a puzzling part of
the theory. Let L be a continuous linear operator from the state space X = C([—h, 0], R"™)

into R™ and h > 0 some constant. Consider the DDE

(2.3)

(t) = Lxy + g(xy), t>0,
z(0) = o, —h <6 <0,

where the non-linearity g : X — R" satisfies g(0) = 0 and has a continuous Frechét
derivative such that Dg(0) = 0. Then according to [25] x = z(+; ¢) is a solution to (2.3)
if and only if = satisfies

2y = T(t)p + /0 T(t — 5)Xog(xs) ds (2.4)

13
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in which Xy is the matrix-valued function defined by

Xo(0) =

0, h<6<O,
I, =0,

where [ is the identity matrix in R™ and 7T'(¢) is the semigroup associated with the
homogeneous equation
#(t) = Lxy (2.5)

on the state space X. The variation-of-constants formula (2.4) indicates that 7'(¢) is
evaluated at X although this function is not continuous and so is not in the state space
X where the semigroup is defined. We refer to equation (2.5) as the unperturbed system
and equation (2.3) as the perturbed system. Then g(z;) perturbs the generator of the
semigroup and causes the right hand side of (2.4) to leave the state space X. In [8] the
sun-star calculus framework was constructed framework a very natural generalization of
the notion of a bounded perturbation of the generator and lead to a new version of the
variation-of-constants formula, namely the formula (3.2) in Chapter 3.

2.2. Shift semigroup |

Another reason to introduce the sun-star calculus is a problem with the domain of the
semigroup generator. First consider the simple DDE

#(t) = ax(t — 1) fort >0, (2.6)

where o and 7 are parameters with 7 > 0 and x € R. In order for (2.6) to make sense
we have to define a history function ¢ defined on the interval [—7,0]. Then we can solve
the equation for the interval [0, 7], i.e.

x(t) = z(0) +/0 i:ﬂ(s) ds = ¢(0) +/0 o(s —7)ds, 0<t<T

dt
By shifting (translating) the result back to the interval [—7,0] we can once more inte-
grate the equation. Repeating this process n times and ‘gluing’ the solutions together
gives a solution on the interval [0,n7]. In this abstract view of solving the differential
equation (2.6) we can separate two different processes: extending and translating. The
first ingredient is specific for a particular equation, but the second is the same for all
delay equations.

Motivated by above we will consider the trivial DDE

z(t) =0, t>0, (2.7)
z(0) = (), —h<6<0, '

where the extension is as simple as possible. We assume that the initial condition given
by the function ¢ is an element of state-space X = C([—h,0],R"™). The solution to the

14
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Figure 2.1.: Graph of the solution z(t) € R™ to the trivial DDE defined in (2.7).

trivial DDE is given by

t —h<t<0
u(t) = (1), <t <0,
©(0), t=>0,
see Figure 2.1.

In order to distinguish the time at which we inspect the state from the variable passing
through the interval [—h, 0] we shall write

x(0) = x(t + 6), t>0, and —h<6<O0. (2.8)
With this notation, x; € X is the state at time ¢t. For each ¢t > 0

ot+0), —h<t+6<0,

©(0), t+60>0 (2.9)

(To(t)e)(0) = {

defines a bounded linear operator Ty(t) : X — X. The operator Ty(t) maps the initial
state ¢ at time zero onto the state x; at time t.

The family {Tt(?)},> of operators defined in equation (2.9) clearly satisfies the conditions
of Definition 2.1. The infinitesimal generator of {Tp(f)},5q can be explicitly calculated
and is given in the following Lemma.

Lemma 2.3. [14, Chapter II, Lemma 2.1|. The infinitesimal generator of Ty is given by
D(Ag) ={p e X : 4 € C([-h;0],C),(0) =0},  Aop =
Defining u(t,0) = (T(t)p)(6), we can write (2.1) as the partial differential equation

ou  Ou

ot 9o’
which describes translation with unit speed, and thus incorporates the shifting part.
However the extension rule is incorporated in D(Ap) in the form of the condition $(0) = 0.

15
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If we perturb the trivial equation (2.7), this rule will change together with the domain
of definition of the generator. This will lead to unpleasant technical complications if we
want to relate solutions of linear and nonlinear equations to each other by means of the
variation-of-constants formula.

The sun-star calculus described in the next Section will overcome these difficulties. It
will allow us to derive a homoclinic predictor near a Bogdanov-Takens bifurcation as in
[32, 1, 36].

The main idea is to embed the space X into a bigger space X®*. It will turn out that one
has a notion of generator on the space X®* as well, for which shifting and extension are
both described by the action of the operator, whereas the domain is determined by the
translation only. In the next Section we will briefly review the process of constructing
the space X©*.

2.3. Sun-star calculus: The abstract setting

In the following there will be five different spaces involved, therefore it can be useful to
consult the diagram in Figure 2.2, where the relations between these spaces are illustrated.

Definition 2.4. Let F be either R or C. A linear operator from X into F is called a
linear functional. Then the collection on all continuous (bounded) linear functionals on
X is called the dual space of X. The notation X* is used to denote the dual space of X,
so that X* is shorthand for B(X,F). We denote the pairing of a functional z* from the
dual space X* and an element = of X with the bracket: x*(x) = (z*, x).

Definition 2.5. The adjoint operator T of an operator T" in X is an operator such that
(z%, Tx) = (T"z", )
for all x* € X* and = € X.

Let A be the infinitesimal generator of the Co-semigroup {7'(¢)},>, defined on a Banach
space X. The adjoint semigroup family {T*(t)}tZO consisting of operators on the dual

X dual X*
7~
’D(A@*) = X©0 U
N

Xl xo_ D(Ax)

Figure 2.2.: Diagram illustrating the relations between the spaces X, X* X© X©* X©0©
for the ®-reflective case.
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Chapter 2 2. Sun-star calculus

space X* defined by T*(t) := (T'(t))*. If we equip X™* with its norm topology then in
general the family {7™(¢)},~, need not be a Cy-semigroup, i.e. it need not be strongly
continuous anymore. Since we want to embed X into a bigger space X ©*, where we also
have the notion of a generator, we cannot lose strong continuity when constructing the
spaces in between. We are led to the following definition:

X .= {x* € X*: 1%1 [T*(t)2" — z*|| = 0} :
t

Thus, X® (pronunciation X-sun) is precisely the subspace of X* on which the action
of {T™(t)},~, is strongly continuous. In order to see that this space is of any relevance,
i.e. for example not empty, and what the generator looks like, we need the notion of the
adjoint operator of a densely defined operator.

Definition 2.6. The adjoint A* of a densely defined unbounded operator A is defined
by z* € D(A*) if and only if y* € X* exists such that

<x*7 Azx) = (y*v )
for all z € D(A), and in that case,
Az =y
Let A be the infinitesimal generator of the semigroup {T'(t)},5, as in (2.2). The adjoint
A* is the generator of the adjoint semigroup {77(¢)},5, in the weak* sense, i.e.,
1
7 (T*(t)x* — x*, ) converges or all x € X as ¢t ] 0

if and only if z* € D(A*) , and in that case, the limit equals (A*z*, x).

One can show, see |14, Appendix II], that in the norm closure

X© =D(A*). (2.10)

This is the closure with respect to the strong topology of X* and shows that D(A*) C
X©. The restriction of {T*(t)};5, to X, denoted {T(t)},5, is a strongly continuous
semigroup of linear bounded operators on the space X©. The infinitesimal generator of
{T®(t)};>( is the operator denoted A® , which is the restriction of A* , to the domain

D(A®) = {z* € D(A") : A*z* € X©}.

The domain D(A®) is weak* dense in X*. Starting from the Co-semigroup {T(t)},5,
we can repeat the same procedure once more and define X©*, X®® and T®* and T%%.
The natural map j : X — X©*, defined by

<jm,x@> = <x®,x>, Vo e XVa® e XO,

can be shown to be an embedding. Thus one can identify X®* isomorphically with a
closed subspace of X. If j is onto then X is called ®-reflexive with respect to T

17



Chapter 2 2. Sun-star calculus

2.4. Shift semigroup Il

We will calculate {7{ (%)}, for the shift semigroup explicitly and show that it fails to
be strongly continuous. In order to do so we first need to introduce two definitions and
one theorem.

Definition 2.7. A function f : [a,b] — F is said to be of bounded variation (BV) if
there exists My > 0 such that for every partition P : a = 09 < 01 < --- < 0y, = b of
[a,b],

V(f,P) =" |f(oir1) — flo)] < My,
=0
The quantity V(f, P) is called the variation of f over P, and

V(f) = Sup V(f,P).

An important subspace of BV is the space of all normalized functions of bounded vari-
ation, defined by

NBV :={f € [a,b] : f(a) =0, and f is right continuous on (a,b)} .
Lastly, we extend the domain of definition of f € NBV to whole R, by putting f(6) =0
for 6 <0 and f(0) = f(h) for 6 > h.

Definition 2.8. Let f : [a,b] — C"*™ and ¢ : [a,b] — C™ be given. For any partition P
of [a,b] and any choice 7; € [0j_1,0;] we introduce the sum

n

S(fr0,P) =Y (f(05) = floj-1)) o(7y).

j=1
Suppose A € C" exists such that
Ve >0 30 =46(e) >0 such that |A—S(f,¢,P)| <ce

for all partitions P with width p(P) < ¢ and any choice of points 7; € [0j_1,0;]. We
then say that ¢ is Riemann-Stieltjes integrable with respect to f over [a,b] and we shall
write

b
A= [ @@,

The Riemann—Stieltjes integral appears in the original formulation of F. Riesz’s the-
orem which represents the dual space of the Banach space X = C([a,b],R") as Rie-
mann—Stieltjes integrals against functions of bounded variation.

Theorem 2.9. (A corollary of the Riesz representation theorem) Let L be a continuous
linear mapping from C([—h,0],F™) into F". There exists an unique NBV (normalized
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Chapter 2 2. Sun-star calculus

bounded variation) function ¢ defined on [0,h] with values in F™*™ such that for all
¢ € C([=h,0,F")
h
Lo = [ dc(o)e(-0),

h

where the integral is an n vector whose it" component is equal to

nop
;/0 ©;(=0)dG;;(0).

Example. Consider the DDE
(t) = —z(t) + Bx(t —1).

Let n: [—1,0] — R be given such that

n(0) = —1,
n@) =<n@) =0, 0<60<1,
nl) = -8

Then fol dn(0)p(—0) = —(0) + Bp(—1) for all ¢ € C([-1,0],R).

We are now ready to define the adjoint of the semigroup {To(t)},5q in (2.9). Let f €
X* = C([—h,0],C™)* then by Theorem 2.9 there exists an unique N BV function ¢ such
that the pairing between f and Ty(t)p € X = C([—h,0],C") becomes

(. To(t)g) = /0 " dC(O)To 1) o(—0)
- [ awoeo+ [ a0t~ 0)
0 t
= F(H)p(0) + /0 doC(t + 0)p(—0).

It follows that
(To ) f)(O) = f(t+0), for 8 > 0.

Let f(#) =0 for 6 < h and f(h) # 0, the
1T5@) f = fll=2f(h)],  &>0.

Thus 7§ fails to be strongly continuous.

Using the equality in (2.10) for the shift semigroup {7p(t)};>, we have

¢
X0 — {feNBV|f(t):c+/ g(0) df for t > 0, where ¢ € C and
0

g € L with g(#) = 0, for (almost all) 6 > h} .
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Elements of the space X© for the shift semigroup {Tp (t)}t20 are completely specified by
the pair (¢, g) € C x L([0, h],C). In these coordinates we have

T(?(t)(c,g) = (c+/0 g(0)de, gt + )) , (2.11)
AG (¢, 9) = (9(0), "),

where the domain of the generator A0® is given by

D(AF) ={(c,g) : c€ C and g € AC with g() =0 for 6 > h}
For the space X®* of the shift semigroup we take the space
X = C x L*™([~h,0],C)
with pairing

h
(), (¢, 9)) —ac+/0 o(—0)g(6) db.

Using this pairing with equation (2.11) we can calculate

I3 () (o, ) = (o, 07)

where

a (p(t-f—e), t+60 <0,
Y = a, t+6>0

and the generator is given by

A (a,0) = (0,9),  D(AF") = {(a, ¢)|p € Lip(a)}, (2.12)

where Lip(a) denotes the subset of L>°([—h, 0], C) whose elements contain a Lipschitz
continuous function which assumes the value a at 6 = 0.

Taking the closure of this space gives

X0 =D(AF") = {(a, 9)lp € C(a)},

where C(a) denotes the closed subspace of L*°([—h,0],C) whose elements contain a
continuous function with the value a at zero. Thus the function ¢ € X = C([—h,0],R")
gets assigned to the couple (¢(0), ) by the embedding j, we see that X®® = j(X).
From now on, we shall omit the embedding operator j in our notation and identify X
and X®®. In other words, we shall go back and forth between

¢ € X and (¢(0), ) € X©O,
As explained in |14, I1.6] all results obtain upward of Lemma 2.3 holds when replacing

C with C™ or R™ everywhere. A list of the representations of the spaces and the dual
pairings between the spaces is given in Table 2.1 (due to [29]).
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Space | Representation Pairing
X C([—h,0],R"
X+ (]é g N](B[V([O,]h],R)”) (f.0) = Jy df(6) (—0)

X© (c,9) € R* x L'([0, h],R") ((a,9),(c, 9))

X | (a,8) € R" x L®([=h,0,R") | = cTa + [I g(8) 6(—6) db
X ¢ € C([~h,0],R") ((c,9),¢)

X© (c,g) € R™ x L([0, h], R™) =cT(0) + [ 9(8) p(—0) db

Table 2.1.: Representations for the abstract spaces X, X*, X© and X®* for the case of
the semigroup {7'(t)},, associated with the linear equation (2.13). Also
indicated are the dual pairings that we will encounter in this thesis.

2.5. Bounded Linear Perturbations

We have calculated the ®-star space for the trivial DDE from (2.7). Now consider the

linear DDE
i(t) = Jy dC(@)(t ~0), t>0, (2.13)
#(0) = o(6), Th=0=0 |

We would like to see this equation as bounded perturbation of the trivial DDE. Motivated
by the ®-star framework for the shift semigroup above (in particular by equation (2.12))
we write the delay equation in the space X “*

— Ty = ASD*IL‘t + Buxy, (214)
where B : X — X©* is defined by

By = ((¢,¢),,0) = (¢, ) 7,

with r®* = (I,,0). The semigroup {T'(t)},5, corresponding to (2.14) and the shift
semigroup are related by the abstract integral equation

T(t)x = Ty(t)x + /Ot TE*(t — 7)BT(1)x dr. (2.15)

The integral has to be understood in the weak % sense, i.e.

</Ot TE*(t — 7)BT(1)x dr, x®> = /Ot (BT (), TS (t — )2 dr

for arbitrary z® € X®. So in principle the integral takes values in X®* but one can
show that in fact it takes values in the closed subspace X®® = j(X). It can be
shown that (2.15) defines an unique strongly continuous semigroup T'(t) with D(A) =
{z € D(AF*) : AJ*z + Bx € X} and Az = AJ"x + Bz. Then, by taking duality and
restriction we obtain semigroups {T(t)}15q, {T(t)}2, and {T(t)}:Z, with
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e D(A*) = D(4}) and for 2© € D(A*) we have A*z® = Afx® + B*z®

e D(A®) ={z® € D(A}) : Ajz® + B*z® € X} and A®z® = Afz® + B*z®

o D(A®*) = D(AY*) and A®*z = AJ*x + Bx
In other words the domains are not affected by the perturbation B. Since the perturba-
tion B is defined only in the finite dimensional span, we see that

A% (0, 0) = (¢, 9) @). (2.16)

We end this Section with a theorem which relates solutions of (2.13) with the semigroup
defined by the abstract integral equation (2.15).

Theorem 2.10. [14, Theorem II1.4.1] Let, with {Ty(t)} and B as defined above, {T(t)}
be the semigroup defined by the abstract integral equation (2.15). If x(-;¢) is a solution
of (2.13) then

T(t)p = 1 0)-
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3. Bifurcations of DDEs

3.1. Semiflows for nonlinear DDEs

Consider the nonlinear differential equation
i = AS*u + R(u,p), (3.1)

where R: O — X©* O C X x R™ is assumed to be smooth. However, the results in this
Section can be weakened to R being locally Lipschitz.

Formal integration of (3.1) leads to the abstract integral equation
t
u(t) = To(t)p+ [ 157~ )R(u(s). ). (3.2
0

As for linear DDEs we needed the notion of a semigroup, here we need the notion of a
non-linear semigroup, called a semiflow.

Definition 3.1. [14, Definition VII.2.1| A semiflow on M is a map S : D — M on an
open subset
D C[0,00) x M

with the following properties:

1. For every = € M there exists an interval I, either I, = [0,00) or I, = [0,t,) with
some t; > 0, so that

{(t,z) € [0,00) x M|t € I,} = D;
2. S(0,z) =x on M,
3. x€M,s €l and t € Ig(s,) imply t + s € I, and
S(t,S(s,z)) = S(t+ s,x);
4. all maps
I.>t— S(t,x) € M, x €M,

are continuous

5. all maps
{ye M : ((t,y) € D} 3 x+— S(t,z) € M, t >0,

are continuous.
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Definition 3.2. [14, Definition VII.2.9] Let P be a topological space and let A C [0, 00) x
M x P be open. A parameterized semiflow ¥ : A — M is a map such that for every
p € P, the map S, : D, — M, where

D, ={(t,x) € [0,00) x M : (t,z,p) € A}

and
Sp(ta SU) = E(t7 x,p)

is a semiflow on M.

It can be shown that [14, Theorem VII.3.4] there exists for each initial data ¢ and
parameter value p an unique solution u, p(t) of (3.2) on some maximal interval I, ,. Set

A= {(t,p,p) €[0,00) x X x P|t € I, p},

and
E(t, @, p) = upp(t),
then Y defines a parameterized semiflow. The first two properties of Definition 3.1 are

easy to prove |14, Corollary VII.3.6]. The remaining properties requires more work, which
the reader can verify in [14, VII.4]. Now consider the parameter-dependent DDE

i(t) = g(zr, ), t>0, (3.3)
v0) = o),  ~h<0<0, |

where g : C([—h,0],R") x R™ — R™ is as smooth a necessary. Let (e1,...,e,) be the
canonical basis for R™, then the n elements

rP* = (e;,0) € R™ x L°([—h,0],R"),

)

for i = 1,...,n are linearly independent. Define a map R: O — X®* O C X x P by
n
R(e,p) ==Y _ gilp,p)ri™.
i=1

The next Proposition states that the maximal solutions of (3.2) are in one-to-one corre-
spondence with the R"-valued functions of (3.3) .

Proposition 3.3. [14, Proposition VIL.6.1] Let (¢,p) € O.

1. Suppose x : [—h,t;) — R™ is a solution to equation (3.3) and z¢p = ¢ € X. Then
ty <supl,, and for 0 <t <t

T = upp(t) = X(t, ¢, p).
2. Consider the function Z : [-h,0] U I, , — R", given by &y = ¢ and
z(t) = X(t, v, p)(0), Vt € Iyp.
Then 7 is a solution of (2.13) and

jt - E(t7 @ap)a vt € Igo,p‘
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3.2. Spectrum of the Generator

The stability of a steady-state solution of a nonlinear DDE results in analyzing the
spectrum of the generator of the semigroup corresponding to the linear part of the DDE.
Therefore we will concentrate on the spectrum of the generator in this Section. In general,
the spectrum of an operator may consist of three different types of points, namely, the
residual spectrum, the continuous spectrum, and the point spectrum. Moreover, points
of the point spectrum are called eigenvalues of this operator. Consider the linear DDE

i) = [Mdco)z(t—0), t>0,
{xozso,fo h<o<o, (34)

with corresponding generator A and semigroup {7'(t)}+>0. The spectrum o(A) of A
contains of eigenvalues finite type only, i.e. all eigenvalues are isolated points of o(A)
and the corresponding (generalized) eigenspaces are finite.

Theorem 3.4.
1. [14, Corollary IV.3.3| The spectrum of A consists of point spectrum only and is
given by
o(A) ={X € C|det A(\) =0},
where N
A(\) = AT — / e 4c(0) (3.5)
0

1s called the characteristic matriz and
det A(A\) =0

the characteristic equation.

7(4) = 0(A%) = 0(A%) = 0(A™)

8. The algebraic multiplicity of the eigenvalue \ equals the order of A\ as a zero of
det A

Example. For the simple DDE (2.6) we can try, as in ODEs, the solution of the form
x(t) = €. This leads to the equation

A—ae M =0 (3.6)

which has a countable set of complex conjugate solutions, with real parts accumulating
at —oo and imaginary parts growing fast [51]. Non-real roots z = u + iv, u = Re z and
v = Im z, of equation (3.6) yield oscillatory solutions

t — e (ccos(vt) +dsin(vt)),

of the DDE (2.6), which is in obvious contrast to scalar autonomous ODEs, with all
solutions monotone.
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Chapter 3 3. Bifurcations of DDEs

Remark. In DDE-BifTool we will exploit the fact the set
A(B) = {A € o(A)[Re A > B}

is a finite set of isolated eigenvalues of A when detecting codim-2 bifurcation.

3.3. Eigenspaces

For the normal form computation of the Bogdanov-Takens bifurcation we will need a rep-
resentation for the (generalized) eigenfunctions and adjoint (generalized) eigenfunctions
of the generator A and A* respectively. These can be constructed using characteristic
matrix (3.5). First we need the notion of a Jordan chain.

Definition 3.5. [14, Chapter IV.4] An ordered set (zg,z1,...,xr_1) of vectors in X is
called a Jordan chain for A at X\ if g # 0 and

A2) |20+ (z=Nz1+ -+ (2= N la | = 0((z = )b

for |z — A| = 0. The number k is called the length of the chain and the maximal length
of a chain starting with xg is called the rank of zg.

Lemma 3.6. [14, Chapter IV.5.12| Let A be a simple eigenvalue of the generator A, then
there is an eigenfunction ¢ such that

A = Ao, (3.7)
and an adjoint eigenfunction ¢© such that
A*P® = N (3.8)

Let (q) and (p) be the Jordan chain for A(N) and AN)T respectively, i.e. q and p are
null vectors. Then the corresponding eigenfunction and adjoint eigenfunction are given

by
$(0) = Mg,
0 h
02O =" 45" [ ([ AT do
0 o
Furthermore the following identity hold
(69,¢) =p" A'(N)g, (3.9)
which can be normalized to satisfy (¢©, ¢) = 1.

Lemma 3.7. |29, Lemma 2.5] Let A\; # Ao be simple eigenvalues of A. Let ¢y, be an
eigenfunction of A corresponding to A1 eigenfunction and qﬁ% an eigenfunction of A*

corresponding to Aa. Then <q§%, ¢>\1> =0.
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Lemma 3.8. [29, Lemma 2.7| Let A be eigenvalue of the generator A with algebraic mul-
tiplicity two and geometric multiplicity one, then there are (generalized) eigenfunctions
@12 such that

Ado = Ao, Ap1 = A1 + do (3.10)

and adjoint (generalized) eigenfunctions qﬁ% such that
ARQY = NGF, ARG = g+ o (3.11)

Let (qo,q1) and (p1,po) be the Jordan chain for A(\) and A(MN)T respectively. Then the
(generalized) eigenfunctions and adjoint (generalized) eigenfunctions are given by

$1(0) = (090 + q1), (3.12)

Furthermore the following identities hold
1

(65 @0) = po A (Vo + 591 A" (Nao, (3.13)
(67, 61) = (¢5s do), (3.14)
(67, ¢0) =0, (3.15)
(05 1) = Py A' (N1 + %poTA”(A)qo + %p{A”(A)m + éplTA'”(A)qO. (3.16)

which can be normalized to satisfy (o5, do) = dij.
Proof. The (generalized) eigenspace at the double eigenvalue A of A is given by
N((A=N)?)

which leads to the expressions in (3.10) and similarly for (3.11). The representations
of the (generalized) eigenfunctions and adjoint (generalized) eigenfunctions can be in
Theorem IV.5.5 and IV.5.9 in [14].
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To prove (3.13) observe that
h
(69, o) = / 463 (0)do(—0)
0
h /
— a0+ / do’ (0)go(—0)do
0
h h
= g0+ o] /0 ( /9 PO dC(r)e ) db g
h h
- / ( / A7) (9 — 7y dC(r)e ) db go
0 0

= pbqo + P /h /T e df d¢(T) qo
+p1/ / 7)d0dC(r) go

zpqu+po/ Te M d((T) qo
0

1 h
+ 5p?f / 727 df d¢(T) qo
0

1
=py A'(N)go + iplTA”(A)qa,

where we used Fubini’s theorem to change the order of integration.
Equations (3.14) and (3.15) follow from

(67, ¢1) = (A"¢g — Ao, 61)

<¢0®a A¢1> (AGG, b1)

= (¢g, Ap1 + do) — (MGG, ¢1)

<¢0 v¢0>
and

(67, d0) = (&7, Ad1 — A1) = (A%, d1) — M@T A¢1) = 0.

To prove the normalization conditions (¢, ¢o) = &;; we start by showing that (¢, ¢o)
is non-vanishing. Consider the direct sum decomposition

X =N((A-A4*)eR(A-4)?
=N((A= A7) & R((A - 4)2)
= N((A = 4)") @ N (A = A7)?),
Theorem IV.2.5 in [14]. Since ¢g € N'((A— A)?) and N'((A — A*)?) is spanned by ¢g and

(19 it follows that <¢83, ¢0) # 0. Now a choice has to be made, we can either scale ¢g or
#Y with a = (¢, ¢1) 7! in order to achieve the normalization

(07, 01) = (of, o) = 1.
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Note that scaling ¢g results also in scaling ¢; in order for ¢; to stay a generalized
eigenfunction and similarly for gb? and gZ)O@. It remains to normalize <¢)0®, ¢1). Suppose
first we have scaled the function ¢g. Then we note that for any scalar ¢ the function
oF > o5 + 097 is a generalized eigenvector of A*. By setting § = —(¢5, ¢1) we obtain
<¢83 ,¢1) = 0. In the case we scaled the function ¢<19, we note that for any scalar § the
function ¢ — ¢1+36¢y is a generalized eigenvector of A. Then again taking § = — (¢, ¢1)

yields (¢g, ¢1) = 0.
[

3.4. Stability around a steady-state

In this Section we keep parameter « fixed and, therefore, we also suppress it in the
notation. Let o be a stationary point the semiflow ¥ generator by (3.2), that is,

Y(t,po) =90 Yt >0.

Equivalently one can show that ¢ is a constant function
vo(f) = z, 0 € [—h,0],

and satisfies
z= f(‘*PO)’
see [13, Theorem 3.9].

Definition 3.9. [14, VIL5.7] We say that ¢ is (locally) stable whenever for every e > 0
we can find 6 > 0 such that ||¢ — ¢g|| < 0 guarantees that [0,00) x {¢} C A and

135(t,0) —goll <& Vt>0.

When g is not stable, we say it is unstable. When we can find ¢ > 0, K > 0 and w < 0
such that

S(t, o) = Kev*  t>0,
for all ¢ with ||¢ — ol < e, we say that ¢q is (locally) exponentially stable.

The next Theorem states the “principle of linearized stability” for DDEs. It relates the
stability of a stationary point to the stability of the semigroup obtained from differenti-
ation of the semiflow.

Theorem 3.10. The stationary point pq s

(i) unstable if Re X > 0 for some root A of the characteristic equation,

(i) (locally) exponentially stable if Re A < O for all roots A of the characteristic equa-
tion.

When A does have eigenvalues on the imaginary axis then there exists, as in ODEs, a
center manifold which we will describe in the next Section.
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3.5. Center Manifold

If the spectrum of A contains eigenvalues on the imaginary axis in the complex plane then
there exists, as in ODEs, a invariant local center manifold W,. Since the (generalized)
eigenspaces are finite dimensional and also the number of eigenvalues is any vertical stripe
in the complex plane are finite, the center manifold W, is finite dimensional. Consider
the AIE .

u(t) =Tt — s)u(s) + / TO*(t — 17)R(u(T)) dT, (3.17)

S

where R : X — X©* is defined by R(¢) = r®*g(¢). To prove the existence of a smooth
global center manifold, one needs to define cut-off functions £ : Ry — R be C°°-smooth
and such that

(i) E(y) =1for0<y <1,
(i) 0 <&(y) <1lforl1<y<2
(iii) &(y) =0 for y > 1.

Then the non-linearity R is modified in the center and the hyperbolic directions sepa-
rately; for 0 positive we let

Rs(u) = R(u)¢ (”f“”) ¢ (”U — %) “”) .

This is used to prove the existence of a Lipschitz continuous (global) center manifold.
Using results of contractions on scales of Banach spaces a smooth center manifold is
constructed. Either from Theorem IX.5.3 and Corollary IX.7.10 in [14] or Theorem 6.13
in [15] we obtain

Theorem 3.11. (Center manifold: invariance and relation to bounded orbits) Assume
that g € C* k > 1,9(0) = 0,Dg(0) = 0 and let Ag # 0. There exists a C*-mapping
¢ — C(¢) of a neighborhood of the origin in Xy into X and a positive constant § such
that

(i) Im (C) is locally invariant in the sense that u*(¢)(t) satisfies the equation
C(Py(u*(9)(t))) = u*(o)(t) and u*(¢)(t) is a solution of (3.17) on the interval
I=1[5T],S <0<T, provided fort in this interval ||u*(¢)(t)|| <9,

(ii) Im (C) is tangent to Xo at zero: C(0) =0 and DC(0)p = ¢ for all p € Xy,

(iii) Im (C) contains all solutions of (3.17) which are defined on R and bounded above
by § in the supreme norm.

Here P, is the projection of X onto the center subspace Xj.
Let y(t) = Po(u*(¢)(t)) then y(t) satisfies the equation

y(t) = T(t)y(0) +/0 Tt — 7)PsRs(C(y(7))) dr,
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and, consequently the ODE in X yields
§ = Ay + Py Rs(Cy(7))), (3.18)

where P0®* is the projection of X®* onto the center subspace Xy. Equivalently, we write
the ODE (3.18) in X®* as

w(t) = A%%u(t) + R(us(t)), (3.19)

see Theorem VI.2.2 in [14].

In the absence of unstable directions (i.e no positive eigenvalues) the center manifold
is attractive, see Theorem [14, Theorem IX.8.1]. An immediate consequence is that all
solutions which remain bounded and sufficiently small for all time lie on the center mani-
fold. Since our interest here lies with local analysis only (the global bifurcation predicted
by a Bogdanov-Takens point comes from local analysis) we dropped the dependence ¢ in
equations (3.18) and (3.19) and write

y = Ay + Py R(C(y(7))) (3.20)

and
u(t) = A%%u(t) + R(u(t)). (3.21)

3.6. Parameter-Dependent Center Manifold

Suppose that the steady-state pg € X = C([—h,0],R™) at the critical parameter value
ap € R™ is a stationary solution of (3.3), i.e.

[0, a0) = 0.

By a change of coordinates it can always be arranged that (¢g, ) = (0,0). Furthermore,
suppose that the linearization has eigenvalues on the imaginary axis.

We follow the method used in [14, Chapter IX.9] to modify the center manifold theorem
in order to include parameter dependence. However, there the assumption that the
equilibrium is fixed for all parameter values « is made. This assumption is commonly
applied in the literature when considering Delay Differential Equations, see for example
[19, 18]. In general this may not always be the case. In particular the equilibrium at the
generic Bogdanov-Takens and fold-Hopf bifurcation can disappear when parameters are
varied.

One way to consider the parameter-dependent center manifold is to extend the DDE

(3.3) as
{n:v(t) = f(a, @), (3.22)
at) =0

That is, we treat parameters as variables, which have trivial dynamics. This approach
was suggested in [14, VIL.7] but never elaborated. We need to write the extended system
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as an abstract integral equation in order to apply the center manifold theorem. Therefore,
we need to derive the Cp-semigroups {T(t)} and {T®*(¢)} corresponding to the extended
system. To do so we expand (3.22) as

(3.23)

$(t) :th—l—Ma—i-g(:ct,a),
a(t) =0,

where

L= le(SOOa Oé()),
M = D3 f(¢o, o),

and g contains only nonlinear terms with respect to z; and a.. The linearization of (3.23),
i.e. when g = 0, is equivalent to the system

i = A§*u+ Bu+ Jio,
a =0,

where
Bu = (Lu) r®*, Jia = (Ma) r®*, (3.24)

and the first equation is an inhomogeneous differential equation. Let {7;”*(t)} be the
Co-semigroup on X generated by A0®*, then

{u(t) = To(t — s)u(s) + [L Tg™(t — 7) [Bu(r) + Jiao] dr (3.25)

a(t) = ap.

From [14, Lemma II1.2.23| it follows that (3.25) is equivalent to the abstract integral
equation

{u(t) = T(t — s)u(s) + [ T(t —7)Jiao dr, (3.26)

a(t) = ap,

where {T'(t)} is the Cp-semigroup on X generated by AS* + B in X. We thus obtain

T() = ( T(()t) I T®*§;;:)J1 dr > ' (3.27)

Lemma 3.12. The generator A of the Cy-semigroup {T(t)} is given by
A M
A p—
(0 %)

where A is the generator of the Cy-semigroup {T'(t)}.

32



Chapter 3 3. Bifurcations of DDEs

Proof. Let w = (u,ap) € X x R™. Using definition (2.2) it follows that

Aw = lim - (T(t)w — w)

T(t) [iTO*(t—7)drM u) [ u
< T(()t)u+ IN TéT(jfni 7) dT]W)ag( . ) u< § >)
(rom g ) (1)
E

1
t
= lim 1
tlo t
1
t
1

(
“
3

O

For the Cp-semigroup {T®*(¢)} more work needs to be done. We have the following
theorem.

Theorem 3.13. The Cy-semigroup {T*(t)} on (X x R™)* 2 XO* x R™ 4s given by

TO*(t) = < T@S(t) f(f TG*E_ZX—mT)Jl dr ) (3.28)

when we consider X©* as a subspace of X** for the component fg TO*(t — 1) Jy dT.

Proof. First notice that since

= (0 5 (2).(2)
{2 ()

we can treat each component in the block operator matrix (3.27) separately. Therefore,
we only need to focus on the term fg T®*(t — 7)C d7. Define the operators

[Nzla:<]\/éa>, : R™ — X©* 2 R" x Lo,
~ t
Lo(t)z®* = / T (0)z“* do, : X 5 X,
0
It follows that
t
La = Lo(t) o Lo = / T%(o0)(Ma,0)do, : R™ X,
0
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The operator Ly()* maps X* into X© and Lo(t)* = LS (t), where LS (t) : X* — X© is
defined by

¢
LY (t)a* = /0 T*(o)x* do

where we consider X© as a subspace of X®**, see [14, Corollary I11.2.18]. Let z® =
(c,g) € R" x L1 =2 X© C X9 then

<E1a,x®> - << J‘{)a ) ,x®> = (Ma, ¢) = (o, MTc),

where (-, -) is the standard inner product on R". It follows that the adjoint I:’{ : X9 5 R™
is given by L1x® = M7Tc. We obtain that

t
L*z* = <L’f(t) o Lg) - =MT (/ T*(0) daa:*) , : X* — R™.
0
~ ~ *
The map (Lg*(t)) - (L;D(t)) . XO 5 XO is given by
_ t
LS* (t)z™* :/ T*(0)z“* do.

0

Indeed, we have

Let 2z = (¢,0) € R™ x L; and 2% = (M«,0) € R" x Lo, = X®*, then

(L12°.0) = (MTe,0) = (c, Ma) = <( ¢ ) , ( Mo >> — (29,27,

Thus L¥* : R™ — X is given by

~ Mo
*k
Lla—< 0 >
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It follows that

(fi
L3*(t
/ )(Ma,0)do
[

and we obtain (3.28). O

Lemma 3.14. The generator of {T®*(t)} is given by

A9* M
Ox _
=0 0),

where A®* is the generator of the Cy-semigroup T*.
Proof. The proof is similar to Lemma 3.12. O

The projection P®* from (X x R™)®* onto the center subspace of A is given by P®*w =
(P§*u, ). Next, define the nonlinearity R : X x R™ — X®* x R™ by

R(w) = (R(u7 a)v 0)7

where
R(p,a) =" (g(p,a)) (3.29)

and w = (u, ap).

It follows that the abstract integral equation for extended system (3.23) in given by
¢
(u(t),a) = T(t — s)(u(s),a) + / T (t — 7)R(u(7), o) dr. (3.30)
S
To this equation one can apply the Center Manifold Theorem 3.11. By projecting the

center manifold flow on the center subspace Xy x R™ we obtain the ODE

dz N
o = A2+ P(R(C(2))), (3.31)

where z = (y, ). From the abstract integral equation (3.30) we see that the mapping C
from Xy x R™ into X x R™ is given by

C(SO’ Oé) = (Cl(gpva)aa)' (3'32)
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We conclude that the ODE (3.31) on the center subspace Xy x R™ can be written as

() = Ay + Mo + P©*
a(t) =0,
and on the center manifold in X©* x R™ as
u(t) = A%*u(t) + Jia + R(u(t), o), (3.34)
a(t) = 0.

Remark 3.15. We implicitly assumed that the mapping (u, ) — R(u,«) from X x R™
into X®* is C*-smooth. This condition is violated whenever one takes one of the delays
as parameters, see [14, Remark 1X.9.2].
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4. Computation of normal forms on the
parameter-dependent center manifold

4.1. The method

In this Section we will extend the normalization method from [29] to include parameters.
There are two different approaches to choose from. In the first approach the variables and
parameters are treated separately. Then there are two maps relating the original system
and the normal form on the center subspace. In the second approach the parameters
are treated as variables as well. Then there will only one map relating the two systems.
Although the first approach is more natural, there are two advantages to the second
approach. The first advantage is that since there is only one map between the systems,
the expansion is more easy to implement. The second advantage is that it may give more
insight into solving the coefficients. In [32, 1, 36] there is a ‘big’ system to solve to obtain
some coefficients simultaneously. From the second approach it is clearer to see that these
coefficients can be obtained without using this ‘big’ system, making it more adaptable
to the DDE case. Despite these advantages we have chosen to use the first approach in
this thesis to better mimic the ODE case.

Suppose that the steady-steady o = 0 at the parameter value ag = 0 € RP is a solution
of (3.3),
T = f(gO(),Oéo) = 0.

Let the generator A®* of the linearization of the DDE at ¢y = 0 and the critical parameter
value ag = 0 have 0 < n. < oo eigenvalues on the imaginary axis. Then there exists
a finite dimensional local center manifold W,,. of dimension n > n., depending on the
multiplicities of the eigenvalues, tangent to the center subspace Xg. We consider bounded
solutions u(t) that are in Wj,, for all time. Let y(t) be the projection of u(t) onto Xo,
i.e. y(t) = PP (u(t)). Since X is spanned by some basis ® of (generalized) eigenvectors
, we can express y(t) uniquely relative to ®. The corresponding coordinate vector z(t)
of y(t) satisfies some ODE admitting an expansion of the form

N M

. 1 1%

2=Cf)= 3 3 s B OUY BN, veR, (1)
=1 lu=0 """

with unknown normal form coefficients g,,, € R"¢ and parameters 3. Here v and p are
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multi-indices of length n and p respectively. For a multi-index v one has

v=(v1,V2,...,Vn),
vl =l oy,
V| =11 +va+ -+,

vy V2

v o__ Vn
2 = 217297 .2

n

The series is supposed to be truncated after some sufficiently high order N and M.
On Wy, itself u(t) satisfies the ODE

a(t) = A%u(t) + Jie+ R(u(t), o),

where J; is the derivative with respect to the parameters Ds f(pg, ap) € R™*P and R is
given by (3.29). The nonlinearity can expanded by

j times k times

1 ; ,j_zh,_/h

R(u,a) = Z ﬁDgD{f(0,0)(u,...,u,a,...a)r@*,
j=1...Nk=1...M,

J times k times
where D5 D] £(0,0)(w, ..., 0,@,...q) is the jth order Fréchet derivative of f with respect
to its first argument and the kth order derivative of f with respect to its second argument
evaluated at the point (0,0) € (C([—h,0),R"),RP).

In order to define a coordinate-version of the parameter-dependent center manifold map-
ping C : V x RP C Xy — X defined in (3.32) relative to ®, we introduce the mapping
H:V CR"™ x RP — X defined by

Here the coordinate mapping £ — z(€) is a smooth C* injection onto some neighbourhood
V C R™. Then H admits the expansion

N M
1
H(Z7B) = § E : V|M|HVMZVBM+O(H2HN+1”BHM+1)' (42)
l|=1|ul=0 "~

As before, let y(t) be the projection of the solution wu(t) onto the center subspace X, and
z(t) is its coordinate with respect to ®. It then follows that

u(t) = H(z(t), 5), vVt € R.
Differentiating both sides of this relation yields the homological equation

AQ*H(Z,/B)—i—Jla—i—R(H(z,ﬁ),a) :DZ,H(Zvﬁ)Z? (43)
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due to § = 0. To relate the parameters « to the parameters 3, we define the mapping
a=K(f), K :R? — RP,

We expand K as
1

K(B) =) B (4.4)
lul=1

Substituting (4.1), (4.2) and (4.4) into (4.3) and equating coefficients of the same order
in z and (3, one can solve recursively for the unknown coefficients g,, H,, and K, by
applying the Fredholm alternative, and taking inverses or bordered inverses as described
in the next Section.

4.2. Solvability

In this Section we are interested in solving the system

(”—AG*)<¢%) ):(;) (4.5)

where 19 = 1(0). Here (c,¢) € R" x C([—h,0],R™) is given. There are two situations
two consider depending on weather X is an eigenvalues or not. First we suppose that A
is not an eigenvalue of the generator A, then by Corollary 1 it belongs to the resolvent
p(A) of A. In this case there is an unique solution, which can be found by the variations-
of-constants formula.

Corollary 4.1. [14, Corollary IV.5.4] The resolvent (A — A®*)~! has the following

representation:
o1 € _ ¢(0)>
- (2)-()
where
0
b(6) = Mg +/ e Np(o)do,  (—h<0<0),
0
with

o =AN)! [C+ /Oh d¢(r) /OT e (o —7) da}

Now suppose that A is an eigenvalue, then there may not be a solution, and if there is,
it may not be unique. The Fredholm alternative gives sufficient and necessary conditions
for the system (4.5) to be solvable.

Lemma 4.2. [46, Lemma 33| (Fredholm solvability) Let X be arbitrary. Then (4.5) has
a solution (g, (0)) € D(A®*) if and only of (c,p) annihilates N(A — A®), i.e. if and
only if

(6%, (c,)) =0, VoA — A9).
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Proposition 4.3. Let A be a simple eigenvalue of A. Let {qo} and {p1} be Jordan chains
for A(N), AN)T respectively, i.e.

A(Ngo =0,  piAX) =0. (4.6)

Then the product (p1,qo) # 0 and the bordered system

(4 5)(2)-(2)

is nonsingular. It defines the unique solution x such that A(N)x =y and (p1,z) = 0 if
and only if pTy = 0. We denote this solution by x = ANV (\)y.

Proof. Equation (4.6) follows from the definition of a Jordan chain. We have the following
decomposition

Since N (A())) = qo and N(AT(M\)* = {z € R" : (p1,z) = 0} it follows that (p1,qo) is
nonvanishing. Inspecting the null-space of the bordered system in (4.7) yields the system

ANz +ag = 0,
plz = 0.

Multiplying the first equation with p; gives that a = 0. Since x cannot be in the span of
qo by the second equation, it follows that x = 0. Lastly consider the system

ANz +ag = v,
plTx = 0.

By the Fredholm alternative we have A(0)z = y if and only if pf'y = 0. Assuming that
ply = 0 is satisfied, it follows that

piAWNz +apip1 = a|pi||* = piy = 0.
Therefore, a = 0 and ANz = y. O

Proposition 4.4. Let X be a double eigenvalue of A. Let {qo,q1} and {p1,po} be Jordan
chains for A(X), AT respectively, then

(30 (") =0 o m (B9 5)) -0

holds.
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Proof. By definition
A(2) [q0+ (2 = N = O((z = V)
holds at z = A. Thus A(X\)go = 0. Differentiation with respect to z yields

A(2) g+ (z = Na1] + A(z)g1 = 0.

Evaluating at z = \ proves the statement for the chain {qg,¢q1}. The statement for the
chain {p1,po} follows similarly. O

Remark 4.5. This result can be generalized to Jordan chain of length n € N, see [14,
Chapter IV Exercise 5.11].

Proposition 4.6. Suppose that X\ is a double eigenvalue of A. Let (qo,q1) and (p1,po)
be Jordan chains for A(N), AN)T respectively, then the augmented system

(4 5)()-(0)

is nonsingular. It defines the unique solution x such that A(N)x =y and (qo,z) = 0 if
and only if ply = 0. We denote this solution by x = ANV (\)y.

Remark. Note that the same symbol A’V is used as in Proposition 4.3. It will be clear
from the contents which bordered system should used.

Proof. Consider the equation

(5 )(0)=(0)

which is equivalent to the system

{ A()\)l’ +apr = 0,

@z = 0. (4.9)

Since
Pt ANz + apip1 = apip1 =0,
we have a = 0. Then x = cqp, for some constant c. The second equation in (4.9) then
implies that ¢ = 0, so that * = 0. Suppose now that (z,a)’ is the solution to (4.8).
Lastly consider the system
{ ANz +apr =,
qgac = 0.

By the Fredholm alternative we have A(0)z = y if and only if pl'y = 0. Assuming that
ply = 0 is satisfied, it follows that

I?

pi ANz +apipr = a|pi||* = piy = 0.

Therefore, a = 0 and A(N)z = y. O
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Proposition 4.7. [29, Proposition 3.6] Suppose X is simple eigenvalue of A and assume
that (4.5) is consistent for a given (c,p) € X©*. Let the vectors q,p € R™ and eigen-
functions ¢, ¢® be as in Lemma 3.6. Assume that the eigenfunctions are normalized to

(6,6%) =1, then

0
D(6) = Mo + /9 AOp(s)ds (8 € [~h,0])

with \ _
Yo=Etrg €= AN [c+ [ ine) [ pts —ryas).
0 0

For the constant v given by

h h 0
v = AN~ pT /O [ e [ optoydon

the pairing <¢O®,1/1> =0.

Corollary 4.8. |29, Corollary 3.7] Suppose in addition that (c,¢) = (¢,0) + k¢, where
¢ € R™ is an arbitrary vector and k s a scalar. Then

vo=E+9q,  Y(O) = (Yo —rbg) (0 €[-h,0])
with
E= AWM [CHRN W], and = —pTANE+ JapT A Vg

For readability purposes we will use the notation ¢(6) = BINV((, k) whenever conve-
nient.

Proposition 4.9. Suppose X\ is a double eigenvalue of A and assume that (4.5) is con-
sistent for a given (c,) € X®*. Let qo,q1,pop1 € R™ be as in Lemma 3.8, then

0
B(0) = Mo + /9 A0=)p(s)ds (0 € [~h,0])

with . B
o= € tam, €= ANV [c+ [ ) [t =y as].
0 0

The constant v may be arbitrary, however when

v =—pf A (N - %plTA”(A)é

then the pairing <¢0®, ¢> =0.
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Proof. From formula (2.16) we have seen that

h
A (0, 0) = ( / dC(O)(t — 0), 1),

it follows that

(M — A®%) < 15? ) = ( Ao = &;df(z)¢(_9) ) = < ; ) : (4.10)

By the variations-of-constants formula we have

0
»(0) = My + /9 09 p(s) ds (0 € [—h,0]).

Substituting into the first equation of (4.10) yields

AN)tpo = {c—{— /Oh d¢(r) /OT e Mp(s— 1) ds} .

Yo = ANV {c+ /Oh d¢(r) /OT e Mo(s—1) ds} + Yqo,

It follows that

where 7 is some constant. Now define

0
() = N + /9 O3 () ds,

so that

Pairing with gbg yields
(65, 0) = (959 +790) = (5,9 +7,

thus for v = — <¢83,1/~)(c9)> the pairing <¢0®,¢> vanishes. A straightforward calculation
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yields
(65,0(0)) = /0 " 46 (r)(-7)

~ s+ [ (6] ity
— e +of | h / N ag() ()i
+pi /h /h AT (7 — 8)dC ()Y (—T)dT
— e+l / / =) dg (s (‘”§+ / -“T*")so(a)da) dar
+p1/ / (T=9) (7 — 5)d(( )( ‘*T§+/ e )‘(T+”)<p(a)da>d7
=peé+pb / / e d( () <§+ / Te“go(a)da) dr
1] / / <g+ / i e)“’np(a)da> ir
— e+ pO/ / s <g+/TeM () a)drdas)
wof [ [ (ex [ otorao) aracty
—sfae s+ al [ [ e ([ et i) st
ol [ [e-a ([ e etorao)aracts

Corollary 4.10. Suppose that in addition that A =0, then

0
B(6) = € + a0 — /9 p(s)ds (8 €[—h,0))

with
t =20 |- [ () [ ot mas]

1s the solution to the system
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In order for the pairing <¢(<)D, w> to vanish the constant v must satisfy
1
v = —pp A'(0)¢ = 5p1 A"(0)¢

—pE/Oh/OS/_isow)dadrd«s)
p{/oh/os(TS)/_i(p(O’)dO’deC(S).

45



5. Detection and location of BT-points
in DDEs

In general a Bogdanov-Takens point is encountered while continuing either a Hopf or
a fold bifurcation. In Section 5.1, we first describe the method used for detecting a
Bogdanov-Takens point while continuing a Hopf curve in DDE-BifTool [17|, and com-
pare this with the detection method used in MatCont [11, 12]. In this Section we will
also describe the method to detect a Bogdanov-Takens point while continuing a fold
bifurcation curve.

After detecting a BT-point we need to locate the point accurately in order to calculate the
normal form coefficients. This will be done in Section 5.2 by applying Newton-Raphson
to a special defining system based on the Jordan chain of the characteristic matrix.

5.1. Detection

5.1.1. Detection while continuing fold

In DDE-BifTool a fold bifurcation curve is continued using the defining system

f(2029 ... 2% a) = 0,
A(2% a,0)g0 = 0, (5.1)
Cqu -1 = 07

where o € R2. At a fold point the characteristic matrix A(z", o, 0) has a one simple zero
eigenvalue.

From [14, Corollary IV.5.12| we have to following result

Lemma 5.1. Let \ be a simple zero of det A. The Jordan chain for A at \ has rank
one and is giwen by qo with A(X)qgo = 0. The corresponding eigenvector of A is given by

oA(0) = pre??, ~h<6<0.

The Jordan chain for AT at X\ has rank one and is given by py with pT A(\) = 0. The
corresponding eigenfunction of A* is given by

0 h
o5(0) = pr +/O (/ e)‘(UT)dCT(T)> do pr, 0<6<h.
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Furthermore,
<¢S\Da ¢>\> = plA,()‘)QD # 07 (52)

where A" denotes the derivative of A.

When continuing a fold bifurcation point a Bogdanov-Takens bifurcation can be encoun-
tered in the event of an additional zero eigenvalue. In this situation, we have from
Proposition 4.6, vectors qg, g1, p1, po € R™ such that
A($07 «, O)QO = 07
Al(xo, «, 0)(10 = _A('Ioa «, 0)6117
pr Az, o, 0) =0,
pI A a,0) = —pT Az, , 0).

(5.3)

holds. Therefor, the identity in (5.2) vanishes
P& (N)go = pg A(0)go = 0
at a Bogdanov-Takens point.

Corollary 5.2. To test for a Bogdanov-Takens point while continuing a fold point we
monitor sign of the function wéT = pF' A'(\)qo and the derivative of @Z)f;T with respect to
the parameters.

The monitoring of the derivative is necessary since the functions depends on the vectors
T
p1 and qo.

5.1.2. Detection while continuing Hopf

A Bogdanov-Takens point can be detected while continuing either a Hopf or a fold bifur-
cation curve. In DDE-BifTool a Hopf bifurcation point is continued using the defining
system

f(@2% ... 2% a) = 0
A2, a,iw)y = 0 (5.4)
dv—1 = 0.

The vector ¢ € R™ is chosen as ¢ = v /(00" v(©) where v(©) is the initial value of v.

The defining system (5.4) differs from the defining system used in MatCont

f(a%a) =
(A2(2%, @) + Kl v =
viv—1 =

UTZ() =

(5.5)

o O O O

)

where A = D, f(x,«). The reference vector [y € R™ is not orthogonal to the real two
dimensional eigenspace of A corresponding to the eigenvalues Ay + Ao = 0, A\ Ao = k. A
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solution to (5.5) with £ > 0 corresponds to the Hopf bifurcation point with w? = &, while
k < 0 specifies a neutral saddle with two real eigenvalues A\; 2 = + — k. A Bogdanov-
Takens point is thus detected by monitoring the sign of .

To analyze the sign of w in the defining system (5.4) while continuing a Hopf point and
passing a Bogdanov-Takens point we consider the normal form of a Bogdanov-Takens
point

W = (g, 1) = < P w1 ) . (5.6)

1+ Powy + aw% + bwow1

on the center manifold. Without loss of generality we assume that a = 1 and b = —1.
Then there is a Hopf bifurcation curve at 8 = —/=pF for the equilibrium F; =

(i\/ 61,0), where $; < 0. On the curve 34 the eigenvalues and eigenvectors of F; are
given by

:|:in
and

VU = wo ’

respectively, where wy = v/2(—/31)"/%. The characteristic matrix becomes
Az, a,iw) = iwl, — A,

where A is the Jacobian of (5.6). A simple calculation gives

A@, o, iw) = ( w -1 ) .

wi — 2wy wg — P2 + iw

Taking ¢ = (1,0)7 the defining system (5.4) becomes

wy
Bi + Bawi + awd + bwows
S(w, B,v,w) = iwvy — 1 . (5.7)
vo(w1 — 2wg) + vi(wo — P2 + iw)
vg — 1
The Jacobian of S is given by
DS(w,B,v,w) =

0 1 0 0 0 0 0

2awg + bwy bwy+ P2 1 wq 0 0 0

0 0 0 O W -1 10

v1 — 200 0 0 —v1 w;—2wy tw+wy— P2 ivg

0 0 0 O 0 0 0
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The kernel ker DS(E1, pi, Bf , vg , £wp) on the Hopf curve is given by

( 2,81 /3 )

: ﬁ(_56)3/4¢iﬁ1 FVA PR

0
_ 4ap}/ 2ia3>/?
span i\/i(_,?)l)3/4+51 ’ - iiﬂ(_fl)3/4+ﬁl
0 0
(=B1)3/4

+ V281 0
1 0

J

It follows that the tangent vector to the curve (Ey(s), B1(s), 85 (s), v (s), 2wo(s)) has a
nonvanishing component w(s) =1 for all s. Since at a Bogdanov-Takens, where we have
wo = 0, we can use w as a test function as in the ODE case. In this situation one can
thus use the bisection method to locate the Bogdanov-Takens point, which only relays
on the continuity of the curve w(s). The transcritical Bogdanov-Takens bifurcation can
be treated similar. We obtain the following Lemma.

Lemma 5.3. A regular test function for a generic or transcritical Bogdanov-Takens point
encountered on a Hopf curve is

H
Ypr = wo.

5.2. Defining systems for BT-points in DDEs

Suppose the generator A of the Cp-semigroup associated to (3.3) has a double zero

eigenvalue at (z(t),z(t — 11),...,2(t — ), @) = (2°,2°,...,2° ag). Then by Lemma
3.8 there are nonzero vectors v, w € R™ such that
A(2°, ap,0)v =0 (5.8)
and
A'(2°, ag,0)v = —A(2°, ag, 0)w. (5.9)

A possible defining system could thus contain f(x) = f(z,z,...,z,a) =0, Az, ,0)v =
0 and A/(z,o,0)v + A(z, o, 0)w = 0. Since f : R"*2 — R™ and A(z,,0) : R — R”
we need 2 more constraints. Any multiple of v in (5.8) still satisfies (5.8). As a first
constraint we can therefore demand that (v,v) = 1. Notice that we need to scale w with
the same factor 1/(v,v) such that (5.9) is still satisfied. We now notice that ¢; in (5.9)
can be replaced by w + cv, for some constant c. It follows that (w + cv,v) = (w,v) + ¢.
Thus for ¢ = —(w, v) we have (0, qy) = 0, where @ = w + cv. For the second constraint
we thus demand that (w,v) = 0. We therefore calculate a BT-point by solving the
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defining system
flz,z,...,x,«)
(a: a,O)v
S(z,v,w,a) = | A(z,a,0)v + Az, o, 0)w | . (5.10)
( ) ) -1

(w,v)

In order to apply the standard Newton iteration procedure we need (5.10) to be regular
at a BT-point. Before given regularity conditions we will first look what has been done
in the ODE case in the article [3]. Then we will look at a defining system in the DDE
case in which only one time delay is assumed in the article [54].

5.2.1. Defining systems with implicitly defined functions

In [21] a defining system for computing a BT-point is given for which the algebraic
multiplicity of the zero eigenvalue at the critical value may be greater or equal to 2. In
[3] the same defining system is used when the algebraic multiplicity is equal to 2. Since
this is the case of interests for us now we will describe the defining system given there.
For a moment we therefore consider the ODE

u(t) = f(u(t), a), (5.11)

where u(t) € R", a = (a1,a2) € R? and f € CF(R" 2 R"),k > 3. We assume that
(u®, a®) is a BT-point of (5.11), that is (u’, a?) is a stationary point of (5.11) and

To = (8 é) (5.12)

is the only entry in the Jordan normal form of

o_9f

fo= 3. (u®,a?), (5.13)

which belongs to the zero eigenvalue. Let us assume that we are given vectors bg, co € R"
such that the (n + 1) x (n + 1) matrix (where 7 represents the transpose)

Alu, a) = <f“(“’ @) bo) (5.14)

T
& 0

is non-singular for (u, ) in some domain Q € R"™2. Then we calculate a BT-point by
solving the following defining system

i fu, @)
S(u,a) = | g(u, ) | =0. (5.15)
h(u, )

Here the functions g,h € C*~1(Q, R) are implicitly defined through
~ (v 0 < (w v
A=) A®)=() wwocn o
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The vanishing of g and h in (5.16) implies that
Av =0 Aw = v. (5.17)

It follows that v and w are in span of the generalized eigenspace of the zero eigenvalue.
However, it does not imply that the generalized eigenspace is 2-dimensional. Thus care
should be taken when finding a solution to the defining system (5.15).

For the Newton process we need to calculate the Jacobian of S(u, a).

Lemma 5.4. 3] In addition to (5.16) define the function g,h € C* 1 (Q,R) and ¥,( €
CF=1(Q,R™) by the adjoint equations

(" g)Ad=(0 1), (" n)A=(¥" 0). (5.18)
Then the following relations hold for all z € (u, ) € Q

g=g=—-Y"fuw, h=h=V"y (5.19)

and

9z = _\I’Tfuzva h, = _\I/Tfuzw - CTfuzv- (5-20)

It follows that the Jacobian of (5.15) can be calculated by

3 Ju Ja Ju fa
S'=(gu 9o |= —UT fuv 07 foqv . (5.21)
hy  ha _\I]Tfuuw - nguuU _\I}Tfuaw - CTfuoﬂ)

For the Newton process we need the Jacobian S’ to be non-singular at a BT-point (u®, a0).
Let the superscript ‘0’ always denote evaluation (u’, a?).

Lemma 5.5. [3] Let (u%,a®) be a BT-point of (5.11) in some domain Q € R™ 2 where

the matrices (5.14) are non-singular. Then (u®,a®) is a regular solution of the defining

system (5.15) if and only the following transversality conditions are satisfied

0# w7, (T1)
0 ?é \IIOTfSuUO’UO (COTf32U052 + ‘I’OTfSZIUO(SQ)
= U L0y (¢ f ™ + 0 f ). (T2)

The vector d2 is constructed in such a way that (5.11) is put into linear normal form (in-
cluding parameters). For more information on the vector d2 and a proof of Lemma 5.5 we
refer to [3]. The first transversality condition (T1) is equivalent to rank (f,, fo) = n and
hence a necessary condition for the non-singularity of S’°. In the second transversality
condition (T2) we see the non-degeneracy condition ab # 0 for the co-dim 2 Bogdanov-
Takens bifurcation.
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We now consider a DDE of the form (3.3). By using Proposition 4.4 we can determine
the analog defining system of (5.16) for DDEs. Let A denote the generator of the Cp-

semigroup associated with the DDE. Suppose that o = 0 is eigenvalue of algebraic
multiplicity 2 and geometric multiplicity 1. Let
AY = A(2°,a°,0) (5.22)
and
A= Az, ,0) (5.23)

be the characteristic matrix at a BT-point and the characteristic matrix at a point (x, @)
nearby the BT-point respectively. Then there are vectors v° and w® such that

A% =0, (5.24)
A%u® = —A'00, (5.25)

Since the matrix A(z%, a,0) has rank n — 1 we can assume, as in (5.14), that there are
vectors bg, cg € R” such that

Az, z,...,z,a,0) b())

Az, o) = < T (5.26)

o 0

is non-singular for some neighborhood € R"*2 of (2% aY). Then we calculate a BT-
point by solving the following defining system

flz,z,...,z,«)
S(z,a) = g9(x,a) = 0. (5.27)
h(z, a)

Here the functions g,h € C*~1(Q, R) are implicitly defined through

A <;> = <(1)) ., A (;‘;) = (‘A/(xo’o"o)“> for (z,0) € Q. (5.28)

The equivalent of Lemma 5.4 becomes

Lemma 5.6. In addition to (5.28) define the function g,h € C* 1 (Q,R) and ¥,( €
Ck=1(Q,R™) by the adjoint equations

(e gyA=(0 1), (I h)A=(-¥TA(2,0,0) 0). (5.29)
Then the following relations hold for all z € (xz,a) € Q
g=9=—-9"Au, (5.30)
h=h=-0TAvy (5.31)
and
g. = —UTA v, (5.32)
h,=—9TAw—¢TALv—TTALw (5.33)
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Proof. Equations (5.28) and (5.29) give the following 8 identities

Av + bog = 0, (5.34)
cov = 1, (5.35)
Aw + boh = —A'v, (5.36)
cow =0, (5.37)
UTA + g =0, (5.38)
Ty =1, (5.39)
CT'A 4 cgh = 0T A/, (5.40)
Ty = 0. (5.41)

Equations (5.34) and (5.39) gives ¥TAv + g = 0. Equations (5.35) and (5.38) gives
U Av4g = 0. It follows that ¢ = § = —¥T Aw. For the identity of the function h we first
notice that equations (5.37) and (5.38) gives W7 Aw = 0 and equations (5.34) and (5.41)
gives (Av = 0. Then equations (5.36) and (5.39) gives U1 Aw + UThoh = h = 0T A"y
and equations (5.35) and (5.40) gives (TAv + ¢l hv = h = —UTA’v. Thus, we have
h = —h = T A’y. For the identity of g, we differentiate (5.30), (5.34) and (5.38) with
respect to z = (z, a)

g, = —\I/ZA’U —UTAL0— 9T A, (5.42)
Av+ Av, 4+ bog, =0, (5.43)
UITA +OTA, + cog. = 0. (5.44)

Multiplying (5.43) and (5.44) with W7 from the left and v from the right respectively
gives The last 2 equations together with (5.42) implies that g, = —WT A v. Lastly, for
the identity of h., we differentiate (5.31), (5.36) and (5.40) with respect to z = (x, @)

h, =—UTAY —9TA Ly — VT Ay, (5.45)
Aw+ Aw, + boh, = —AlLv — Alv,, (5.46)
A+ CTA, + coh, = —9TA —TTAL (5.47)

Multiplying (5.46) and (5.47) with ¥ from the left and v from the right respectively gives

TAw+ T Aw, +h, = —9TALy — 0T Ay, (5.48)
TAv+CTAw+h, =—UTA Yy —OTA 0. (5.49)

Using equations (5.37) and (5.41) we notice that YT Aw, = —gcow, = 0 and (I Av =
—(Tbyg = 0. Thus equations (5.48) and (5.49) can be simplified to

YA w+h, = —UTA v — 0T Ay, (5.50)
TA v+ h, = —0TAv — OTA Y, (5.51)
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Solving (5.50) for T A’v, and (5.51) for U7 A’y and substituting the result into (5.45)
gives, after rearranging terms,

h, = —UTAw—CTAv—UTA . (5.52)
O

The Jacobian of the defining system (5.27) is now given by

Faa) fr o
> = | 9z Yo (5.53)
hy  ha
—A fa
—UTAv —90TA v
T —vTALw - CTA —ITAw—CTAw | (5-54)
—UTA —UTA v

Here we cannot mimic the proof of Lemma 5.5 for the non-singularity of S’. This is
a result of replacing the Jacobian f,(u,«) in (5.14) with the characteristic matrix at
(z,,0) in (5.26). Indeed at the zero eigenvector the Jordan normal form of f,(u, ) has
a Jordan block at a BT-point whereas the characteristic matrix at a BT-point in general
does not.

To derive transversality condition for the non-singularity of S” at a BT-point we start by
investigating when §’ is injective. By expanding S’(2?,a")¥ = 0 with ¢ = (91, ¢1,¢2) €
), we obtain

— Avq + leal + C2fo¢2 =0, (5'55)
—UTA 00, — cllllTAalv — CQII/TAa2v =0 (5.56)

and

— 0T A wdy — T A0 — OT A vy
- cl‘IlTAalw - CQ\IJTAOQ’UJ - clg“TAalv

— CQCTAQQU — cl\llTAalv — CQ\IJTAOQ’U =0 (5.57)

Multiplying (5.55) by W1 from the left gives

Cl\Ileal + CQ\Ifoaz =0.

Assuming the transversality condition

¥ fo, # 0, (5.58)
this yields
U7 fa
c = _\I/Tfa? C9 1= Cp,Co (5.59)
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If ¥1 # 0 there is a vector vysuch that ¥1 = cov,. It follows that from (5.55)
Y1 = covq + cv, (5.60)
for some constant c.
Substituting (5.59) and (5.60) into (5.56) gives
— \IITAI'U(CQUQ +cv) — CaCQ‘IJTAal'U — CQ\I’TAOQU =0 (5.61)
Collecting terms in c¢o and c yields

— U (A + calay + Aay)v — cUTAgov =0 (5.62)
Substituting (5.59) and (5.60) into (5.57) gives

— U A w(cavg + ev) — CTAv(cava + cv) — WAL v(cov, + cv)
— CQCQ\I/TAalw — CQ\I/TAOQ’LU — CQCQCTAOQ'U
— CQCTAOQU - CQCQ\I/TAalv — CQ\I/TACQ'U =0

Collecting terms in ¢o and c yields

— U (AL v + cala; + Ay
— CQ\IIT(A;EUQ + calay + Apy)w — CQCT(A;BUQ + cala, + Agy)v
— (T A w4 T Aw +ITALv)w = 0.

We impose a second transversality condition

T A VT B
do i= det <\I/TA1w +(TAw+ 9T A UTBiw+ ¢TBiv+ 9By 70 (5.63)
where
Al = Ax’l), A2 = A;U (564)
and
B = Ayvg + caAay + Any, By = Al vy + cala, + Ag,. (5.65)

Lemma 5.7. Suppose T f,, # 0 and dy # 0 are both satisfied. Then the defining system
S is reqular at a BT-point.

Proof. Using the definitions of A, As, B; and Bs in (5.62) and (5.62) yields
— UTBiv— ¥l 410 =0 (5.66)

and
—02(\I'TBlw +(¢TBiv+ \IJTBQU) — c(\I’TAlw +¢TAw+ \IITAQU) =0.

respectively. Since d # 0 it follows that co = ¢ = 0. From (5.60) that 9 = 0. Surjectivity
is proved in a similar way. O
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5.2.2. Defining systems without implicitly defined functions

We are now also able to proof the regularity of the defining system (5.10).

Lemma 5.8. Suppose W' f,, # 0 and dy # 0 are both satisfied. Then the defining system
(5.10) is reqular at a BT-point.

Proof. The Jacobian of S reads

—A 0 0 foq fag
B quo A 0 Aal qo Aaz q0
S'(w) = | Algo+Deqn A" A AL qo+Aayai Al,go+ Doy |, (5.67)
0 2q0 O 0 0
0 Q1 Qo 0 0

where w = (z, qo, q1, @1, 2). By expanding S'(2°, ¢J, ¢?, a9, a9)9 = 0 with
¥ = (V1,72,93,c1,c2) € Q, we obtain

— AvYy + lea1 + C2fa2 =0, (5'68)
Ayvdy + A¥s + 1A, v + Ay, v =0, (5.69)
(A;U + Ag;w)’ﬁl + A/?92 + Avs
+ 1 (AL, v + Agw) + (AL, 0+ Ag,w) =0, (5.70)
20ty =0 (5.71)
and
wy + vitg = 0. (572)

We see that (5.68) and (5.55) are the equivalent. By multiplying (5.69) by U7 from the
left we get
LA + O Ay v+ T AL,v =0, (5.73)

which is equivalent to (5.56). Multiplying (5.69) and (5.70) from the left by ¢ and ¥7T
respectively yields

CAZvY1 4+ (AV2 + c1(Aq, v + c2CAp,v = 0, (5.74)
UT(AL v+ Agw)dy + UT A9y + U1 AY3
+ U (AL v + Agyw) + 20T (AL v + Agyw) = 0. (5.75)

Adding the last two equations gives (5.57). Since the equations (5.55), (5.56) and (5.57)
are equivalent to the equations (5.68), (5.69) and (5.70) if that, under the assumption
do 75 0 that

c=cp=c =91 =0. (5.76)

Substituting into (5.69) yields
Ay = 0. (5.77)
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It follows that ¥9 = év, for some constant . By substituting into J9 = ¢v into (5.71) we
obtain that ¢ = 0 so that J2. In a similar way we substitute (5.76) into (5.70) to obtain

A5 = 0. (5.78)

Together with (5.72) gives that 93 = 0. O
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6. Coefficients of parameter-dependent
normal forms

Using the method outlined in Section 4.1, will derive those coefficients needed for the
predictors of the nonhyperbolic cycles emanating from generalized Hopf, fold-Hopf, Hopf-
transcritical and Hopf-Hopf bifurcations, and the predictors of the homoclinic orbits
emanating from generic and transcritical Bogdanov-Takens bifurcation, see Appendix
C. We assume in all situations that ¢p = 0 is a steady-state of the DDE (3.3) at the
parameter value og = 0 € R2.

6.1. Generic Bogdanov-Takens bifurcation

Let the eigenvectors ¢g, ¢1 and adjoint eigenvectors qﬁ?,qbg) be as in Lemma 3.8, with
A = 0. The smooth normal form on the parameter-dependent center manifold takes the
form

w = G(w, p)
_ w1
N < B1 + Bow + aw} + bwowy + g1(w, B) > (6.1)
+O(IBl w?) + OIBI? lwl® + 18] lwll® + [lw]*),
where w = (wp, w1), B = (51, P2) and
g1(w, B2) = (a1B2 + dwo) w§ + (b1 B2 + ewp) wiwy.

This normal form can be derived from [7]. The functions H, K and R defined in Section
4.1 can be expanded as
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1 1
H(w, B) = [¢o, $1] w + [Hoor0, Hooo1] B + 3 s000wi + Hyioowow; + §H0200w%

1
+ Hio1081wo + Hioo1B2wo + Hor1081w1 + Ho1o182w1 + EHOOOQB%

1 1 1
+ = H3poow§ + §H2100w(2)w1 + Hy10182wiwo + §H200152w§

6
+ Ofwn* + wou?] + 823 + 1Bl + 1812 el + 1B1)
+ OB} + 15:182D) + O, )], (62)
K(8) = [Kio, Kol B+ 3 Koo + O(6% + 812]) + O(118]1) (63)

and

R(u.) = ( 3DEF0.0)(u0) + G (0,00 ) + D21 f(0,0)(u,0)
+ D2f(0,0)(0) + 5 D}F(0,0)(a,0) + 3 D2DA(w, 1, 0)
+0 (Jlull ol + llalf*) + 0<Hu,au4>)r@*.

Using the notation used in [32, 1, 36|, we write that last expression as

1 1 1
R(U, Ol) = §B(u,u) + EC(U,U,U) + Al(uv a) + §J2(aa O[)
1
+ 5 Ba(u,u,0) + O (Jull ol + lal) + OClu,al®),  (64)

where
B(u,u) = Dt f(0,0)(u, u)r®”
and similar for the other multilinear forms.
We insert the Taylor expansions (6.4), (6.2) and (6.3) into the homological equation
AT H(w, B) + LK (B) + R(H(w, B), K(B)) = DuwH(w, B)w, (6.5)

see (4.3). Collecting the wi, wow; and w? terms in the homological equations lead to
the systems

A®*Hogo0 =2a¢n — B(¢o, ¢o), (6.6)
A®*Hy100 =Ha000 + bp1 — B(¢o, ¢1), (6.7)
A®*Hoooo =2H1100 — B(¢1, 01). (6.8)
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By pairing equations (6.6) and (6.7) with ¢{ yields

11?1 B(¢o, ¢0),

= — (¢, Haooo) + p1 B(¢o, 61).

Pairing equation (6.8) with ¢ yields

(6%, Haooo) = —p{ B(¢o, d0),

so that
b = pg B(¢o, o) + p1 B(¢o, $1).
In order to solve for HQQOQ, H1100 and H0200 we erte )
A H 9 q ) < ¢07 ®0) >
2000 = 2a < 0o + @1
Ha000(0) T B(¢o, ¢1)
1100 ( Hap00(0) 0q0 + q1 0 (6.9)
" Hi100(0) ) ( B(¢1,¢1) )
A®* Hyooo = 2 — .
0200 < Hy100(9) 0

Using Corollary 4.10 it follows that

Haooo(0) = &1 + (11 + ab?) qo + 2abq1,

where
&1 = A(0)™ [B(go, ¢o) — 2aA"(0)q1 — aA"(0)go] -

Here A(0)'NV is defined as in Proposition 4.6. In order for equation (6.8) to be solvable,
we need

2(¢?, Hiio0) — p1 B(¢1,¢1) =0

Let 3
Hoo0(0) = & + ab?qo + 2a0q,

so that .
Ho000(0) = Ha000(0) + 7100,

60



Chapter 6 6. Coefficients of parameter-dependent normal forms

then
2(¢7, Hiio0) — p B(¢1, ¢1) = 2{¢%, Hi100(0)) — pi B(1, 1),
= 2(A%¢, Hi100(0)) — p1 B(¢1, $1),
= 2(¢3, A% Hi100(0)) — pi B(¢1., ¢1),
=2 (9§, Haooo + b1 — B(¢o, ¢1))
- p1 B(¢1, ¢1),
=2 <¢o , Haoo(6) + 71¢0> — 2pg B(¢o, ¢1)
—pi B(é1, 1),
= 2(65, Ha000(0) ) + 271 — 2% B0, 61)
—p1 B(¢1,61).
Since

<¢8>, ﬁ2000(9)> = po (g

1
1 ({5A0Om + §AVOm + ;87006 ).

AP (0)go + aA"(0)g1 + A'(0)¢ )

it follows that
a
7 = —Do (gA(B)(O)QO + aA"(0)q1 + A/(U)&)

~n ({5200 + 200 + 52706
0 Bo0,00) + 5o B(61,61).

Using the expression for Hoggg we can calculate

b
Hi100(0) = &2 + 061 + (719 + 592 + §H3> qo + (b0 + a92) q1,

where

2 = 8O [ B 1) - 8008 — (na(0)+ 1470+ 47(0)) o

— (bA'(0) + aA”(0)) ql] .

The Hpogo term is given by

Hogo0(0) = &3 + 2085 + 676,

b 2
+ <7102 + 360+ ge4> g + <3“93 + b02) a,
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where
& = A0)NV [B(abl, 61) — 20(0)2 — A”(0)Ey
# (1870 - FAPO - a00) )
+ (—2;&?0 (0) — bA”(O)> ql].

Collecting the linear 1 2 terms yields the systems

A®*Hoyo10 = ¢1 — J1 K10, (6.10)
A®*Hopo1 = —J1 Kon,

which we write as

J1 K
A9*H. _ il > _ ( 1410 > ’
0010 < 00 + q1 0

(6.11)
AP Hogot = — ( J1Ko1 > ‘

0

Here we made the implicit identification between J; and M, see (3.24). We have two
alternatives to solve Hyo10, Hooo1, K10 and Ko, either we follow [32, 1, 36], in which a
‘big’ system is used, or we follow Appendix A.l, where only scaling and translation is
used. In the next two subSection we will derive both alternatives.

6.1.1. Solving H0010,H0001,K10 and K01 with blg system

Using Corollary 4.10 it follows that

mma@:@+%ﬁ%+@h (6.12)
where
A(0)§s = 1Ko — %A"(O)QO — A'(0)q1. (6.13)
Similarly, we find that
Hooo1(0) = &, (6.14)
where
A(0)¢s = J1 Ko .- (6.15)

Combining equations (6.13) and (6.15) yields the n x (n + 2) dimensional system

(~A@0) 7)) ( Iﬁ‘io fgfn ) _ < %A”(O)qonLA’(O)ql 0 >
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Chapter 6 6. Coefficients of parameter-dependent normal forms

In order to determine (&4, K19) and (&5, K1) we extent the system with 2 more equations.
To this end we start by collecting the w51, woB2, w1 B1 and wi Po-terms in the homological

equation

A®*Hy10 + A1(¢0, Ko
A®*Hygo1 + A1(¢o, Kot
A" Hor10 + A1(¢1, K10
A" Hp01 + A1(¢1, Kon

—B(¢0, Hoo1o) + Hi100,

—B(¢o, Hooo1),

—B(¢1, Hoo10) + Ho200 + Hio10,
( )

—B(¢1, Hooo1) + Hioo1 + ¢1-

~— — ~— —

Pairing these equations with d)? yields

plTA1(¢0,K10) + p{ B(¢o, Hoo0) = {¢7, H1100) ,
T A1(¢0, Kor) + pi B(¢o, Hooo1) = 0,
T A1 (1, Kio) + p1 B(é1, Hooro) = (95, Hozoo) + (5, Hio10) »
TA1(¢1, Ko1) + p B(é1, Hooor) = (¢7, Hioo1) + 1.

Pairing equations (6.16) and(6.17) with ¢ yields

P A1 (o, K10) + pb B(do, Hooro) = (&5, Hiro0) — (#7, Hio1o) »

P A1 (b0, Kor) + pb B(¢o, Hooo) = — {7, Higo1 ) -
Adding (6.21) to (6.23) and (6.20) to (6.22) gives

5 A1(do, Ko1) + pi A1(¢1, Kor) + pg B(do, Hooor)
+p{ B(¢1, Hooor) = 1,

5 A1(do, K10) + pi A1(e1, K10) + pg B(do, Hooto)
+p1 B(¢1, Hooro) = (&7, Hozo0) + (&5 H1100) -

From the w?-terms in the homological equations we obtain

A®*Hoooo = 2H1100 — B(é1, ¢1),

from which we derive that
(¢, Hozo0) = 2 <<Z>83,H1100> — i B(o1, ¢1),
(¢, Hi100) = *p1 B(¢1,¢1).

Substituting (6.26) and (6.27) into (6.25) and (6.18) respectively, yields

p1 A1(¢0, K10) + pi B(¢o, Hooro) = lP1 B(¢1, 1),

P A1 (o, K10) + pi A1(é1, K10) + 9§ B(¢o, Hooto)
+p1 B(¢1, Hooro) = 3 (o5, Hiro0) — pg B(¢1, d1).
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Chapter 6 6. Coefficients of parameter-dependent normal forms

Combining the last two equations with (6.19) and (6.24) gives the so-called “big” system

( pT By pF A1¢o ) < Hoo1o  Hooot >
pd Boo + pt Bé1r plAido + pf A Kw Ko
=< §p1 B(or, ¢1) 0 ) (6.30)
3(¢g, Hi1o0) — Pt B(¢1,¢1) 1

From now on we assume that there are finitely many delays
O=m0<n<--<7p=h

This allows us to write the multilinear form B as

Bi= (B B o),
where
ofi ~  Ofi
axji@x{ 830{8:6%
Bl = : . :
ofi ~  Ofi
6x%8x{ 8x%8x%

Using the formula given in (6.12) we see that

H
T T 0010 \ _
( pIB¢o pT A1 ) < Ko ) =

p1( B%0(0) Blgo(—71) - B™¢o(~Tm) p1Aido )
&4
& —Tiq + 570 .
X : *p1 B(¢1, 1),
§a—Tmq1 + %T%QO
Ko

which we can write as

( pF (2;?;03%0(—7]‘)) pi A1do ) ( I%O )

1291 B(¢1,¢1) — <ET1B‘7¢O(_TJ') < i1+ ; 754 >> ‘
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Chapter 6 6. Coefficients of parameter-dependent normal forms

Using the same method for the entry pgBog + p1 B¢ yields the system
—A(0) J1
Pl (SeBioo(ry)) P Ao
P§ (ZpoBion(my)) + T (S7eBi61(m))  ph Ao+ pf Arn
E, 0
(4 &D-(51) oo
10 o1 By 1

where

1
E; =A'(0)q1 + §A”(0)qo,

1 . 1
) =§p{B(¢1,¢1) +p1 <E§nlBJ¢o(—7’j) <—TjQ1 + 273-2(10>) ;
E3 =3(¢y, Hi100) — p} B($1,¢1)
. 1
38 (SmBion-m) (~ra+ 7))
. 1
_p{ <E;71:133¢1(—Tj) (—qul + 27']-2q0>> .

from which we can determine (&4, &5, K19, Ko1). Here <¢0@, H1100> is given by

1 1 1
(3, Hi100) = pj) (uaﬁ(4)(0)QO + ébA(g)(O)QO + 2’71A”(0)> q0

+ 15 (;aA(S) (0) + ;bA”(0)> @
+ 1) @A”(O)a + A’(%)

r(_1 A\ 1@ LWNC)
o] (~ggaa® (0 + A0 + £nA0))

+pi (112aA(4) (0) + ébN?’) (o)) @

+pf (éA(:”) (0)&1 + ;A”(O)&) . (6.32)

6.1.2. Solving HOOIO;HOO(H;KIO and K01 without a blg system

Let v = (71,72) = pi J1, then by applying the Fredholm alternative to (6.11) it follows
that
Kip =51+ 0182,

6.33
Ko1 = 0252, (6.33)
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Chapter 6 6. Coefficients of parameter-dependent normal forms

where s; = —1 m 89 = < 2 ) and 61,2 are some constants to be determined

212 )
MtE \ e Y
below. Using Corollary 4.10 it follows that

Hoo10(0) = ATNV(0)J1s1 + 1AV (0) 189 (6.34)
+ ANV (0) [Jl(sl + 0152) — %A”(O)qo — AN(0)q (6.35)
+ %92% +0q1 + C10(0), (6.36)
Hooo1(0) = 620"V (0)J1s2 + C2000(0). (6.37)

For the moment we fix the values 01 = 0,02 = 1 and &2 = 0 to obtain

/

Ko = 51,
Ko = s,
1
H0010(9) = AINV(O)Jlsl + AINV(O) J181 — QA”(O)QO — A'(O)ql (6.38)

1
+§92QO +0q1 + C190(0),
Hooo1 = AINV(O)Jlsz + CQ¢0(0).

Evaluating these vectors on the equations (6.19) and (6.24) gives

v1 = p1 A1(¢o, Ko1) + p? B(bo, Hooor),
vy = po A1(¢o, Ko1) + pt B(do, Hooor) + pi A1 (é1, Kor) + pt B(é1, Hooor)-

To make (vy,v2) = (0,1) we first use the freedom Hooor — Hooo1 + (2o, so that
p1 A1(do, Ko1) + pi B(¢o, Hooo1) — p1 A1(do, Ko1) + pi B(¢o, Hooo1) + 2ala.

Thus, for
 pi Ai(¢o, Kor) + pi B(¢o, Hooor)
2a

Q=

we have v = 0. Then we can scale (H00017K01) — (52(H0001,K01) to make Vg = 1
without affecting vy. This gives

1
— ptAi(do, Kor) + pt B(éo, Hooor) + pL A1 (b1, Kor) + pf B(é1, Hooor)

02

Rearranging equations (6.28) and (6.29) yields

1
§P1TB(¢17 $1) = pi B(¢o, Hooo) + p1 A1(¢0, K10),

3(¢5, Hiio0) = pb B(¢1,¢1) + b B(do, Hooro) + pg A1 (o, K1o)
+ pi B(¢1, Hooo) + pi A1(¢1, K1)
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Note that the first equation looks different from the ODE case in Appendix A.1, but is
identical. Evaluating (6.38) on the right hand side of these equations gives

vy = pg B(¢1, 1) + pi B(do, Hooro) + pb A1(do, Kio) + pi B(é1, Hooro) + pi A1(é1, Kio),
vy = pi B(¢o, Hooto) + p1 A1(¢o, K10)-

1
To make vq4 = §pr{B(¢)1, ¢1) we use the freedom Hyp10 — Hoo1o + C1¢0, so that

vy — V4 + 2a&;
Thus, for

1
§P1TB(¢1, ¢1) — pT B(éo, Hooro) — p¥ A1(¢o, K10)
2a

G =

1
we have vqg = iplTB(qbl, ¢1). Then, after reevaluating vs, we can translate (Hoo10, K10) —

(Hoo1o + 91Hooo1, K10 + 01 Kop1) to make v = 3<¢0®,H1100> without affecting vy, see
equation (6.19). This gives, using equation (6.24),

v3 — v3 + 01.
It follows that for
&1 = 3(e5, Hi100) — pg B(b1, ¢1) — pg B(do, Hooro)
— pi A1(¢o, K10) — p1 B(¢1, Hooto) — p1 A1(¢1, Kio)

we obtain vy = 3 <¢0®, H1100>. Here <(f)8), H1100> is given by (6.32).

6.1.3. Determining Coefficients K027 H00027 H10017 HOlOl
We now determine the coefficients Kgo and Hggge by collecting the B% term

A®*Hogoz = — (241 (Hooo1, Ko1) + B(Hooo1, Hooo1)
+ Jo(Ko1, Ko1) + J7* Ko2).

The solvability condition implies that

pt J1 Koz = —pi (241 (Hooo1, Ko1) + B(Hooo1, Hooor)
+ Jo(Kor, Kot)).

From equation (6.10) we derive that

1 = pl 1 K10,
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therefore

Koo = —pi (241 (Hooo1, Ko1) + B(Hooo1, Hooot)
+ J2(Ko1, Ko1)) K1o.

Having calculated Kys3, its easy to see that
Hoooz(0) = A(0)"™MY [2A1(H0001, Ko1) + B (Hooo1, Hooo1)

+ J2 (Ko, Ko1) + J1K02] + Y640-
Collecting the wofB2 and wi Be-terms in the homological equations yields

A Hipo1 = — (A1 (¢o, Ko1) + B(¢o, Hooot)) ,
A®*Hoi01 = — (A1(¢1, Ko1) + B(¢1, Hooo1)) + Hioo1 + ¢1-

It follows that

Hio01(0) = &7,
2

Hoi01(0) = &+ S+ Oq1,

where
&7 = A0)NV [A1 (o, Ko1) + B(¢o, Hooor)) »
s = A0)'NY | Ay (1, Kor) + B(¢1, Hooor) — &7 — A (O)QO

_ /
9 A (O)Q1

6.1.4. Determining coefficients d, e, aq, b,

The wg, w%wl, wgﬂg and wowy B2 terms in the homological equation lead to the systems

A®* Hs00 =6aH1100 — (3B(¢0, Ha000) + C(¢0, P, o)) + 6des
A®* Ha100 =2aHo200 + 2bHi1100 + Hzo00 + 2e1

— (2B(¢0, Hi100) + B(¢1, Hao00) + C(¢1, 0, ¢0))
A®* Hogo1 =2aHo101 + 2a2¢1 — <A1(H20007 Kor)
+ 2B(¢0, H1o01) + B(Hooo1, H2000)

+ Ba(¢o, o, Kor) + C(¢o, o, H0001)> :

A®*Hy101 =bHop101 + H1100 + Hooo1 + bapr — <A1(H11007 Kor)

+ B(¢o, Ho101) + B(¢1, Hio01)
+ B(Hooo1, Hi100) + B2(¢0, ¢1, Ko1)

+ C(¢o, ¢1, H0001)>-
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The solvability condition gives the following expressions for the cubic coefficients:

d= —%ap{3(¢17¢1) + %ZHT <B(¢0,H2000) + (130(%,9250,9250)) :

294
H3000(0) = & + <a2 + ab®® + 3av16? + 3d92> 0
+ (2420 + 3ab0? + 6d0) q1 + 3ab (06 + 2&),

e=pi (B(ff?o, Hi100) + %B(él, Hao00) + %C(Qﬁl, $0, ¢0))
(10 + a8 08 + X 08
+SPAO)gr + SAA"O)ar + A" O)a
+ %bA”(O)fl + gaA”(o)gQ
+ PG O0)g0 + AP 0)go — 7aAD (0)ao

REEINT) 7A@ 7 A()
+ 15° AW (0)q1 + 24abA (0)go + 6abA (0)q1

+ 2aAO(0)¢ + ZG%A(?’)(O)%),

1
az = §pip (Al(HQOOO, Kor) + 2B(¢o, Hioo1) + B(Hooo1, H2000)

+ Ba(¢0, ¢o, Ko1) + C(¢o, do, H0001)>

apj) <A1(¢17 Ko1) + B(é1, Hooo1) + A1 (do, Kor)
+ B(¢o, Hooo1),

3

af
Hap01(0) = 10 + (3 + a292> a0 + (a0 + 2a20) qu,

by = —pi <—A1(K01, Hi100) — B(Hooo1, Hi100) — B(¢o, Hoio01)

— B(¢1, Hioo1) — B2(¢0, 91, Ko1) — C(d0, ¢1, Hooo1)
+ A'(0)& + bA'(0)&s + A'(0)€11 + BA"(0)q

1
+ asA"(0)q1 + §’YIA”(O)QO +aA"(0)&

1 1 2
+ gaA(‘l) (0)qo + gaQA(?’)(O)qO + gaA(g’) (0)q1

1 1
+ A0 + 387006 ).
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where

& = A(0)™VY [3B(¢0> H?) + C(¢o, po, po)

+ (;m(@(m — abA®)(0) — 3ay1 A"(0) — 3dA”<0>) %0

+ (—2a®A%(0) — 3abA”(0) — 6dA’(0)) ¢1 — 3a (A" (0)&1 + QAI(O)fQ)] ., (6.39)

€10 = A(0)VY [A1(K01, Hoo00) + B(Hooo1, H2000) + 2B(H1001, ¢0)

+ Ba(Ko1, ¢o, ¢o0) + C(Hooo1, ¢o, Po)
— (—aA"(0) — 2a2A'(0)) g1 + 2aA’(0)&s

+ (—;QAB) (0) - QQA"(0)> qo]. (6.40)

6.2. Transcritical Bogdanov-Takens bifurcation

Here we consider the case in which the origin remains a steady-state under variation
of the parameters. For ODEs this hasn’t been done yet. Therefore, we derived the
homoclinic predictor and center manifold reduction combined with normalization in the
Appendices.

The eigenvectors ¢g, ¢1 and adjoint eigenvectors qb?, qﬁ(? are the same as in the previous
Section. The ODE on the parameter-dependent center manifold takes the form

W = G(w, )

— w1
— ( Brwg + Bowr + awd + bwowi + g2(w, B) > (6.41)
+ 0|8l w?) + O8I lw]® + 18] lwlf + [lw]*),

where w = (wp,w;) and 5 = (51, f2) and where
g2(w, B) = (a1B2 + azfy + dwo) wh + (b1 B2 + b2y + ewp) wywy.

The function H, K and R can be expanded as
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1 1
H(w, B) =[¢o, p1]w + §H2000w(2) + Hiipowowr + §Ho2oow% + Hip10B1wo
1
+ Hioo1B2wo + Hor1081w1 + Ho10152w1 + §H0102[3§w1
1 1
+ Ho11181 B2w1 + §H012oﬁ%w1 + §H1002ﬁ§w0 + Hip1181B2wo

1
+ §H10205%w0 + Hi10182w1wo + Hi11081w1wo

1 1 1 1
+ §H200152w8 + §H201051w(2) + §H2100w1w8 + 6H3000w3
+ O(|Bawi] + [Bruwf| + [wi| + [wowd]) + Ol (w, B)|), (6.42)
1 1
K(f) = (Ko, Kou] 8 + 5 KooBf + Knufifa + 5 KoeB3 + O(II1F). (6.43)
and
1 1
R(u,a) = <2B(u,u) + 6C(u, u,u) + A (u, @)
1
+ 5B2(u,u,0) + O ([lul a]?) + O(Ju, a||4>). (6.44)

Note that, since the steady-state g remains fixed under variations of parameters, we left
out all coefficients in the expansion of H which solely depend on the parameters.

We insert the Taylor expansions (6.4), (6.42) and (6.3) into the homological equation
APH(z, o) + R(H(z,),a) = D, H(z,a)z, (6.45)

see (4.3).

6.2.1. Linear and quadratic terms

Collecting the coefficients of the linear and quadratic terms in the homological equation
lead to the systems
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wo : A% gy =0,

(I A ¢y = ¢y,

wi A% Haooo = 2a¢1 — B(¢o, do), (6.46)
wowy : A" Hii00 = b1 + Haooo — B(o, $1), (6.47)

wi: A®*Hopoo = 2H1100 — B(61, 61),

woB i A" Higio = ¢1 — A1(¢o, K1o), (6.48)
wofz 1 A Hygor = —Ai1(¢o, Kor), (6.49)
wif1: A% Hoio = —A1(¢1, K10) + Hiono, (6.50)
wify: A" Hoin = —A1(¢1, Kor) + Hioor + 61 (6.51)

The solvability condition implies that
0 = 2a — p{ B(¢o, é0), (6.52)
0="b+ (¢, Haoo0) — pi B(¢o, $1), (6.53)
0=2(¢{, Hi100) — pi B(¢1, ¢1), (6.54)
0=1- p,{Al(qu, K10)7 (655)
0 = —pi (A(¢o, Kon), (6.56)
0= —pi A1(¢1, K10) + (#7, Hio10) » (6.57)
0= —pi A1(¢1, Ko1) + (#7, Hioo1) + 1. (6.58)
Pairing equations (6.48) and (6.49) with ¢§ yields
(¢, Hio10) = —p1 A1 (o, K1),
(7, Hioo1) = —p1 A1(qo, Kor).
Substituting into equations (6.57) and (6.58) gives
0 = —pj A1(¢1, K10) — p{ A1(¢o, K1),
0= —pi{ Ai(¢1, Ko1) — p A1 (g0, Ko1) + 1.

Together with equations (6.55), and (6.56), one computes K9 and Kg; by solving the
2-dimensional system

pTA1¢>0 /10
<P0TA1¢t+p{A1¢l > ([ Ko Ko ])= ( - )

Since the quadratic w terms remain unchanged compared with generic case we have

1
a = ip{B(quv ¢0)7
b = p§ B(¢o, ¢0) + pi B(do, 1)
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and
Haooo(0) = &1 + (11 + ab?) qo + 2abq1,
Hi100(8) = & + 061 + (719 + 292 + §O3> 90 + (b0 + ab?) qu,
Hoo0(0) = &3 + 205 + 6%¢; + (7192 + 293 + 204> 9
+ <23a93 + b92> a, (6.59)
where
A(0)&1 = B(do, o) — 2aA'(0)q1 — aA"(0)qo,
A2 = Bln.on) ~ 1006 — (A0 + 30470 + 5270 )
— (bA'(0) + aA"(0)) q1,
A(0)&3 = B(¢1, ¢1) — 247(0)&2 — A"(0)&;
#(-na"0) - §AP(0 - £a00) ) a
+ <—2;A(3)(0) — bA”(O)) Q.
and

1 ==po (580 )0 +ad" () + &' (0)¢: )

1
~p1 (1“2N4><0>qo + AP (0)q1 + 2A”<0>§1)
1
+ pr(¢07 ¢1) + §pger(¢l7 @1)

The remaining four unknowns in equations (6.48)-(6.51) can now be solved using Corol-
lary 4.10

2
Hyg10 =84 + %QO +0q1, (6.60)
Hip01 =&5,
3 92
Ho110 =86 + 064 + GO+ 5
02
Hoio1 =&7 + 085 + 50+ Oq1, (6.61)
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where
A(0)é4 = Ai(¢o, Kio) — %AH(O)QO — A'(0)q1,
A(0)és = A1(¢o, Kor),
A0} = 4161, Kro) — A(0)s — LAD O)g0 — 501 A"(0),

AO0)gr = A1(o1, EKor) — N (0)6 — 5 A" (0)ag — A'(0)ar

6.2.2. Cubic terms
6.2.2.1. Coefficients Ko9g, Ko and K1

To solve the coefficients Koo, Koz and K11 we collect the w37 ,woB3,w1 B3 w1 B3 ,wo 1 B2
and wi 162 terms in the homological equation

woBt:  A®*Hioo = 2Ho110 — 2A1(Hio10, K10) — A1(¢o, K20), (6.62)
w1y A% Hoiao = Hiooo — 241 (Horio, K10) — A1(¢1, Kao), (6.63)
woBy . A Higoz = —241(Hio01, Ko1) — A1(do, Koz), (6.64)
wiBy . A% Hypo = 2Hoio1 + Hiooe — 241 (Hoior, Ko1) — A1(¢1, Ko2),  (6.65)
wob1B2:  A“Hign = Hoion — A1(Hioo1, K10) — A1 (Hio10, Kor)
— A1(o, K11), (6.66)
wiBiBe: A*Honn = Hoiio + Hio11 — A1(Howo1, K10) — A1 (Ho10, Kot)
— Ai(¢1, K11). (6.67)

Pairing with gb? yields

0=2(¢{, Hor10) — pi (2A1(Hio10, K10) + A1(¢o, Ka0)) , (6.68)
0= (87, Hioa0) — p1 (241 (Hor10, K10) + A1(¢1, K20)) , (6.69)
0= —p;i (2A1(Hio01, Ko1) + A1(¢o, Ko2)) , (6.70)
0=2(¢¥, Horo1) + (5, Hioo2) — p1 (2A1(Horo1, Ko1) + A1(¢1, Ko2)) (6.71)
0= (¢, Horo1) — p1 (A1(Hioo1, K10) + A1(Hio10, Ko1) + A1 (o, K11)), (6.72)
0= (¢, Hor1o) + (#7, Hion1) — pi (A1(Horo1, K10) + A1(Hor10, Kor)

+ A1, K11)). (6.73)

Pairing equations (6.63),(6.64) and (6.66) with ¢S yields

(67, Hioo0) = 2(9§, Ho10) — pgy (241 (Huo10, K10) + p§ A1(¢o, Kao)) ,
(67, Hioo2) = —p§ (2A1(Hio01, Ko1) + A1(¢o, Ko2))
(67, Hio11) = (6§, Horo1) — b (A1(Hioor, Ki10) + A1(Hio10, Ko1) + A1(¢o, Ki1)) -
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By substituting these equations into (6.69),(6.71) and (6.73) we obtain

0=2(¢5, Ho10) — po (241(Hio10, K10) + 9§ A1(¢o, K20))
— pi (241 (Hor0, K10) + A1(¢1, K20))
0=2(¢¥, Horo1) — po (2A1(Hioo1, Ko1) + A1 (o, Ko2))
—pi (241 (Hoi01, Ko) + A1(1, Ko2))
0= (47, Hor10) + (65, Horo1) — b (A1(Hioo1, K10) + A1(Hio10, Ko1))
— pg A1(¢o, K11) — pi (A1(Horor, K10) + A1(Horio, Kor) + A1(¢1, K1) -

Together with equations (6.68), (6.70) and (6.72), one computes K9, Ko2 and Kj; by
solving the 2-dimensional system

T
p1 A1 ) Ko Koo K _ < E\, E3 Ejs )
< p A1do + pT A1y ([ Koo Koo K ) Ey, Ey Es )’

where

Ey =2{¢7, Hor1o) — 2p1 A1 (Hio10, K10),

Ey =2{¢5,Hor1o) — 2p5 A1 (Hio10, K10) — 2p1 A1(Hot1o, K1o),

E3 = —2p{ A1(Hio01, Ko1),

Ey =2(¢7, Hoio1) — 2p§ A1(Hio01, Ko1) — 2pi A1(Hoio1, Kot)

E5 = (¢, Horn) — p1 (A1(Hioo1, K10) + A1(Hio10, Ko1)) ,

Eg = (¢, Ho110) + (9§, Hor1) — p§y (A1 (Hro01, K10) + A1 (Hio10, Ko1))
— pi (A1(Howo1, K10) + A1(Horo, Ko1)) -

Using the expression in equations (6.60)-(6.61) one calculates the pairings
® T Lon / 1 (4) 1 (3)
(¢, Hot0) = pi §A (0)6s + A'(0)&6 + ﬂA (0)go + gﬁ 0)aq1 |,
1 1 1 1
O oy T (LA® IV NG 1@
(66 Hon) = ((GAD0)6 + 38”006 ~ 13580 Om + 5400

+P (;A”mm + A0 + 57 AV (0)ao + éA@(oml) !
(¢, Horo1) = pi. (;A”(O)& + A(0)é7 + %A(g) (0)go + ;CHA"(O)) ;
(¢ Howor) = 9§ (;A”m)& FAO)E + A O) + ;qlA”w))

o (§AD0 + 3870 + 5,400 + AV 0 )
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6.2.2.2. Coefficients a, a1, a2, b1,b2,d and e

To solve the coefficients a,ay,as, by, b2,d and e we collect the w3, wiwy, w3p1, wipe,
wowi B and wowi B2 terms in the homological equation

wgwl :
w%ﬁg :
w%ﬁl :

wow1 B

wow1 P :

A®*Hsooo = 6dep1 + 6aH1100 — 3B(d0, Haooo) — C(o, o, d0),  (6.74)
A®*Hoy90 = 2e¢1 + 2aHozo0 + 2bH1100 + Hzo00 — C (o, o, ¢1)

— 2B(¢0, H1100) — B(é1, H2000), (6.75)
A" Haoo1 = 2a1¢1 + 2aHo101 — A1 (Ha000, Ko1) — 2B(¢o, Hio01)

— Ba(do, ¢o, Ko1), (6.76)
A" Hap19 = 2a2¢1 + 2aHor10 + 2H1100 — A1(H2000, K10)

— 2B(¢0, Hi010) — B2(¢0, $0, K10) (6.77)

A" Hy101 = bign + Hio0 + Haoo1 + bHor01 — A1 (Hi100, Ko1)

— B(¢o, Ho101) — B(¢1, Hio01)

— Ba(¢o, ¢1, Ko1)- (6.78)
A®*Hy110 = bag + Hozo0 + Ha010 + bHo110 — A1 (Hi100, K10)

— B(¢o, Ho110) — B(¢1, Hio10)

— Ba(¢o, ¢1, K10), (6.79)

Pairing with gb? yields and rearranging yields

d=—

e=—

al = —

ag = —

a{¢?, Hi100) + %plT (3B(¢0, H2000) + C(¢0, ¢, $0)) ,
a {67, Hoo) — b (95, Hi1o0) — % (¢, H3000)

+ }P1T (C(90, 9o, ¢1) + 2B(¢0, H1100) + B(01, Ha000)) »

2

a{¢?, Hoo1) + %plT (A1(Hz000, Ko1) + 2B(¢o, Hio01)
+ Ba(¢o, ¢0, Kot)),

a {67, Hoto) — (¢, Hi100) + %ZHT (A1 (Hz000, K10)
+ 2B(¢0, Hi010) + Ba(¢0, do, K10)),

b1 = — (¢, Hiro0) — {7, Hao01) — b {67, Hor01) + p1 (A1 (Hi100, Ko1)

(
+ B(¢o, Horo1) + B(é1, Hion) + B2(¢o, ¢1, Kot)),
(

by = — (7, Hozo0) — (7, Hao10) — b {67, Ho10) + p1 (A1(Hi100, K10)

+ B(¢o, Ho110) + B(¢1, Hio10) + B2(¢o, ¢1, K10))-
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Pairing equations (6.74), (6.76) and (6.77) with ¢ yields

(67, Hsoo0) = 6a (g, Hi100) — pp (3B(¢0, Ha000) + C(bo, b0, $0)) »

(¢, Haoo1) = 2a (g, Hyro1) — p§ (A1(Hao00, Ko1) + 2B(¢o, Hioo1)
+ Ba(¢o, 0, Kot)),

(¢, Haoro) = 2a (¢, Hor10) + 2 {85, Hir00) — P4 (A1 (Ha000, K10)
+ 2B(¢o, Hio10) + Ba(¢o, $0, K10))-

It thus remains to calculate <¢?,H1100>, <¢?,H0200> and <¢6§ ,H1100>. From equation
(6.54) it follows that

(¢, Hi100) = %plTB(Gﬁhqﬁl)-

From equation (6.59) and the representation of ¢{ in (3.12) we obtain

1 1 1
(62, Honoo) = p1T< - LaA® 0y + 2aAD O+ pADO)ay

1 1
- §bA(3) (0)q1 + §A@(% +A"(0)&

1
+ A'(0)&3 + g%A(S)(O)%-

Then, pairing equation (6.47) with ¢ we obtain

(67, Hozoo) = 2(¢5, Hi100) — P B(¢1, b1).

Remark 6.1. One can easily check that the transformations

Hi100 — H1100 + 790,
Ho200 — H1100 + 70,
Hip10 = Hi010 + 7o,
Hi001 — Hio1 + %o,
Ho110 = Ho11o + 9o,
Ho101 — Ho1o1 + Y¢0,

leave the coefficients K1g, Ko1, Kog, K11, Ko2,a,b,d, e, a1, as, by, by invariant.

6.3. Generalized Hopf bifurcation

Since the eigenvalues (B.3) are simple, Lemma 3.6 gives an eigenfunction ¢ and an adjoint
eigenfunction ¢® such that

Ap = iwyd, A*P® = jwgo®. (6.80)
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Let the vectors ¢, p € R™ satisfy
Afiwo)g =0, p"Aiwg) =0,
then the eigenfunctions are given by
¢(9) — eiw09q7
0 rho
02O =p" 4" [ ([ g do
0 o

Furthermore, using Lemma 3.6 we normalize the eigenfunctions such that

(0%, 0) =1

holds.

Any point y € Xg from the critical eigenspace can be represented as
y =20+ 20, z € C,
where 2z = (¢, y). Therefore, the homological equation (4.3) can be written as
AT H(z,B) + LK (B) + R(H(z, B), K(B)) = D:H(z, B)2 + DzH(z, B)2.  (6.81)
Then H, K and R admits the expansions
H(z,z,B8) =2¢ + qu

+ Z Z .k, Hin 2200 + O()1)1812), (6.82)
J+E=2|u|= 0
K(B) :Kloﬁl + Koz + O(I811%), (6.83)

Rl 8) =3 B(u) + A0, 8) + O (1l + Ll 1817 + 1) )
where 8 = (51, 82).

For the predictors derived in Section C.3 we need the parameter-dependent normal form

z= (iw + 61 +1ib1181 + iblgﬁg) z+ (BQ + Im(cl(O))z) Z|Z‘2 + (dQ(O) + Im(CQ(O))Z) Z|Z|4.

Critical normal form coefficients We start by calculating the critical normal form
coefficients. Collecting the coefficients of the terms z?
equation yields the systems

(A®* — 2iwg) Haooo = —B (¢, ),
A% Hy100 = —B (¢, 9)
(A®* — 3iwg) Haoo0 = —3B (¢, Haooo) — C (¢, ¢, $) ,
(A®* —iwg) Hai00 = —B (¢, Hao00) — 2B (¢, Hi100) — C (¢, ¢, @) .

,2%, 2% and 2%Z in the homological
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The first three solutions can be solved using Corollary 4.1, we have

Haooo = € A71(2iw) B(¢, ¢),
HIIOO - A_l(O)B(¢7 (Z_))v
Hsooo = €%’ A1 (3iw) (3B (¢, Haooo) + C (¢, 6, 8)) -

For the fourth equation Corollary 4.8 gives the solution
Haoo = B ((é, Hao00) + 2B (¢, Hi100) + C (6,6, 9)) -
Notice that the Fredholm alternative implies that the expression

p" (B (¢, Hao00) + 2B (¢, Hi100) + C (6, ¢, 9))

vanishes, which implies that the first Lyapunov coefficient also vanishes. Continuing to

compute the second Lyapunov coefficient we collect the coefficients corresponding to the

237 and 22%? terms in the homological equation. We obtain the systems

(A®* — 2iwg) Hs100 = 6¢1Hao00 — B (¢, Hz000) — 3B (¢, Ha100) — 3B (H1100, H2000)
—3C (¢, ¢, Hao00) — 3C (¢, ¢, Hi100) — D (¢, ¢, ¢, 9) ,
A®*Haooo = —2B (¢, Ha100) — 2B (¢, H1200) — B (Ho200, H2000)
— 2B (H1100, Hi100) — C (¢, ¢, Ho200) — 4C (¢, ¢, H1100)
—C (¢, ¢, Haoo0) — D (0,9, 9,9) .

Both system are non-singular and can be solved with Corollary (4.1). The critical normal
form coefficient ¢2(0) is calculated by applying the Fredholm alternative to the system
obtained from the coefficient corresponding to the z3z2 term in the homological equation.
This gives

1 - _
c2(0) = EPT (23 (¢, H100) + 3B (¢, Haz00) + B (H2000, H3000)
+ 6B (H1100, H2100) + 3B (H2100, H2000)
+ 6C (¢, H1100, H2000) + 6C (¢, ¢, Ha100) + C (¢, ¢, H3000)
+3C (¢, ¢, Ha100) + 3C (¢, H2000, H2000) + 6C (¢, Hi100, H1100)
+ D (¢, ¢, ¢, Hao00) + 6D (¢, ¢, ¢, Hi100) + 3D (¢, &, ¢, Haooo)

+E(6.0.6.6.9) ).
Parameter-related coefficients Next we derive the parameter-related coefficients that
provide a linear approximation to the parameter transformation. Following [37] and

[4] first expand the eigenvalue A\(«) and ¢;(a) in the normal form (B.4) in the original
parameters o and truncated to the fifth order
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z = (in + 711001 + 7101042) z+ (61(0) + Y210001 + ’)’201042) Z|Z’2 + C2((1)Z|Z’4. (6.84)

The parameters § are given through the relation
-1
o= <Re< 7110 7101 )) 38
7210 7201
0 .
and %bl (8) = Im (11001 + Y101002), compare with (C.70).
1
The homological equation (4.3) becomes
AH(z,2,a) + Jio + R(H(2,2,a),a) = D.H(z, 2,0)% + D:H(2, 2, a)Z, (6.85)

where H and R admits the expansions

H(z, 2z, 01, 0) =2¢ + Ed_)

Py

J+k=2 |u|=0

]I i it 20+ O(l2]* ), (6.86)

1
R, ) =3 B, ) + A u,0) + O (1l + ul Il + ul? o + o) )

Collecting the coefficients of the terms a and za in the homological equation yields the
systems

AQ*HO(M = —Jl’l)“,
(A®* —iwo) Hiop = 11290 — A(¢,v,) — B (¢, Hoop)

where 1 = (10), (01) and vig = (1,0)”,vo; = (0,1)7. The first equation has the solution
HOO,u = A(O)_lJl’U#
and the Fredholm alternative gives

Yip = pT (A1 (9, UN) + B (¢, HOOM)) .

This leads to the solutions

Hyoy = BWOV(Al (¢, vu) + B (¢, Hoou) s —71p)

for the second equation.
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To determine 72, we collect the coefficients corresponding to the 2283, zZa and 22 Zo terms
in the homological equation. We obtain the systems

(A®* — 2iwo) Haou = 271, H2000 — A1 (Hz2000,v) — 2B (¢, Hiou)
— B (Ha000, Hoop) — B2 (¢, ¢,v,) — C (¢, ¢, Hoop)
A®*Hyy, = 2Re(y14)Hi100 — B (¢, Hiop) — Bz (¢, ¢,v,) — C (¢, ¢, Hop)

— Ay (H1100,vu) — B (¢, Ho1u) — B (Hi100, Hoop)

(A9* —iwo) Hotp = 27249 + (2710 + Y1) H2100 + 2¢1(0) Hiop — A1 (H2100, vp)
— B (¢, Haou) — 2B (¢, Hi1,) — B (Ha100, Hooy)
— B (Ha000, Ho1,.) — 2B (Hi100, Hi0) — B2 (Ha000, &, vy
— 2B3 (¢, Hi100, vu) — 2C (¢, ¢, Hiou) — C (Hao00, ¢, Hoop)
— C(¢,¢,Ho1u) — 2C (¢, Hi100, Hoop) — C1 (9, 9, 0, v,)
— D (¢,¢,¢, Hoop) -

Using Corollary 4.1 we find the solutions
HQON(G) = 62iw00A(2in)_1 |: — 2’71;LH2000(0) + Ay (H200[), Uﬂ) + 2B (gf), ngu)
+ B (Ha000, Hoop) + B2 (¢, ¢,v,) + C (¢, ¢, Hoop)
h T )
— 271#/ dC(T)/ 6_2WOUH2000(0‘ — 7’) do
0 0
0 .
- 271#/ e~ 207 [ono () do
6
= %00 \(240g) ! [ — 271,.:H2000(0) + A1 (Ha2000,vu) + 2B (¢, Hiou)

+ B (H2000, Hoop) + B2 (¢, ¢,v,) + C (9, ¢, Hoou)}

— 271, (A'(2iw) — I) A (2iw)B(¢, ¢),
+ 2’)/1;LA_1(2“"))B(¢7 ¢) ‘97

HHM(H) = A(O)fl |: -2 Re(’)/lu)HHOO(O) + B ((5, Hlou) + By (¢, (E, U,u)
+ C (¢, ¢, Hou) + A1 (Hi100, vu) + B (¢, Hor) + B (H11o0, Hoop,)]

— 2Re(y1,) (A'(0) — I) A~Y(0)B(¢, )
+ 2 Re(')/ly,) A_l (O)B(d)a Q_ﬁ) 0.
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Applying the Fredholm alternative gives

1 _
Vou = §pT Ay (H2100, ) + B (¢, Haoy) + 2B (¢, Hi1y)

+ B (H2100, Hoou) + B (H2000, Ho1) + 2B (Hi100, Hiop)

+ By (Ha000, ¢, vu) + 2Ba (¢, Hi100, vu) + 2C (¢, ¢, Hio,)
+ C (Ha000, ¢ Hoo) + C (¢, ¢, Ho1p) + 2C (¢, Hi100, Hoop)
+ C1 (¢, ¢, 0,v,) + D (¢, ¢, &, Hoop) -

6.4. Fold-Hopf bifurcation

Since the eigenvalues (B.5) are simple Lemma 3.6 gives eigenfunctions ¢ and adjoint
eigenfunctions gbgl such that

Agy =0, Apy = iwoor, A*¢S =0, A*Y = iwod . (6.87)
Let the vectors qo, q1, po, p1 € R™ satisfy
A(0)go =0,  A(iwp)g =0,  pyA(0)=0,  p{A(iwg) =0,

then the eigenfunctions are given by

$0(0) = qo,

0 h
050 = <5 [ ([ acya
$1(0) = gy,

0 h
62(0) = pT + pF /0 ( / =0 =) 4 (r)) dor

Furthermore, using Lemma 3.6 and 3.7 we normalize the eigenfunctions such that the
‘bi-orthogonality’ relation

(67, i) =0dij;  1<i,j<2,
holds.
Following [33], any point y € Xy from the critical eigenspace can be represented as
y = 2000 + 211 + Z101, z12 € C,

where zg = <¢0®,y,> and z; = <¢<1D,y, > Therefore, the homological equation (4.3) can
be written as

A9 H(z, 8) + J1(B) + R(H(z, 8), K(B))
= D, H(z,B)%0 + Doy H(z B)21 + DsH(z, 8)51, (6.88)
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where z = (21, 22). Here, the functions H, K and R admits the expansions

H(z0, 21, 21, B1, B2) =20¢0 + 2161 + 21(51

S A+ O8I, (659)

k=2 =0 7
K(B) =K1051 + Koi 2 + O(18117),

R, 8) =g Bl + Ax(w.5) + O (Jull + Jul 817+ 181°) ).

Critical normal form coefficients We start by solving the critical normal form coeffi-
cients. Collecting the zg, z%, 2021, 2121 we obtain the systems

A®* Haoo00 =g200¢0 — B(do, ¢0),

(A®* — 2iwo) Hozoo0 = — B(o1, ¢1),
(A9* —iwo) Hi1000 =g11061 — B(do, $1),
A®*Ho100 =go11¢0 — B(¢1, ¢1).

-

By the Fredholm alternative we obtain the quadratic coefficients

1 _
9200 = *Po B(¢o, ¢0), g110 = pi B(o, ¢1), go11 = P} B(b1, é1).

Then, using Corollary 4.1 and 4.8 we obtain

Haooo0(0) =By™Y (B(0, $0), —g200);
Hoz000(60) =e*0% A(2iwo) ™ B(¢o, ¢o),
Hi1000(0) =B{YY (B(¢0, $1), —g110),
Hot100(0) =B§NY (B(¢1,61), —go11)-

Collecting the resonant zézf%ll term in (6.88) with j + k + [ = 3 yield the systems

A" Hso000 =6g300%0 + 39200 H20000 — 3B (0, Ha0000) — C (0, d0, d0),
A" Hi1100 =g111¢0 — B(¢0, Hor100) — B(¢1, Hio100) — B(¢1, Hi1000)
— C(¢o, ¢1, 1) + (9101 + 9110) Ho1100 + go11 H20000,
(A®* —iwo) Hai000 =2921001 — 2B (0, Hi1000) — B(¢1, Hao000) — C(¢o, ¢o, 1)
+ (29110 + g200) H11000,
(A®* —iwo) Hoz100 =2902161 — 2B (1, Hor100) — B(91, Hozo00) — C (1, ¢1, 1)
+ 29011 H11000-
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The Fredholm alternative yields

g300 = épg (3B(0, Ha0000) + C(¢0, 0, ¢0)) ,
g111 = pg (B(do, Horioo) + B(¢1, Hi1o00) + B(b1, Hiioo) + C(¢o, b1, 61))

1
g210 = §p1T (2B(¢0, H11000) + B(¢1, Ha0000) + C(0, ¢0, ¢1)) ,

go21 = %ZHT (2B(¢1, Hot100) + B(¢1, Hozo00) + C(¢1, 61, 61)) -

Parameter-related coefficients The parameter-related linear terms in (6.88) give

A®*Hypo10 =¢o — J1 K10,
A" Hoooo1 = — J1 Kox.

Let v = (71,72) = p{Jl, then by the Fredholm alternative we obtain the orthogonal
frame
Kig = s1 + 6189, Ky = 959, (6.90)

where
st =v/IM? % = (—2m)

and 012 € R are some constants. Using Corollary (4.8) we obtain

Hooo10(0) = A(0)NV (J1 K19 — A'(0)qo) + 6390 + g0
=1y + 6172 + d3q0 — 73, (6.91)
Hooo01(8) = 0272 + d4qo,

where
re = A0)NY (Js1), rg = A(0)™NY (Jys2), rs = A(0)"™Y (A'(0)go) — b0,
and the constants d3 and d4 are not chosen such that <¢6§ , H00010> =0and <¢(%D , H00001> =

0, but will be determined below.

Collecting the z¢81, 2082, 2181 and 2182 terms in the homological equation yields the
systems

A®* Higo10 =Ha0000 — B(¢0, Hooo10) — A1(¢o, K1),
A®*Hygoo1 = — B(¢o, Hoooo1) — A1(¢o, Kor),
(A®* —iwo) Hoto10 =H11000 — B(¢1, Hooo10) — A1(1, K1o),
(A" —iwo) Horoo1 =¢1 — B(¢1, Hoooo1) — A1(¢1, Kor)-
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The Fredholm alternative yields

®0, Hooo1o
®0, Hoooo1
é1, Hooo1o
é1, Hoooot

0=piB
0=pB
0=p'B
1=p'B

+p§ A1(¢o, K1o),
+ pj A1 (o, Kon),
( )
( )

+pf A1 (g1, Ko
+ pi A1(¢1, Kor).

)

/—\/—\/_\/_\
~— — ~— —

Substituting (6.90) and (6.91) into the above equations yields

0 =p§ B(¢o,71) + 6108 B(¢o,72) + 0308 B(¢o, q0) — P B(bo,73)
+pj A1(do, 1) + 0195 A1 (o, 52),

0 =b2pp B(¢o,2) + dapg B(do, qo0) + 62p4 A1(¢o, 52),

0 =p{ B(¢1,71) + 6191 B(¢1,72) + d3p1 B(¢1,q0) — pi B(b1,73)
+p1 A1(61,51) + 01pi Ar(61, 52),

1 =62p] B(¢1,72) + dapi B(¢1,q0) + S2pf A1(1, 2).

Which we can solve for 41, d2,d3 and d4 by solving the systems

LL( 1 ) _ ( g A1(¢o, 51) + pg B(bo,m1) — pj B¢, 73) )
d3 p1 A1(¢1,s1) + i B(¢1,71) — pi B(¢r,73) )’

wan($) (1)

I ( g B(¢o,72) + pg A1(do, s2)  pg B(o, bo) )
pl B(¢1,7m2) + pT Ai(¢1, s2) plB(d1,d0) )

where

6.5. Hopf-transcritical bifurcation
The critical normal form coefficients for the Hopf-transcritical bifurcation remain the

same as for the fold-Hopf bifurcation. Therefore, we proceed with the parameter-related
equations. The homological equation (4.3) can be written as

A*H(z, B) + R(H(z, 8), K(B))
= D, H(z,B)%0 + D», H(z,8)41 + Dz, H(z, 8)z1, (6.92)
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where z = (21, 22). Here, the functions H, K and R admits the expansions

H(z0, 21, 21, B1, B2) =2000 + 2161 + 21&1

DS A+ O8I, (699)

k=2 =0 7
K(B) =K1051 + Koi 2 + O(18117),

Rl ) =5 Blu) + Ar(w8) + O (Jul® + [l 1817) )

Collecting the coefficients of the zo81, 2082, 2181 and z1 82 terms in the homological equa-
tion we obtain the systems

A®* Hygor0 =0 — A1(do, K1), (6.94)
A Higom = — Ai(¢o, Kor),
(A®* —iwg) Hoto10 = — A1(¢1, K1),
(A®* —iwo) Horoo1 =¢1 — A1(d1, Kor). (6.95)
By the Fredholm alternative we have
0 =1 — pj A1(do, K10), (6.96)
0 = — p§ A1 (o, Kor),
0= —p{ Ai(¢1, Kio),
0=1—p{ Ai(¢1, Kon). (6.97)
Let
K9 = d1e1 + o262,
Ko1 = d3e1 + d4e2,

where e; = (1,0),e2 = (0,1) and §; (i = 1,...,4) € R are to be determined. Substituting
into equations (6.96)-(6.97), give the systems

<p0TA1(¢0,61) pd A1 (o, e2) > < 51 ) _ < 1 )
pLAi(¢1,e1) plAi(¢1,e2) 92 0

( pg A1(go,€e1)  pgA1(go, €2) > ( 3 > _ < 0 )
piAi(pr,e1) plAi(dr,ea) 04 1)

Having determined Ko and Kp; equations (6.94)-(6.95) are consistent, we obtain

and

Hipo10(0) = Bg™" (A1(¢o, K10), —1),
Hiooo1(9) = Bg™" (A1(¢o, Kor), 0),
Hoio10(0) = BEYY (A1(¢1, K10),0),
Hoio01(0) = BEYY (A1(¢1, Kor), —1).
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Collecting the coefficient of the z? term in the homological equation gives the systems
(A®* + 2iwg) Hoozo0 = —B(¢1, ¢1).
Using using Corollary 4.1 we obtain

Hooooo = €~ 2P A(—2iwo) ' B(é1, d1).

6.6. Hopf-Hopf bifurcation

Since the eigenvalues (B.12) are simple Lemma 3.6 gives eigenfunctions ¢ 2 and adjoint
eigenfunctions ¢%2 such that

APy = iw ¢, Ay = iwada, AP = iwr 97, A ¢S = iwa S . (6.98)
Let the vectors q1, g2, p1, p2 € R™ satisfy
A(iwr)q1 =0, A(iwa)g2 = 0, P1A(iwr) =0, p2A(iwg) =0,
then the eigenfunctions are given by
$1(0) = ™0,
6 rho
60O =pT 47 [ ([ o) do,
0 o
$2(0) = €™,

0 b
6(0) = p¥ + p! / ( / ¢ d¢(r)) do

0 o

Furthermore, using Lemma 3.6 and 3.7 we normalize the eigenfunctions such that the
‘bi-orthogonality’ relation

holds.

Following [33], any point y € Xy from the critical eigenspace can be represented as

Y = 2101 + 2101 + 2202 + Z26b2, 212 € C,

where 21 = <¢?,y,> and zo = <qb<29,y, > Therefore, the homological equation (4.3) can
be written as

A*H(z,B) + J1(B) + R(H(z, B), K(B))
= D, H(z, B)%1 + Dz, H(z, B)21 + Doy H(z, B)22 + Dz, H(z, B)7,  (6.99)
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where z = (21, 22). Then H, K and R admits the expansions

H(z1, 21, 22, 22, B1, B2) =2101 + 51&1 + 22¢2 + Zoho+

> EZ.mwﬂ a2 2522578 + O(2[1°18]2),

JkH4m=2 [1u|=0

K(B) =K1081 + Ko1B2 + O(|18]1%),

R(u, ) =3

—5 B + A, 8) + O ([l + Jul 151° + 81°) )

(6.100)
(6.101)

The linear terms in (6.99) give back the eigenfunctions (6.98) and the parameter-related

equations

A" Hoooop = =1 K,

where = (10),(01). Let
KH - ’yluel + 72#627

whereq:((l))andeg: <(1)> Then

Hoo00,(0) = —71,A(0) " Jrer — 2,A(0) " Jreq

Collecting the z;3;,1 <4,j < 2 terms yields the systems

(A®* —iw1)Higoo10 = ¢1 — A1(p1, K1) — B(p1, Hoooo1o),
(A®* — iw1)Hioo001 = —A1(¢1, Ko1) — B(é1, Hooooo1)
(A®* — iws)Hoot010 = —A1(¢2, K10) — B(2, Hoooo10)
(A®* — iws) Hooto01 = b2 — A1(¢2, Kor) — B(¢2, Hooooor)-

By the Fredholm alternative we obtain

1 = pl (Ai(¢1, K1) + B(o1, Hoooo10))
0 =p? (Ai(¢1, Kor) + Blér, Hooooo)) s
0 = pl (A1(¢2, K10) + B(é2, Hoooo10))
1 = pl (Ai1(¢2, Ko1) + B(o2, Hooooo1))
Substituting (6.102) and (6.103) into (6.104) yields
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1 =pf <7110A1(¢1, e1) + 121041(¢1, €2)
—110B(¢1, A(0) "1 J1e1) — y210B(¢1, A0) " Jrez) >
0 =pl <7101A1(¢1, e1) + 1201 41(¢1, e2)
—moB(¢1, A0) " Jre1) — v201B(¢1, A0) " Jreq)
0 =pl <7110A1(¢2, e1) + 721041(92, €2)

—v110B(¢h2, A(0) "L J1e1) — va10B (P2, A(0) "L J1es)

) (6.105)
)

[

= p} <7101A1(¢2, e1) + 120141 (P2, e2)

—v101B(¢2, A(0) "L J1e1) — va01 B(d2, A(0) "L J1e2) >

Note that A(0)~!Jye; is a constant function of 8. We can solve (6.105) for (y1,,v2,) by
solving the two 2 x 2-dimensional systems

My Mo Y110 1 Moz Moy Y210 0
R = R = y
e(<M31 M3 >)<7101) (0) e(< Mys My ))<7201 > (1

where
My = pf (A1(¢1,e1) — B(p1, A0) " Jrer)),
Mg = pf (A1(¢1,€2) — B(p1, A(0) " Jrea)),
Mas = pf (A1(¢1,e1) — B(p1, A0) " Jrer)),
Moy = pf (A1(¢1,€2) — B(1, A(0) " Jrea)),
Msy = pj (A1(¢2,€1) — B2, A0) " Jrer)),
M3y = pj (A1(¢2, €2) — Blopa, A(0) " Jrea)),
Mys = pj (A1(¢2,€1) — B2, A0) " Jrer)),
Myy = pj (A1(¢2, €2) — Blpa, A(0) " Jrea)) .

Lastly, for initialization of the Neimark-Sacker curves (C.87), we need the resonant cubic
critical normal form coefficients g2100, 91011, 91110 and gooz1. Collecting the 21|21 |2, 21|22/?,
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21|22|% and |21|229 terms in the homological equations leads to the systems

(A" —iw1) Ha10000 =29210091 — 2B(¢1, Hi10000) — B(¢1, Hao0000) — C(¢1, ¢1, 01),
(A" —iw1) Hio1100 =g101161 — B(d2, Hi01000) — B(d1, Hoor100) — B(d2, Hio0100)

- C((bh ¢27 (52)7

(A®* — iwa) Hi11000 =9111092 — B(d1, Hi01000) — B(¢1, Hor1000) — B(¢2, H110000)

- C(¢17 &17 ¢2)7

(A®* — iwa) Hoo2100 =29002102 — 2B(¢2, Hoo1100) — B(¢2, Hoozo00) — C(d2, ¢2, d2).

Using the Fredholm alternatives yields

1 - _
g2100 = §p{ (2B(¢1, Hi10000) + B(é1, Haooo00) + C(91, ¢1, 1)) ,

gio11 = pi (B(é2, Hio1000) + B(é1, Hoot100) + B(d2, Hioo10) + C(¢1, d2, $2)) ,
g1110 = p3 (B(é1, Hio1000) — B(é1, Hio0100) — B2, Hi10000) + C(¢1, b1, ¢2)) ,

1 - _
Joo21 = 5195 (2B(¢2, Hoo1100) + B(d2, Hooz000) + C(¢2, d2, $2)) -

It thus remains to obtain expression for the functions H110000, H200000, H101000, H001100,
Hioo100 and Hog2o00- For this we collect the |21]2, 23, 2129, |22]?, 2122 and 227 terms in

the homological equations, yielding to the systems

A®*Hy10000 = — B(¢1, $1),

(AG* - 22w1) Ha00000 = — B(¢1a ¢1),
(A% —iwy — dws) Higro00 = — B(¢1, $2),
A9 Hooi100 = — B(¢a2, ¢2),

(A®* —iwy + iws) Hiooro0 = — B(d1, ¢2),
(A®* — 2iwy) Hoozo00 = — B(¢2, $2).

Using Corollary 4.1 we obtain the solutions

Hi10000(0) =A(0) "' B(¢1, ¢1),

Haoo000(0) =e**'* A(2iw1) ™' B(1, 1),
Higio00(8) =€ @2 A(i (wy + w2)) "' B(¢r, ¢2),
Hoo1100(0) =A(0) "' B(¢2, ¢2),

Hioo0(8) =€ @™ A(i (wy — w2)) "' B(¢r, ¢2),
Hor1000(0) =e*29 A(2iwy) "' B(¢2, ¢2).
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7. Implementation in DDE-BifTool

In this Chapter we briefly describe the implementation of the predictors in DDE-BifTool
and it should be read with the source code at hand, which can be downloaded from
sourceforge.net'. The procedure is similar in all cases. First convert the bifurcation point
to its type, i.e. a Bogdanov-Takens, a fold-Hopf, etc. Then calculate the coefficients as
derived in Chapter 6. Call the predictor file to setup a branch with two initial points using
the predictors from Appendix C. Then the branch of homoclinic orbits or non-hyperbolic
limit cycles can be continued as usual.

In the first Section we mainly follow the method used in [32, 1, 36] to initialize the contin-
uation of the homoclinic orbit emanating from the generic and transcritical Bogdanov-
Takens bifurcation. In the second Section we only describe the method to initialize
the continuation of limit cycles emanating from generalized Hopf points. The remain-
ing cases, i.e. the fold-Hopf, Hopf-transcritical and Hopf-Hopf bifurcations, are treated
similarly.

7.1. Bogdanov-Takens

We suppose that the parameter-dependent DDE (3.3) is a Bogdanov-Takens point at
the steady-state g and parameter ag. Furthermore, we assume that one has success-
fully located a Bogdanov-Takens point denoted by bt with DDE-BifTool. For both the
generic and transcritical case there are vectors qq, g1, p1, po such that the normalizations
in Lemma 3.8 hold. These are calculated in the file p_tobt (funcs,point). Depending on
weather a generic or transcritical Bogdanov-Takens bifurcation is considered either the
function nmfm_bt_pm(funcs,bt) or p_totbt (funcs,point) should be called. In these files
the coefficients derived in Section 6.1 and 6.2, respectively.

7.1.1. Initialize continuation homoclinic orbit in the generic case

Step 1: Compute coeflicients a, b, Haooo, Hi100, Ho200, K10, Ko1, Hooo1, Hooro, Koz,
Hooo2, Hioo1, Hoio1, d, e, a2, and bs.

Step 2: Let A := ||z(£o0,e) — z(0,¢)|| be the amplitude of the initial homoclinic orbit.
Using (C.9) we approximate A for small € by

& (2) ¢o — € <_4> ®o
a a

"https://sourceforge.net/projects/ddebiftool/files/latest/download

6 6y/m
= &1 ool = 22

A =
lal
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Here we used that for finitely many delays m we have

B

I¢oll = 1®oll = [l (g0, - - - @0)l| =
———

m times

The amplitude is chosen by the user, so that we get

__ (Al
6/m

Step 3: We choose the initial half-return time T such that, at the end points, the dis-
tance,

k= ||z(f+oo,e) — z(£T,e)||

is sufficiently small. For ¢ small we approximate k using (C.9) as

_ 2 6sech?(£eT)
lal

k ol -

Hence the initial half-return time is given by solving
k = Asech?(eT) || 0| ,

or, equivalently,

sech(eT) = /11,
k

where [] = m > 0. We conclude that

1 1 14 +/1-=102
T= gsech_l(ll) = glog (M) .

Step 4: Compute the initial homoclinic orbit by discretizing the interval [0, 1] into equidis-
tant point f; (the fine mesh) and the evaluate (C.9) at each ¢ where ¢ is given by

t=(2fi— 1T, fie[0,1].
By taking the limit of ¢ in (C.9) to infinity the saddle point is approximated by

106 2
zo = € <7H0001 + <Z50> :
a a

Note that z¢ is uniquely defined, since Hygo1(f) and ¢(#) are constant functions.

Step 5: Compute a second homoclinic orbit with slightly bigger amplitude and add the
two orbits to a homoclinic branch. Then the branch of homoclinic orbits can be
continued.
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7.1.2. Initialize continuation homoclinic orbits in the transcritical case

Stepl: Compute coefficients a, b, Haooo, Hi100, Ho200, K10, Ko1, Hio10, Hioo1, Hot1o,
Ho101, K20, Koz, d, e, a1, az, by and bo.

Step2: Let A := ||z(+00,e) — x(0,¢)|| be the amplitude of the initial homoclinic orbit.
Using (C.42) we approximate A for small € by

(L))
a a

Here we used that for finitely many delays m we have

, 3 ,3/m

A= — = .
€ 2|(I| ||¢0” € 2|Cl|

.Ié

I¢oll = [[oll = Il (g0, - - - q0)]
—_——

m times

The amplitude is chosen by the user, so that we get

2]l

— /A
© 3/m

Step3: We choose the initial half-return time 7" such that, at the end points, the distance,
k1= |la(00, ) — 2(£T )|
is sufficiently small. For e small we approximate k using (C.42) as

_ 2 3sech?(eT)

k
2|al

| poll -

Hence the initial half-return time is given by solving
k = Asech?(eT) || o] ,

or equivalently
sech(eT) = /11,

k
where [1 = / ——— > 0. We conclude that

Allol|

1 1 1++/1-102
T= gsechfl(ll) == log <+1> .

Step 4: Compute the initial homoclinic orbits by discretizing the interval [0,1] into
equidistant point f; (the fine mesh) and the evaluate (C.42) and(C.69) at each

t where t is given by
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By taking the limit of ¢ in (C.42) and (C.69) to infinity the saddle points are
approximated by

S1 — 0,
1
2
S9 = —€ ¢07
a

respectively.

Step 5: Compute for both homoclinic orbits a second homoclinic orbit with slightly
bigger amplitude and add the two orbits to a homoclinic branch. Then the branches
of homoclinic orbits can be continued.

7.2. Generalized Hopf

Step 1: Compute the coefficients H1001, Hoo()l, HllOOa Hgooo, Hgooo, H2100 and the sec-
ond Lyapunov coefficient ¢2(0).

Step 2: Compute the initial periodic orbit by discretizing the interval [0, 1] into equidis-
tant point f; (the fine mesh) and then evaluate (C.74) at each ¢ where ¢ is given
by

t=02fi-1DT,  fi€l0,1]
and € < 1 is provided by the user. Here the period T is given by (C.73). Substi-
tuting, (C.72) into equation 6.83 we obtain an approximation for the parameters.

Step 3: Compute a second period orbit as in step 2 with slightly bigger e

Step 4: From the data collected in step 2 and step 3 setup a branch of non-hyperbolic
limit cycles with the same structure used in the DDE-BifTool extension
ddebiftool_extra_psol. Now the branch can be continued as usual.
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8. Examples

In this Chapter we demonstrate the predictors of the nonhyperbolic cycles emanating
from generalized Hopf, fold-Hopf, Hopf-transcritical and Hopf-Hopf bifurcations, and the
predictors of the homoclinic orbits emanating from generic and transcritical Bogdanov-
Takens bifurcations, in various models. In the first example we include the minimal
Matlab/Octave code to reproduce the main results. This code can then be used as a
starting point to investigate other models, by simple modifications. The code for the
other examples can be found online on sourceforge.net!.

8.1. Delayed feedback on the dynamical model of a financial
system

In [45] the delayed financial system
T =z4+(y—a)z+ki(z—z(t—m)),

=1—by—2? + ko(y — y(t — 1)), (81)
= —x —cz+ kg(z — Z(t - 7_3))

N .

is considered. The variables and parameters have the following meaning:

e The variables x,y and z describes the interest rate, the investment demand, and
the price index respectively.

a > 0 is the saving amount.

b > 0 is the cost per investment.

¢ > 0 is the elasticity of demand of commercial markets.
k; (i =1,2,3) are the feedback strength.

We fix the parameters

b=0.1, c=1, ki=ko=0, k3=1

and take a and 73 as control parameters. It can analytically verified that the steady-state

Hy = (20,90, 20) = (0, —,0)

"https://sourceforge.net/projects/ddebiftool/files/latest/download
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undergoes a Hopf bifurcation at parameter values (a, 73) ~ (10,0.9708), see [45, Theorem
3 (iii)]. To treat 73 as an ordinary parameter we rescale the time by

t
t— —.
73

Then the system (8.1) becomes

i =73(2+(y—a)z),
g =73(1—by—a?), (82)
2 =13(—x—cz+(z—2(t—-1))),

where we have taken into account that k; = ko = 0, k3 = 1. Continuing the Hopf
point Hy at (a,73) ~ (10,0.9708), a generalized Hopf point is detected at parameter
values (a,73) ~ (13.0581,1.7659), with the second Lyapunov coefficient f2 ~ 0.0227. We
continue the curve LPC of fold bifurcation of limit cycles emanating from the generalized
Hopf point using the predictor from Section C.3. In Figure 8.1 we have plotted the Hopf
curve, the continued curve LPC and the predictor in parameter space. There we see
that for nearby parameter values the continued curve LPC and the predictor are nearly
identical. In Figure 8.2 we compare the limit cycles along the curve LPC with the
predicted limit cycle given by C.74.

%% initialize system

clear % clear variables

close all % close figures

addpath('../../ddebiftool’' ,...
"../../ddebiftool extra psol' ,...
"../../ddebiftool extra nmfm' ...
"../../ ddebiftool utilities');

% fixed constants
b=0.1; c¢=1; k1=0; k2=0; k3=1;

% DDE
sys sonpark=Q(xx,par) [...
par(2)*(xx(3,1,:)+(xx(2,1,:)—par(1))*xx(1,1,:)+kl*(xx(
par (2)*(1—b*xx (2,1 ,:)—xx(1,1,:) " 24+k2x*(xx(2,1,:)—xx(2,3,:)));
par (2)*«(—xx (1,1 ,:)—cxxx(3,1,:)+k3*(xx(3,1,:)—xx(3,4,:)))];
funcs=set funcs (...

'sys rhs', @(xx,par) sys_sonpark(xx,par) ,...

'sys _tau', @() [3 4 5],...

'x _vectorized',1);

%% setup hopf point
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1.8
‘e, ——— Hopf branch
.
——— LPC branch
'.".,. LPC predictor
.
@ Generalized Hopf point
1.78 |-
1.76 |~
1.74 |~
[22]
=
1.72 |~
1.7 |~
1.68 |~
1.66 = | | |

Figure 8.1.: Bifurcation diagram near a generalized Hopf bifurcation in the delayed finan-
cial system (8.1). We see that the predictor gives a good approximation to
the continued curve LPC for nearby parameter values in parameter space.
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0.8

0.6 '

Y ’ 9.65

Figure 8.2.: Plot of nonhyperbolic limit cycles along the curve LPC in phase-space
emanating from the generalized Hopf bifurcation in the delayed financial
system (8.1). The yellow orbits are the computed limit cycles. The blue
orbit is the predicted limit cycle.
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ind_a=1;
ind tau3=2;

stst.kind="'stst ';

xstar=0;
ystar=1/b;
zstar =0;
a=10;
tau3=0.9708;

stst.x=[xstar; ystar; zstar]|;
stst.parameter=[a tau3 0 0 1];

method=df mthod (funcs, 'stst');

[stst ,s]=p_correc(funcs,stst ,[],[],method.point);
stst.stability=p stabil(funcs,stst ,method.stability);
stst.stability .I1

%% continue hopf point

hopfl=p tohopf(funcs,stst);

hopf2=hopfl;

hopf2.parameter (ind a)=hopf2.parameter(ind a)+0.001;

method=df mthod (funcs, 'hopf');
[hopf2,s]=p correc(funcs,hopf2,ind tau3,[]|,method.point)

hopf br=df brnch(funcs ,[ind a ind tau3], 'hopf');
hopf br.point=hopfl;
hopf br.point (2)=hopf2;

figure (1);clf;

hopf br.parameter.max_ bound=[[ind a 17];[ind tau3 3]];
hopf br.method.continuation.steplength growth factor=1.05;
hopf br=br contn(funcs 6 hopf br,200);

9% detect codim—2 bifurcations
hopf br=br _ stabl(funcs,6 hopf br,0,0);
[hopf br,hopf testfuncs]=LocateSpecialPoints(funcs,6 hopf br);

%% extract generalized Hopf point
genh ind=br getflags (hopf br,'genh');
genh=hopf br.point(genh ind);

%% continue LPC using the predictor
[LPCfuncs ,LPCbranch, psol]=init GH LPC(funcs,hgenh,0.5);

% figure (2);
LPCbranch=br contn (LPCfuncs, LPCbranch,50) ;

%% plot bifurcation diagram
figure (2);clf; hold on

cm=colormap ( 'lines ") ;

figure (2);clf;hold on
getpars=Q(br,ind) arrayfun(Q(p)p.parameter(ind) ,br);
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getx=Q(br,ind) arrayfun(Q(p)p.x(ind),br);

hopf br pl=plot (getpars(hopf br.point,ind a),getpars(hopf br.point,ind tau3
), 'Color',em(1,:));

LPCbranch pl=plot (getpars (LPCbranch. point ,ind a),getpars(LPCbranch. point ,
ind tau3),'Color',em(2,:));

% add predictor

eps=linspace (0,2);

betas=[0%xeps; —2+genh.nmfm.L2xeps."2];

gammallO=genh .nmfm.gammall0;

gammalOl=genh .nmfm. gammalOl;

gamma210=genh .nmfm. gamma210;

gamma20l=genh .nmfm. gamma201 ;

KK=inv (real ([[gammall0 gammalOl; gamma2l0 gamma201]]) )=*betas;

preditor pl=plot (genh.parameter(ind a)+KK(1,:),genh.parameter(ind tau3)+KK
(2,5)," ")

genh pl=plot (genh.parameter(ind a),genh.parameter (ind tau3d),'k.','
MarkerSize ' ,16) ;

legend ([hopf br pl LPCbranch pl preditor pl genh pl],...
{'Hopf_branch', 'LPC_branch', 'LPC_predictor','Generalized_Hopf_point'});
axis ([7.5586 16.6371 1.6591 1.8004]) ;
xlabel ('$a$','Interpreter ', 'LaTeX');
ylabel ('$\tau_ 3$','Interpreter ', 'LaTeX');

%% plot cycles on the curve LPCbranch

figure (4); clf; hold on

plot3 (psol.profile(1,:),psol.profile (2,:),psol.profile(3,:),'Color',ecm(1,:)
)

% plot LPC in phase—space

for 1=10:30
plot3 (LPCbranch. point (i). profile (1,:) ,LPCbranch.point(i).profile (2,:)

LPCbranch. point (i) . profile (3,:),'Color',em(3,:));
end

xlabel ('$x$','Interpreter ', 'LaTeX');
ylabel ('$y$', 'Interpreter ', 'LaTeX');
zlabel ('$z$"', 'Interpreter ', 'LaTeX');

view (—76,28)
grid on
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8.2. A neural mass model

In [48] and [46] the following model of two interacting layers of neurons is considered

xo(t) = —wa(t) — ag(bxa(t — 1)) + cg(dz1(t — 72)).

The variables x;(t) and z2(t) represent the population-averaged neural activity at time
t in layers one and two, respectively. The parameter a > 0 is a measure of the strength
of inhibitory feedback, while ¢ > 0 measures the strength of the excitatory effect of
one layer on the other. The parameters b > 0 and d > 0 are saturation rates and the
delays 712 represent time lags in the inhibitory feedback loop and excitatory inter-layer
connection. Note that the system is symmetric with respect to interchanging the labels
1 and 2, so equilibria are necessarily of the form (zg,zp). The function g is smooth,
strictly increasing and satisfies g(0) = 0 and ¢’(0) = 1. We fix the numerical parameter
values

{ i1(t) = —z1(t) — ag(bz1(t — 1)) + cg(dra(t — 72)), (8.3)

b=2.0, d=1.2, =127, 9 = 20.2,
and take for g : R — R the sigmoidal form

g(z) = [tanh(z — 1) 4 tanh(1)] cosh(1)?.

The trivial equilibrium (x1,z2) = (0,0) undergoes a Hopf-Hopf at parameter values
(c,a) ~ (0.5741,0.2798). The critical normal form coefficients are given by

92100 ~ — 0.0007 4 0.00201,
g1o11 ~ — 0.0020 + 0.0040¢,
g1110 ~ — 0.0016 — 0.00457,
goo21 ~ — 0.0008 — 0.00221,
0 ~2.4716,
0 ~2.2107.

From [34] we conclude that we are in simple case I, i.e. nearby the Hopf-Hopf point there
will be two stable periodic orbits present and an unstable torus. By using the predictors
two Neimark-Sacker curves are obtained. In Figure 8.3 the predictors for the parameter
values are compared with continued Neimark-Sacker curves.

Remark 8.1. As mentioned in the introduction, the expressions for the critical normal
form coefficients for DDEs have first been derived in [29]. There the model (8.3) has
been used to verify the expressions. However, due to a mistake in the expressions for the
zero-Hopf and Hopf-Hopf bifurcations the coefficients obtained are wrong. In particular,
the prediction of a stable torus in Section 4.2.9 in [29] is incorrect. Numerical simulation
over a longer time of integration show that the torus slowly shrinks to a stable cycle.
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0.28 — —

0.28 — —

0.28 — |

Figure 8.3.: Bifurcation diagram near the Hopf-Hopf point. The two Neimark-Sacker
curves emanate from the Hopf-Hopf point. In (a) the predicted parameter
values (red dots) are located to a high precision at the continued Neimark-
Sacker curves (orange). The blue curves are the Hopf branches, which meet
transversely at the Hopf-Hopf point.
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8.3. Delayed Ratio-Dependent Holling-Tanner Predator
Prey System

In [39] the Bogdanov-Takens bifurcation of the following delayed predator prey system

T :r$(1—£> —M—Ea
K Ay+z—m (8.4)

— ey (1_ dy(t —7) )

Y wt—7) —m)’
is considered. Here x and y stand for prey and predator population (or densities) at time
t, respectively. The predator growth is of logistic type with growth rate r and carrying
capacity K in the absence of predation; « and A stand for the predator capturing rate
and half saturation constant, respectively; s is the intrinsic growth rate of predator;
however, carrying capacity /b (b is the conversion rate of prey into predators) is the
function on the population size of prey. The parameters a, A,m, h,s,b, and 7 are all
positive constants. m is a constant number of prey using refuges; h is the rate of prey
harvesting. System (8.4) can be transformed into

t =@+m)(l—xz—m)— W ,
ay +x
oy (B y(t — 1) (8.5)
vo=o 2(t—1))°
see [39] for the transformation and the meaning of the new parameters. Let
1 B
0 —(1—-
R < aB+ 1) |
) (8.6)
=L ( P _q) P
4 \aB+1 af+1
Then P, = (24, ys) is an interior positive equilibrium point of systems (8.5), where
1

We fix the parameter values (3, 7,a,m,h,0) = (0.5,0.7812,0.5,0.02,0.098,0.64). Then
there is a codimension 2 Bogdanov-Takens point at (z4,ys) = (0.28,0.14) with critical
normal form coefficients (a,b) = (—0.3816222682, —1.6894735830). We start the contin-
uation with (3, 9) free, amplitude=0.02 and TTolerance=1e-03. The dependence of P,
on the parameter (3 yields a generic Bogdanov-Takens bifurcation. In Figure 8.4 we have
plotted the predicted and corrected orbit in phase space and the homoclinic predictor
in parameter space. In Figure 8.4b one can see the similarity with the unfolding of the
normal form for the generic Bogdanov-Takens bifurcation in Figure B.1. However the
phase portraits are different since the sign of the product ab is positive. This leads to
unstable periodic orbits near the Bogdanov-Takens curve as seen in the simulation in
Figure 8.4d.
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Remark 8.2. The parameter-dependent normal form reduction in [39] is incorrect because
the results from [18] were used based on the assumption that steady-state remains fixed

under variation of parameters.
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Figure 8.4.: (a) The comparison of (nearly identical) homoclinic orbits in phase space be-
tween computed (blue) and predicted (red) using the second-orbit corrector
for amplitude=0.02 and TTolerance=1e-03. (b) Predicted (red) and com-
puted (blue) homoclinic bifurcation curves in parameter space. The black
curve is the Hopf curve. The green curve is the fold curve. The red dot is
the Bogdanov-Takens point. (¢) Time plot of the homoclinic orbits from (a).
In the simulation in (d) at (5, 9d) ~ (0.4912,0.5396) we see that the periodic
orbit (red) near the Hopf curve is unstable, as predicted by the sign of the
normal form coefficients ab.

105



Chapter 8 8. Examples

8.4. A neural network

In this example we will consider the model

(8.8)

,u?ll (t) = —Uul (t) + qua(ul (t—T)) — q12U2 (t—T) +e1,
pg(t) = —ua(t) + qura(ui (t-17)) — gooua(t-1') + e2,

which describes the dynamics of a neural network consisting of an excitatory and in-
hibitory neurons [20]. The variables and parameters occurring in (8.8) have the following
neurophysiological meaning:
e uj,us : R — R denote the total post-synaptic potential of the excitatory and
inhibitory neuron, respectively.

e 1 > 0 is a time constant characterizing the dynamical properties of cell membrane.

e ¢;1 > 0 represents the strength of the connection line from the kth neuron to the
1th neuron.

e o : R — R is the transfer function which describes the activity generation of the
excitatory neuron as a function of its total potential u;. The function « is smooth,
increasing and has an unique turning point at u; = 6. The transfer function
corresponding to the inhibitory neuron is assumed to be the identity.

e 7' > 0 is a time delay reflecting synaptic delay, axonal and dendritic propagation
time.

e ¢; and ey are external stimuli acting on the excitatory and inhibitory neuron,
respectively.

We consider equation (8.8) with

1 1
o) = T~y

w=1.0, T=1.0, e2 = 0.0,

q11 = 2.6, g21 = 1.0, g22 = 0.0,

and @ := qi2, E := ey as bifurcation parameters. Substituting into (8.8) yields

{ul(t) = —ui(t) + 2.6a(u1 (tT)) — Qua(t-T) + E, 59)

T:LQ(t) = —UQ(t) + a(ul (t—T))

Notice that for any steady-state we have the symmetry (ui,ug, E) — (—uy, —ug, —E).
There a two generic codimension 2 Bogdanov-Takens bifurcation in this system. One is
located at Py = (u1,u2, @, F) ~ (—0.2617,—0.2402, 2.6000, 0.0505). The second follows
from the symmetry. We start the continuation with (@, F) free, amplitude=0.04 and
TTolerance=1e-03. The dependence of Py on the parameters (@, FE) yields a generic
Bogdanov-Takens bifurcation, see [20]. Notice that the normal form reduction in [20] is
wrong, which leads to the normal form for a transcritical Bogdanov-Takens bifurcation.
In Figure 8.5 we have plotted the predicted and corrected orbit in phase space and the
homoclinic predictor in parameter space.
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Figure 8.5.: (a) The comparison of (nearly identical) homoclinic orbits in phase space
between computed (blue) and predicted (red) using the second-orbit correc-
tor for amplitude=0.04 and TTolerance=1e-03. (b) Predicted (red) and
computed (blue) homoclinic bifurcation curves in parameter space. The
black curves are the Hopf curves. The green curve is the fold curve. (c)
The comparison of both homoclinic orbits in phase space between com-
puted (blue) and predicted (dashed red) using the second-orbit corrector
for amplitude=0.6 and TTolerance=1e-04. (d) Simulation with the Matlab
integrator dde23 of the dynamics in phase space at the point of intersection
of the homoclinic curves in Figure 8.5b.

107



Chapter 8 8. Examples

8.5. Van der Pol oscillator with delayed feedback

We consider the Van der Pol oscillator with delay feedback [31] given by
i) +e(z?(t) — 1)i(t) + x(t) = eg(z(t — 7)) (8.10)

where € > 0 is a parameter, 7 > 0 is a delay and ¢ : R — R is a smooth function with
g(0) =0 and ¢'(0) # 0. We rewrite the Van der Pol equation (8.10) as

{ T =, (8.11)

iy =eg(a1(t—71)) —e(a? — 1)wg — 21.

t
Rescaling time with ¢ — — to normalize the delay yields
T

:tl =TI,
{ Tog =T (5g(x1(t — 7)) —e(z? — 1)zo — 501) ‘ (8.12)

As in [31], we consider (8.10) with

( e’ —1
r)=——-
g cre® + ¢y’
. 1 . e
with ¢ = 1 and co = —. Then the trivial equilibrium undergoes a Bogdanov-Takens

bifurcation at parameter values (7,¢) = (0.75,0.75). In Figure 8.6 we have plotted the
predicted and corrected orbits in phase space and the homoclinic predictors in parameter
space.
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Figure 8.6.: (a) The comparison of homoclinic orbits= to the trivial equilibrium be-

tween computed (blue) and predicted (red) using the second-orbit correc-
tor for amplitude=0.05 and TTolerance=1e-08. (b) The comparison of
homoclinic orbits in phase space to the nontrivial equilibrium between
computed (blue) and predicted (red) using the second-orbit corrector for
amplitude=0.5 and TTolerance=1e-08. (c) Predicted (dashed red) and
computed (blue) homoclinic bifurcation curves in parameter space. The
black curves are the Hopf curves. The green curve is the fold curve. (d)
Simulation with the Matlab integrator dde23 of the dynamics in phase space
at (e,7) ~ (0.7528,0.0.7549), between the Hopf and homoclinic bifurcation
curves. The yellow and red curves converge to the blue cycle as predicted.
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J-layer

Figure 8.7.: The graph of architecture for model (8.13)

8.6. Tri-neuron BAM neural network model

We consider a three-component system of a tri-neuron BAM (bidirectional associative
memory) neural network model with multiple delays [16]. The architecture of this BAM
model is illustrated in Figure 8.7.

In this model, there is only one neuron with the activation function f; on the I-layer and
there are two neurons with respective activation functions fo and f3 on the J-layer. We
assume that the time delay from the I-layer to the J-layer is 7, while the time delay
from the J-layer to the I-layer is /9. Then the network can be described by the following
DDE:

1(t) = —mzi(t) + carfi(xe(t — m2)) + c31 fi(z3(t — 12)),
:i’g(t) = —,u,zl’g(t) + Clzfz(wl(t — 7'1)), (8.13)
i3(t) = —pszs(t) + csfs(zi(t — 1)),

where:
o z;(t) (i = 1,2,3) denote the state of the neuron at time ¢;

e (i = 1,2,3) describe the attenuation rate of internal neurons processing on the
I-layer and the J-layer and u; > 0;

e the real constants ¢;and cy; (2, 3) denote the neurons in two layers: the I-layer and
the J-layer.

Letting ui(t) = z1(t — 71),u2(t) = x2(t),us(t) = z3(t) and 7 = 71 + T2, then system
(8.13) is equivalent to the following system:
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ur(t) = —prur(t) + ca fi(uz(t — 7)) + esifi(us(t — 7)),
Ug(t) = —poua(t) + crafo(ui(t)), (8.14)
us(t) = —psus(t) + cisfa(ui(t)).
Lemma 8.3. Assume that f;(0) = 0(i = 1,2,3), f/(0) # 0(i = 1,2,3) and pa # us,
then the steady-state (u1,u2,u3) = (0,0,0) has a double zero eigenvalue at
ey = = 13 (p (ps7 + 1) + pis)
c12 (2 — p3) £1(0)£5(0)°
b = ) — 13 (a (por +1) + p2)
c13 (s — p2) £1(0)f5(0)°

Proof. The characteristic matrix of (8.14) is given by

A —e e f1(0)  —e ez f1(0)
A()\) = —Cufé(O) A+ 12 0
—c13f5(0) 0 A+ ps

Thus the characteristic equation becomes
det A(X) = X® + (1 + pg + pa) A2+ (— c1a¢21 f1(0) f5(0)e "
— c13¢31f1(0) f3(0)e ™ + papa + papa + pajps) A
+ papops — e (cr2ea p3 f5(0) + ersesipaf5(0)) £1(0) = 0. (8.15)
Clearly, A = 0 is a root if and only if

ppizpz = (craeapiz f5(0) + cazezipa f3(0)) f1(0).
Taking the derivative of (8.15) with respect to A\ gives

d
Ty det AQN) = 3\ + 2 (p1 + po + ps) A+ (= crzean £1(0) f5(0)e

— c13e31f1(0) f3(0)e T + papa + pspe + paps)
+ 7 (012021]”5(0)6_)‘7 + 613631]%(0)6_)\7—) f{ (O))\
+ 77 (cr20a1 13 £5(0) + cazesipa f5(0)) f1(0) = 0. (8.16)

Therefore, we have

d

a det A( ) = ( — Clgcglf{(O)fé(O) — 013031f{(0)f§(0) + pipe + pgpe + MlMS) =0.

For any 7 > 0, it is easy to see that det A(A) = %det A(X) = 0 if and only if the

following conditions are satisfied

(1 = 7pz)ciac1 f5(0) + (1 — Tu2)e1zean f5(0)) f1(0) = papa + pape + paps,
(8.17)

(c12e21113 f5(0) + c13c31p2.f3(0)) f1(0) = papopus.
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By solving (8.17) for (ca1,c31) we get (ca1,c31) = (9y,¢3;).
Taking the derivative of (8.16) yields

2 ) L
—— det A()\) =06A+2 (ul + uo + u3) + Tf{(()) (012021](5(0)6 AT + 613631fé(0)6 A )

d\?
+ 7 (craca f3(0)e ™ + exacar f5(0)e ™) F(0)
— T2 (612621]@5(0)67)\7 + 613031fé(0)67)\7> f{ (O)/\
— 727 (Clgcgl,ugfé(()) + 013031M2f§(0)) f{ (0) =0. (8.18)

Then we can obtain

d2
W det A(0)|(c21,031):(cgl,cg1)
=2 (1 + p2 + p3) + 27 f1(0) (012021f2( )+ 013031f3( ))
— 72 f1(0) (1269, 13 f5(0) + 013031M2f (0))
1 1
2 (i + o + pi3) + 7 (u p1 (s + 1) + p3) LM 13 (p1 (pom + )+uz)>
(p2 — p3) (3 — p2)
2
_ 2 (Mz (1 (psm +1) + ”3),1,3 LM (1 (por +1) + M2)u2>
(12 — p3) (13 — p2)

= 2 (ju1 + po + p3) + 27 (papa + paps + popiz) + 72 paps.

Since 7 > 0 and p; > 0(i = 1,2,3) the second derivative of the characteristic equations
at (A, ca1,c31) = (0,69, ;) doesn’t vanish and we obtain a double zero eigenvalue. [

Consider that there are eigenvalues A # 0 on the imaginary axis for (¢9;,cJ;). Substitut-
ing A\ = iw, (w > 0) and (9, ¢};) into (8.15), and rearranging terms according to its real
and imaginary part yields

asw? — ag = by cos Tw + biw sin Tw, (8.19)
—w? 4+ aqw = by sin Tw — bjw cos Tw, '
where
= p1 + p2 + ps,
= p1pe + pop3 4 H1ps,
= H1p2/3

bo = —£1(0) (c12691 3 f5(0) + c13c3 p2£5(0))
b1 = —f1(0) (c12691 f3(0) + c13¢3; f5(0)) .

By squaring and adding the above equations, it follows that

(w3 — alw) L (ao — a2w2) 2= bfoﬁ + bg.
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Simplifying yields
WO + dyjwt + dow? = 0, (8.20)

where
dy = pi + 43 + 13
do = p2u2 2 2 2,2 2
o = puips + paps + pipy — (Tpapieps + papie + pape + papg)” < 0.
Substituting z = w? into (8.20) and dividing the resulting equation by z # 0 yields
224 diz+dy=0.

Solving for positive z gives

1 /
20 = 5 <—d1 + d% — 4d2) .

By letting wy = /zo, we obtain from (8.19)

agb[)o.)g — alblwg — agpby + blwé
b3wa + b3

COS TWy =

Lemma 8.4. [16, Lemma 3] Let (ca1,c31) = (c91,¢%;) and 0 < 7 < 79, where

agbowg — alblwg — agbg + blwé
To = — arccos 3
wo bjwg + b5

)

them all roots of the characteristic equation (8.15), except the double zero roots, have
negative real parts.

Remark 8.5. Note that the obtained expressions for (c;,c};) are different from the ex-
pressions obtained in [16]. All though numerical simulation was used, the error there was
not discovered. Here we see that the predictor is of great value, which gives an extra
verification of the analysis.

Remark 8.6. We rederived the expression for 7y since the derivation in [16] contained an
error.

As in the simulations in [16, Example 1| we consider (8.14) with the activation functions
fi(z) = tanh(x) + 0.12%,  fao(z) = f3(x) = tanh(z),
and parameters
w1 =010 =03, u3=02,c19=ci3=1,7=5.
Then from Lemma 8.3 we obtain two critical values

(3, ) = (0.36,—0.22).

113



Chapter 8 8. Examples

Furthermore, since 7 < 79 = 5.46336 the center manifold is attractive. We write the
system (8.14) as

w(t) =—prur(t) + (B +ar) fi(uz(t — 7)) + (4 + a2) fi(us(t — 7)),
Ug(t) = —poua(t) + ciafa(ur(t)), (8.21)
uz(t) = —psus(t) + iz fz(ui(?)),

where (aq,a9) are the new parameter values such that at (o, as) = (0,0) we have a
Bogdanov-Takens bifurcation. The critical normal form coefficients

(a,b) ~ (0.0012060198, —0.0135096097),

indicate stable cycles. In Figure 8.8 we have plotted the predicted and corrected orbits
in phase space and the homoclinic predictors in parameter space. Note that in Figure
8.8b the continued homoclinic orbit, corresponding to the curve in the upper half plane,
only exists for a very short time. Without the predictor this homoclinic orbit would be
difficult to find. In Figure 8.9 simulations are made to confirm the dynamics.
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Figure 8.8.: (a) The comparison of homoclinic orbits in phase space to the nontrivial
equilibrium between computed (blue) and predicted (red) using the second-
orbit corrector for amplitude=1e-3 and TTolerance=1e-9. (b) Predicted
(red) and computed (blue) homoclinic bifurcation curves in parameter space.
The black curves are the Hopf curves. The green curve is the fold curve. (c)
Continued homoclinic orbit to the nontrivial equilibrium in phase space. (d)
Simulation of orbit starting near the origin and converging to the homoclinic
orbit for parameter values (aq,ag) ~ (—0.1701, —0.1598).
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Figure 8.9.: (a) The Hopf curve in the upper half plane connects the Bogdanov-Takens

point at the origin to a generic Bogdanov-Takens point. The red dot cor-
responds to the parameter value of the simulation in (c). (b) Plot of
the homoclinic curve in the lower half plane. The red dot corresponds
to the simulation in (d). (c) Simulation of orbit started at (uo,ui,u2) =
(0.003471872461226,0.011366542840623, 0.016898360549174) shows a peri-
odic orbit at parameter value (a1, as) ~ (—0.00168,0.001295) between the
Hopf and homoclinic bifurcation curves in the upper half plane. (d) Simula-
tion of orbit starting near the origin, (ug,u1,u2) = (0.0001,0,0) for param-
eter value (aq, ag) =~ (—0.1871 — 0.1333), converging to a periodic orbit.
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8.7. Neimark-Sacker curves emanating from a Hopf-Hopf
point

In [28] the state-dependent DDE

u(t) = —yu(t) — kiu(t — a1 — cu(t)) — Kou(t — ag — cu(t)) (8.22)
is considered. For the parameter values

K1 = 5.95, Ko = 2.3, c=1, v =4.75, a; = 1.3, ag =6

a stable torus is present near a Hopf-Hopf bifurcation. We will keep the parameters ¢, v, ay
and as fixed for the rest of this example. Since there are no normal form coefficients for
state-dependent DDEs available, the state-dependent DDE must first be approximated
with constant delays. Expanding the delays about their steady-state u = 0 values yields

1.
u(t —a; — cu(t)) = u(t — a;) + 0t — a;)(—cu(t)) + 5u(t —a;)(—cu(®)? +....
Then, using the state-dependent DDE (8.22) we remove the 1, i terms etc.

w(t) = —yu(t) — kru(t —ar — cu(t)) — kou(t — ag — cu(t))
= —vyu(t) — ku(t — a1) — kau(t — az) + h.o.t

Therefore
u(t —a;) = yu(t — a;) — kru(t —ay — a;) — kou(t — az — a;) + h.o.t.
Expanding up to order three yields

u(t) = —yu(t) — ku(t — a1) — kou(t — ag)
2 2

— cu(t) Z ki |yu(t —a;) + Z kju(t — a; — a;)

i=1 j=1

2 2
- Z rikjeu(t)u(t — a;) |yu(t —a; — aj) + Z kmu(t —a; — aj — ap)

ij=1 m=1
1 2 2
- i(c(u(t))2 Z ki | Y2ult — a;) + QWZ kju(t — a; — aj)
i=1 j=1

2
+ Z Kikmu(t —a; —aj — am) | + h.o.t.

jm=1
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Truncating the higher order terms gives the DDE

W(t) = — yu — Kru(t — 1) — Kou(t — T2)
— kreu(yu(t — 1) + Kru(t — 73) + Kou(t — 74))
— kocu(yu(t — 12) + Kiu(t — 74) + Kou(t — 75))
— rirrcu(t)u(t — ) (yu(t — 73) + rru(t — 76) + Kou(t — 7))
— rykoctuu(t — 1) (yu(t — 74) + K1u(t — 77) + Kou(t — 18))
— kor1tu(t)u(t — ) (yu(t — 74) + kru(t — 77) + Kou(t — 78))
— korpctuu(t — 1) (yu(t — 75) + K1u(t — 78) + Kou(t — 19))

— %(cu(t))Qm(’yQu(t —71) + 2y(k1u(t — 73) + Kou(t — 74))

+ k1r1u(t — T6) + 2R1K2u(t — T7) + Kakou(t — 7g))
1
— §(cu(t))2/<c2(’y?u(t —79) + 2y(k1u(t — 74) + Kou(t — 75))
+ rkik1u(t — 17) + 2K1K2u(t — 78) + Kakou(t — T9))

with 9 constant delays, where

T = ay,
T2 = az,
T3 — 2a1,

T4 = a1 + a2,
T5 — 20,2,

T¢ = 3a1,

T7 = 2a1 + aog,
78 = a1 + 2a9,

T9 = 3CL2.

Using DDE-BifTool we find a Hopf-Hopf point at parameter values
(K1, Kk2) =~ (2.0809, 3.7868)
with critical normal form coefficients

go100 = — 0.027604441169896 — 0.017897738883975¢,
g1011 = — 0.020673889394881 — 0.0153386233285013,
g1110 =0.000615291160368 — 0.0320749058484121,
goo21 = — 0.003907332082037 — 0.011857396811775¢,
6 =5.291049995449255,
0 = —0.022289571325884.
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We conclude that we are in the ‘simple’ case III, see [34]. Thus, a stable torus is indeed
predicted. Furthermore, two Neimark-Sacker bifurcations curves should emanate from
the Hopf-Hopf point. Using the predictors from Section C.6, we initialize and continue
these curves, see Figure 8.10.

To simulate the torus we fixed the parameters

K1 = 2.757858545579159, Ko = 3.383471633934356.

and take the history function u(t) = 0.036964714041287, see Figure 8.10.
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Figure 8.10.: Bifurcation diagram near the Hopf-Hopf point. The two Neimark-Sacker
curves emanate from the Hopf-Hopf point. In (a) the predicted parameter
values overlap the continued Neimark-Sacker curves. In (b) a larger part of
the bifurcation diagram in shown.
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8.8. Van der Pol’s oscillator with delayed position and
velocity feedback

In [6] a generalization of the Van der Pol’s oscillator treated in Section 8.5 is considered.
In the Van der Pol’s oscillator (8.10) the nonlinear forcing g only depends on the delayed
position. In [30] it is shown that under certain conditions a zero-Hopf bifurcation is
present. However, only two of the four possible bifurcation diagrams of the zero-Hopf
bifurcation were possible. By letting the forcing ¢ also depend on the delayed velocity
z(t — 7) a full realization of all four generic unfoldings can be obtained. Therefore, the
generalization of Van der Pol’s oscillator with delayed feedback

i) +e(x?(t) — D)i(t) +z(t) = gla(t —7),2(t — 7)), (8.23)

is considered in [6], where g € C3,¢(0,0) = 0,9:(0,0) = a and g,(0,0) = b. One
immediately sees that the trivial equilibrium (#,z) = (0,0) is an equilibrium for all
parameter values (u1,pu2) = (b— 1,7 — 79). Then the normal form (B.6) cannot be used
here. Instead the normal form for the Transcritical-Hopf bifurcation must be used, see
for example [23]. Since we are in the first place interested in verifying the predictors for
the generic fold-Hopf bifurcation we artificially modify the DDE (8.23) to

E(t) 4+ e(@®(t) — 1)i(t) + z(t) = 0.05u1 + g(&(t — 1), z(t — 7)), (8.24)
i.e. we remove the fixed equilibrium at the origin.

Linearization of equation (8.23) around the trivial solution = = 0 gives
Z(t) —ex(t) + x(t) = az(t — ) + bx(t — 7).
From which we obtain the characteristic equation

AMNT) =X —ed+1— (aA+b)e M =0.

Let
b=1, T =Ty # €+a, 2 —a® <2, (8.25)

then the characteristic equation has a simple zero and a pair of purely imaginary roots
A = tiwg. Here wy and 7y are defined by

1 1—(1 2
wo = V2 — €2+ a?, To = — arccos ((—l—m)wo),

wo a?wd + 1
see |6, Proposition 2.1]. We set the function g to

g(xa, 1) = (14 p1)x1 — 0.229 — 0.227 — 0.22125 — 0.223 + 0.523 (8.26)
and € = 0.3. Then the conditions (8.25) are satisfied and

wo ~ 1.396424004376894, To ~ 1.757290761249588.
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This leads to the critical normal form coefficients

e —0.147637371155013,
s =1,
0 = —0.630334154175547.

We conclude that we are in unfolding case III. Furthermore, since the DDE (8.24) with
g as in (8.26) does not contain terms of order four or higher the dynamics should be
described by the truncated normal form (B.9). We thus, in particular expect a stable
limit cycle, a stable torus, and a spherelike surface to be present for nearby parameter
values (1, pu2). In Figure 8.12 the bifurcation diagram of the fold-Hopf point is shown.
We see the resemblance with the theoretical unfolding in Figure B.3 by a reflection in
the p1 axis. In Figures 8.13 and 8.14 we simulated the dynamics below and above the
Neimark-Sacker curve. The obtained plot correspond with the predictions made.

Hopf-transcritical bifurcation Setting p; = 0 in (8.24) yields a Hopf-transcritical at
the origin. Since the critical normal form coefficients remain the same, there will be
two Neimark-Sacker bifurcation curves. Furthermore, the fold and Hopf curve will meet
transversely. This is illustrated in the bifurcation diagram in Figure 8.15.
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1072

1.2
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1 subcritical Hopf branch

Neimark-Sacker branch
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K1 103

Figure 8.12.: Unfolding of the fold-Hopf point in (8.24) with DDE-BifTool. The Neimark-
Sacker curve was initiated using the predictor described in Section C.4.
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Simulation over 12.000 time steps at parameter values (u1,p2)
(—0.006871405962603, 0.003871232826592 — 0.0008)  just  below  the
Neimark-Sacker curve in the unfolding of the fold-Hopf point, see Figure

8.12. As predicted a stable cycle is present.

Figure 8.13.:
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(a) Simulation over 300.000 time steps at parameter values (u1,p2) =
(—0.006871405962603, 0.003871232826592 + 0.00001) just above the Neimark-
Sacker curve in the unfolding of the fold-Hopf point, see Figure 8.12 As predicted
a stable torus is present.
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(b) Simulation over 300.000 time steps at parameter values (u1,p2) =
(—0.006871405962603, 0.003871232826592 + 0.0000792541), where the torus be-
comes a spherelike surface.

Figure 8.14.: Simulation near the fold-Hopf point at the origin in (8.24).
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Figure 8.15.: Bifurcation diagram near the Hopf-transcritical point in (8.24) with
DDE-BifTool. The Neimark-Sacker curves were initiated using the pre-
dictor described in Section C.5.
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9. Final remarks

Unfortunately, there is a point at which one needs to stop working on a Master thesis.
Even though there are so many things to further investigate. For example, the defining
system derived in Chapter 5 could be used to continue Bogdanov-Takens points in three
parameters and detect triple zero bifurcations, for which normal form coeflicients can
be computed. In Section 8.7 the state-dependent DDE is approximated with a DDE
with discrete delays, since there is no normal forms for state-dependent DDEs available
yet. Much research is possible here. Another subject not been touched on yet is the
computation of normal form for cycles in DDE. With the framework of sun-star calculus
and the method for deriving coefficients on the (parameterized) center manifold available,
the next logical step to take is to ‘lift’ the normal forms for cycles, as done in [10] in the
finite dimensional case, to the infinite dimensional setting. Another direction in which
one may go is to optimize the algorithms used to continue cycles and their bifurcations,
a subject not being touched upon in this thesis at all. While testing the models used for
the examples in this thesis it could take a lot of time to continue homoclinic orbits and
cycles. Lastly, one major disadvantage of DDE-BifTool is the lacking of a graphical user
interface (GUI). This may discourage students and researchers from using it. Therefore,
I think it is essential for adding this to the software.



A. Center manifold reduction with
normalization for BT bifurcation in

ODE

In this Appendix we derive the coefficients needed for the homoclinic predictor(s) ema-
nating the generic and transcritical Bogdanov-Takens in an ODE

i':f(ZL',Oé), (Al)
where £ € R", o € R™ with n > 2, m = 2, and f as smooth as necessary, has an

equilibrium at (zo, ) = (0,0). The Taylor expansion of (A.1) at the equilibrium is
given by

1 1
flz,a) = Az + §B(a:,:c) + 60(1:,93,93) + Ai(z,0) + J1(a) + Jao(o, @)
(A.2)
1
+ 5 Ba(@,2,0) + O (Jlall" + [l lal* + la]*)

where A = f,(z0,a0), J1 = fa(x0,00), and B, Js,C, A; and By are the standard multi-
linear forms. Suppose furthermore that at the equilibrium (xg, ag) the Jacobian matrix
A has a double (but not semi-simple) zero eigenvalue. Then, there exist two real linearly
independent (generalized) eigenvectors, go1 € R", of A, such that

A =0,  Aq = qo,
and two adjoint (generalized) eigenvectors pg; € R™, of A, such that
P{A =0, pgA =Dp1-
Using the standard inner product (-,-) on R™ these vectors can be normalized to satisfy
piaj =6, i=0,1,7=0,1
As in [35], we impose the condition
wao=1  aq=0,

to uniquely define the vectors {qo, q1,p1,p0} up to a £ sign.



Appendix A A. Center manifold reduction with normalization for BT bifurcation in ODE

A.1. Generic Bogdanov-Takens bifurcation

We want to relate the system (A.1) near (zg,ap) to the smooth normal form

wy = wi,
i = B+ fowr + (a+ a1B2) wi (A.3)
+ (b4 b152) wowy + dwg + ew%wl,

corresponding to the bifurcation on its center manifold following |1, 32]. In order to
relate both systems to each other, we need a parameterization H of the center manifold
in terms of the original variables x and a transformation K of the bifurcation branch to
the original parameters «,

= H(w,p), H:R™ 2 5 R"
a=K(B), K :R? -5 R™.

We thus obtained the center manifold (z,«) = (H(w, ), K(3)) for this system. The

invariance of the center manifold implies the homological equation

ng(waﬁ)w0+Hw1(wwﬁ)wl :f(H(w7B)>K(ﬁ)) (A4>

We expand the mappings H and K as

1 1
H(w, B) =[qo0,q1] w + [Hoo10, Hooo1] B + §H2000’w3 + Hijpowowr + §H0200wf

1
+ Hyo1081w0 + Hio01Bowo + Hor10B1w1 + Horo1 2w + = Hooo2 55

2
1 3 1 2 1 2
+ 6H3000wo + §H2100wow1 + Hi101B2wiwo + §H200152wo
+ O(|w: | + Jwow?| + |Bowi| + |B1]||w|® + || B]1*||w] + 1|8]*)
+ OB +|B152]) + O(||(w, B)|M), (A.5)
1
K(B) = [K10, Ko1] B + §Kozﬂ§ + O(BE +|81821) + O(|181°)- (A.6)

Below we will derive the coefficients needed to relate the homoclinic orbit in (A.3) to
the homoclinic orbit on the center manifold of (A.1). The derivation in [1, 32] leads to a
‘big’ system to be solved. The derivation presented here does not involve a ‘big’ system,
making more suitable to implement for the DDE case, cf. Section 6.1.1 and 6.1.2.

A.1.1. Linear terms

Collecting the coefficients of linear terms in the homological equation (A.4) yields the
systems
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wy Aqgo =0,
wy AQI = qo,
pi: AHooo = q1 — J1 Ko, (A.7)

B2 AHooo1 = —J1Ko1.
Let v = (y1,72) = pi Ji, then it follows from the Fredholm alternative that

Kio =51+ 0152,

KOI - 62327 (A 8)
Hooro = qo — ATV Jysy — 61 ATV J1sp + &1qo, '
Hooor = —62 ANV Jiso + &aqo.
_ _1 "M _ -2
where s1 = 5 < ) ,89 = < ) and d1.9,&12 are some constants to be de-
T\ 72 M e
termined. The expression z = ANVy is defined by solving the non-singular bordered

system
(A5)()-()

A.1.2. Coefficients a, b, H20007 H11007 H0200

Collecting the quadratic terms wfB and ww in the homological equation yields the systems

wof2 : AHi001 = —A1(Ko1, q0) — B(Hooo1, 90), (A.10)
w12 : AHo101 = q1 + Hio01 — A1(Ko1, q1) — B(Hooo1, q1), (A.11)
w1+ AHpr10 = Hoz00 + Hi010 — B(Hoo10, 1) — A1(K10, 1), ( )

wi + AHoz0 = 2H1100 — B(q1, q1), (A.13)
wof1 : AH1010 = Hi100 — B(Hoo10, q0) — A1(K10, o), (A.14)
wowy : AH1100 = bg1 + Haooo — B(qo, q1), (A.15)

wg : AHao00 = 2aq1 — B(qo,q0)- ( )

From the Fredholm alternative we obtain
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0 = p1 A1(Kot, q0) + p1 B(Hooo1, o), (A.17)
1 = —p{ Hioo1 + p1 41 (Ko, @) + pi B(Hooo1, q1), (A.18)
0 = pi Hozo0 + pi Hio10 — pi B(Hoo10, 1) — pi A1(Ki0, q1), (A.19)
0 = 2p{ Hiw00 — pi B(a1, q1), (A.20)
0 = p{ Hi100 — p{ B(Hoo10, 90) — p1 A1(K10,90), (A.21)
0 = b+ p{ Haooo — pi B(qo, q1), (A.22)
0 = 2a — pi B(qo,90), (A.23)

Multiplying the equations (A.10)-(A.16) with p{ yields

pt Hioor = —pj A1 (Kot q0) — p§ B(Hooot, o), (A.24)
pt Howor = p§ Hioor — p6 A1(Ko1, ¢1) — pt B(Hooor, 41) (A.25)
pi Hot1o = p§ Hozoo + 1§ Hio10 — p§ B(Hooto, ¢1) — pg A1(K10, 1) (A.26)
Pt Hozoo = 2p4 Hiio0 — P4 B(q1, q1), (A.27)
p1 Hioto = pj Hi100 — p B(Hoo10, q0) — pg A1(K10, qo0) (A.28)
pi Hi100 = p§ Hao00 — 1§ B0, 41) (A.29)
p1 Hao00 = —p§ B(d0,40)- (A.30)

Substituting these equation into equations (A.17)-(A.23) we obtain

0 = p{ A1(Ko1,90) + pi B(Hooo1, 90), (A.31)
1 = p§ A1(Kot, q0) + p B(Hooot, q0) + i A1(Kot, q1) + pi B(Hooot, q1), (A.32)
0 = 3pg Hi100 — pg Blar, 1) — p§ B(Hoo1o. 40) — pj A1(K10, 0, (A.33)

— pi B(Hoowo, ¢1) — pi A1(K10, q1), (A.34)
0 = 2p{ Haoo0 — 2p B(qo, 1) — pi Blar, ¢1), (A.35)
0 = pg Hao00 — 1§ Bao, a1) — p1 B(Hoo10. q0) — p1 A1(K10, 0), (A.36)
0= b— pg Blgo,q0) — 1 Blao, q1), (A.37)
0 = 2a — p{ B(go,q0)- (A.38)

From the last two equations we have

1
a = ip,{B(qm qO))
b= p{ B(qo, q1) — P Haooo = p1 B(qo, ¢1) — piy AHa000

= pi B(qo, q1) + 4 B(q0,90)
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and subsequently

Hanoo = A™Y (2aq1 — B(g0.90)) + &390,
Hi100 = A™Y (bgy + Haooo — B(qo, q1)) + €aqo, (A.39)

where &34 are some constants. The constant £3 is determined by equation (A.35) and
gives

1
& = —py (Hao00) + 4 B(qo, q1) + §P1TB(‘11’ )

Then we can solve

Hozoo = A™YV (2H1100 — Blq1, q1)) + 264q1 + E5q0-

A.1.3. Determining H00107K107H0001 and KOl

Take the equations (A.8) and fix the values 6; = 0,d2 = 1 and &2 = 0 to obtain

Kip =51,
K. —
01 I (A.40)
Hoo1o =qo— A" Jisq,
Hooor = —ANY Jis9.

Evaluating these vectors on the equations (A.31) and (A.32) gives

v1 = pi A1(Ko1, q0) + pi B(Hooo1, qo),
vs = p§ A1(Kor, q0) + p B(Hooot, go) + p1 A1(Ko1, ¢1) + pi B(Hooor, q1)-

To make (v1,v2) = (0,1) we first use the freedom Hygo1 — Hooo1 + €240, so that

p1 A1(Ko1, q0) + pi B(Hooo1, q0) — pi A1(Kot, q) + pi B(Hooot, qo) + 2a&o.

Thus, for
~ p1 A1(Kot1, 90) + i B(Hooo1, 0)
2a

§o =
we have v1 = 0. Then we can scale
(Hooo1, Ko1) — 62(Hooo1, Ko1)

to make vg = 1 without affecting vg. This gives

1

0o = .
pd A1(Kot, q0) + pt B(Hooot, q0) + pT A1(Ko1, 1) + pT B(Hooo1, 1)
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Rearranging equations (A.33) and (A.36) yields

3p8 Hiioo = pg B(q1, 1) + pé B(Hooto, 90) + pi A1 (K10, q0)
+ p{ B(Hoo10,01) + p1 A1(K10, q1),
¢ Haooo = ¢ B(qo, ¢1) + v B(Hoo10, 90) + p1 A1 (K10, q0)-

Evaluating (A.40) on these equations gives

v3 = pt Blq1, q1) + pd B(Hooto, 90) + pi A1 (K10, q0) + p1 B(Hoo10, ¢1) + pt A1 (K10, 1),
vs = p} B(qo, 1) + p1 B(Hooio, g0) + pi A1(K10, q0)-

To make v4 = ngzooo we use the freedom Hgg19 — Hoo1o + £190, so that
v4 — V4 + 2a€;
Thus, for

_ P& Haoo0 — p§ B(g0, 1) — pT B(Hoo10, 90) — p1 A1 (K10, q0)
2a

&1

we have vy = nggooo. Then, after reevaluating vs, we can translate (Hoo10, K10) —
(Hoo10 + 01 Hooo1, K10+ 01 Ko1) to make vg = Bngnoo without affecting vy, see equation
(A.31). This gives, using equation (A.32),

v3 — v3 + 1.

It follows that for

61 = 3pt Hi100 — pd B(q1,q1) — p& B(Hoo1o, q0) — i A1(K10, q0)
— pi B(Hoo10, q1) — p1 A1(K10, q1)

we obtain vg = 3p0TH 1100- Notice that as before ¢ still depends on &4 due to the freedom
Hi100 = Hi100 + €490 and translates

(Hoo10, K10) — (Hoo1o + 3&4Hooo1, K10 + 364 Ko1).

This way of determining Hoo10, K10, Hooo1 and Ko is more suitable to implement in the
DDE case. Also, it gives better inside on how the freedom affects the vectors.

A.1.4. Coefficients Kog, HOOOQ, H1001, H0101
The 3 term in the homological equation yields the equation

AHooo2 + J1 Koz = — (2A1(Hooo1, Ko1) + B(Hooo1, Hooo1) + J2(Ko1, Ko1)) . (A.41)
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The Fredholm alternative gives

plJ1 Ko = —p! (241 (Hooo1, Ko1) + B(Hooo1, Hooo1) + J2(Ko1, Kot)) - (A.42)
Using that
p{JlKIO =1 (A43)
we see that

Koz = — [p1 (2A1(Ko1, Hooo1) + B(Hooot, Hooo1) + J2(Ko1, Ko1))] K1o

solves (A.42). Note that Koo is not uniquely defined since equation (A.41) still admits
the freedom
(Hooo2, Koz2) — (Hoooz2, Ko2) + 03 (Hooo1, Kot) -

Also, Kyq is affected by the freedom in Hy1gg. Indeed, since Hi190 — Hi100 +&4q0 implies
(Hoo10, K10) = (Hooto + 3&aHooo1, K10 + 364 Ko1),

we have
Koz = Koz — 38421 Ko1,

where
21 = pt (241 (Hooo1, Ko1) + B(Hooo1, Hooo1) + J2(Ko1, Kot)) - (A.44)

Now that (A.41) is consistent, we have

Hoooz = —A™V (J1 Koy + 241 (Ko, Hooo1) + B(Hooot, Hooo1) + J2(Ko1, Kot))
+ &6q0 + 93Hooo1,

for some constant &g.
Lastly, equations (A.10)-(A.11) give

Higo1 = A™V (= A1 (Ko1, q0) — B(Hooo1, q0)) + £70, (A.45)
Hoyo1 = ATV (g1 + Hyo01 — A1(Ko1,q1) — B(Hooo1, q1)) + £7q1 + €8, (A.46)

for some constants &7 g.
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A.1.5. Coefficients d, e, aq, b,

Collecting the systems corresponding to the wg, wiwy, w3B2 and wow;Be term in the
homological equations yields

wi + AHzo00 = 6dg1 + 6aH1100 — 3B(q0, Ha000) — C(q0, 0, 90) (A.47)
wiwy : AHo100 = 2eq1 + 2aHo00 + 2bH1100 + H3000
— 2B(qo, H1100) — B(q1, H2000) — C(q0, 0, q1), (A.48)

wi By : AHogor = 2a1q1 + 2aHoio1 — A1 (Ko, Haooo) — 2B(qo, Hioo1)
— B(Hooo1, H2000) — B2(q0, 90, Ko1) — C(qo, 90, Hooo1), (A.49)
wow1 P2 : AH1101 = bigi + bHo101 + Hi100 + Ha001 — A1 (Ko1, Hi100)
— B(qo, Hoi01) — B(q1, Hi001) — B(Hooo1, H1100)
— Ba(q0,q1, Ko1) — C(q0, q1, Hooo1)- (A.50)

Multiplying the systems with p? and solving for the coefficients d, e, a; and by yields
. 1 1
d=p; | —aHi100 + §B(QO7H2000) + 60((]0,(10, Q) |,
1
e= p1T< — aHy200 — bH1100 — §H3000 + B(qo0, H1100)
1 1
+ 53((11, Ho00) + 50((10, 90,q1) |
1
ap = P1T< — aHp01 + §A1(K01, Ho000) + B(q0, Hi001)
1 1 1
+ iB(HO[)Ol’HQOOO) + 532((107 q0, Ko1) + 50((10,(10, Hooo1) |,
by = p,{( — bHo101 — Hi100 — Ha001 + B(q0, Ho101) + A1(Ko1, Hi100)
+ B(q1, Hi001) + B(Hooo1, Hi100) + B2(q0, q1, Ko1) + C(qo, q1, H0001)> ;

where

1 H3o00 = pd AH3000
= p¢ (6aH1100 — 3B (g0, H2000) — C(q0, 90, 90)) »
p1 Haoo1 = pg AHa001

=p <2aH0101 — A1 (Kot, Hao00) — 2B(q0, H1001)

— B(Hooo1, H2000) — B2(q0, g0, Ko1) — C(qo, QO7H0001)>-
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A.2. Transcritical Bogdanov-Takens bifurcation

In this Section we impose the constraint that the equilibrium at the origin remains fixed
under parameter variation as in [27]. Then, the Taylor expansion (A.2) becomes

f(z,a) = Az + 1B(:l?,ﬂl?) + Aj(z, o) + 1C’(ac,gn,x) + 1Bg(an,x, @)
i ) ) 6 2 (A.51)
O (Jlel* + llzll lal® + 1| )

We want to relate this system to the smooth normal form

11)0 = w1,
wy, = Prwg + Powy + aw% + bwown
+ (alﬁg + asPr + dwo) w% + (b1ﬂ2 + bofS1 + 6w0) w1 W,

see (C.11), corresponding to this bifurcation on its center manifold. In order to relate
both systems to each other, we need a parameterization H of the center manifold in
terms of the original variables x and a transformation K of the bifurcation branch to the
original parameters «,

= H(w,p), H:R™ 2 5 R"
a=K(p), K :R?> - R".

We thus obtained the center manifold (z,a) = (H(w, ), K(8)) for this system. The
invariance of the center manifold implies the homological equation

H’wo(wa B)wo + Hw1 (wvﬁ)wl = f(H(U)?ﬁ)?K(ﬁ)) (A52)

We can expand the mappings H and K as

H(w, ) =qowo + 1w
1 1
+ QHzooow(% + Hy1powowr + §H0200w% + Hip1081wo
1
+ Hipo182wo + Hor1o081w1 + Horo1B2w1 + §H0102B§w1
1 2 1 9 1 2
+ Ho111 81 82w1 + §H0120/31 wy + §H020152’w1 + §H0210/31w1
1 3 1 2 1 2
+ g Hosoowy + §H100252w0 + Hio11581 B2wo + §H1o2051 wo
1 1

+ Hi10182wiwo + Hirofr1wiwo + §H1200w%w0 + §H200152w3

1 1 1
+ §H201051w§ + §H2100w1w8 + 6H3000w3 +O(w|*), (A.53)
1 1
K(B) =Ki0p1 + Ko152 + 3 2087 + K118152 + §K025§ +0(/18]1%). (A.54)
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Note that, since the equilibrium xy remains fixed under variations of parameters, we left
out all coefficients of which the terms (w, 3) solely depend on the parameters f.

Then the left hand side of the homological equation (A.52) becomes

Hwo (wa 5)“10 + le ('LU, ,8)'11}1 ==
(qo + Haooowo + Hiipowi + Hio1081 + Hioo152) w1
+ (q1 + Hi1o0wo + Hoz2o0w1 + Ho11081 + Ho10152)

X <ﬁ1w0 + Bowy + aw% + bwowy

+ (alﬂg + asfr + d’u}o) wg + (5162 + bo 31 + ewo) w1w0>

= qow1

+ aqrwg + Hioow? + (Haooo + bar) wows

+ Hiotow1 1 + (Hioo1 + q1) w12

+ (6aH1100 + 6dg1) wi + 2H1z00w}

+ (2aHo200 + 2bHi100 + 2eq1 + Hso00) wiwi

+ (2aHo110 + 2a2q1 + 2H1100) Wi B

+ (2aHo101 + 2a1q1) wi B2 + (2bHo00 + 2Ha100) wow?
+ 2Ho110Btwo + 2H1110B81w3 + (2Ho200 + 2Hi101) B2w?
+ Hiooow1 55 + (2Hoi01 + Hiooz2) w163

+ (bHo110 + b2g1 + Ho2o0 + H2010) wow1 1

+ (bHo1o1 + b1g1 + Hito0 + Hao01) wowi B2

+ Ho101woB1 62 + (Ho11o + Hio11) w1152 (A.55)

Inserting (A.53) and (A.54) into the right hand side of the homological equation (A.52)
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yields

(G, 6), K(8)) =
A (w, §) + 5 B(H(w, 6), H(w, §)) + <C(H(w, §), Hw, §), Hw, )

A (H(w, 8), K(8)) + 5 Ba(H(w, B), H(w, ), K(8)) + ..

1 1
= A(qowo + qrwi + §H2000w3 + Hiipowowr + §H0200wf + Hip1081wo
1
2
1 2 1 9 1 2
+ Ho11181B2w1 + §H0120ﬁ1w1 + §H0201ﬂ2w1 + §H0210,81w1

+ Hig01 B2wo + Hor1of1w1 + Hoio1 2w + = Horo285w1

1 1 1
+ 5 0300w + §H10025§w0 + Hio1181 B2wo + §H1020ﬁ%w0

+ Hi10182w1wo + Hir1of1wiwo + %Hmoow%wo + %H200162w(2)
+ %H2010ﬁ1w8 + %Hmoowlwg + éHzaooowg)
+ %B(QOWO +quw + %Hmoow% + Hijpowows + %Hozoow% + Hip1081wo
+ Hio0182wo + Hor10B1w1 + Hoi0182w1, gowo + qrw:
+ %Hzooowg + Hiipowowr + %Hom)ow% + Hio1081wo + Hioo1B2wo
+ Ho11061w1 + Ho1o152w1)
+ éC(QO’wo + qrw1, Qowo + qrw1, gowo + qrw1)
+ A1(qowo + qrw1 + % 2000w + Hi100wows
+ %Hozoo’w% + Hio1081wo + Hio0182wo + Horrof1wi + Hoio1P2w1,

1 1
Kiop1 + Ko1B2 + §K205% + K118182 + §K025%)

1
+ 532(%100 + qrw1, qowo + qrwi, K061 + Koi182) + ...

139



Appendix A A. Center manifold reduction with normalization for BT bifurcation in ODE

=Aqowy + Agrwy

+ % (AHs000 + B(qo, q0)) wg + = (AHozoo + B(q1,q1)) w

+ (AHq100 + B(qo, ¢1)) wowr + (AH1010 + Ai(qo, Klo)) woB1

+ (AHo110 + A1(q1, K10)) wip1 + (AHopi01 + A1(q1, Kor)) w1 B2

(C (40, 90, 90) + AHs000 + 3B(qo, Hao00))w

(Clq1,q1,01) + AHozo0 + 3B(q1, Hozoo))wi

(C(qo, g0, 1) + AHa2100 + 2B (g0, Hi100) + 2B(q1, Ha000) ) wiw:
(A1 (K10, Hao00) + AHa010 + 2B(go, Hi010) + Ba(q0, 90, K10)) frwg
(A1(Ko1, Haooo) + AHa2001 + 2B(q0, Hi001) + Ba(q0, 90, Ko1)) Bawj
(C(qo, q1,q1) + AH1200 + B(qo, Hozo0) + 2B(q1, H1100))wow?
(241 (K10, Hio10) + AHu020 + A1(q0, K20))Biwo

(2A1(Ko1, Hioo1) + AH1002 + A1(qo, Ko2)) B3wo

(A1 (K10, Ho200) + AHoa10 + 2B(q1, Horio) + Ba(q1, g1, K10)) Biwi
(Ax(

(
(
(
(
(
(

)

Aq )
Ko1, Hoao0) + AHozo1 + 2B(q1, Hoio1) + Ba2(q1, a1, Kor)) Bow?

)

)B

Ay
2A1 (K10, Hor0) + AHor20 + A1(q1, Ka0)) Biwy

241 (Ko, Horo1) + AHoo2 + A1(q1, Ko2))B3w1

A1(K1o, Hi100) + AH1110 + B(q0, Ho110) + B(q1, Hi010) + B2(q0, ¢1, K10)) Brwows
A1(Ko1, Hi100) + AH1101 + B(qo, Hoto1) + B(q1, Hio01) + B2(q0, q1, Ko1)) Bowows
A1(Kot, Hio10) + A1(K10, Hi001) + AH1011 + A1(q0, K11)) B182w0

A1(Kot, Hot10) + A1(K10, Hot01) + AHo111 + A1(q1, K11)) f1fewr + ... (A.56)

e i i e e e S S S S S
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A.2.1. Linear and quadratic terms

Equating (A.55) with (A.56) and collecting the linear and quadratic terms in (w, §) by

leads to the equations

wo : Agy =0
wy Aq = qo
wy : AHooo0 = 2aq1 — B(qo, qo)

wowi : AHi100 = bg1 + Haooo — B(qo, q1)

w? . AHg0 = 2H1100 — B(q1, q1)
woBr: AHio10 = q1 — Ai1(qo, K1o)
woB2 1 AHyo01 = —A1(qo, Ko)
w111 AHoio = —Ai(q1, K10) + Hiowo

wiPB2: AHpio1 = —A1(q1, Ko1) + Hioo1 + @1

Left multiplying the equations corresponding to the quadratic terms with the adjoint

vector plT, yields,

0 = 2a — pi B(qo, 00);

0 = b+ p] Haooo — pi B(qo, q1),

0 = 2p{ Hi100 — pi B(a1, a1),

0=1-p{ Ai(qo, K10),

0= —pi A1(q0, Kon),

0 = —pi A1(q1, K10) + pi Hio1o,
0= —pi Ai(q1, Kor) + p{ Hioo1 + 1.

From the first two equations we have

1
a = §pI{B(QO7 QO)7
b= —p! Haooo + p? B(qo, q1).

Multiplying (A.57) with pl" from the left yields

1 Haooo = —pg B(q0, q0)-

It follows that
b = p¢ B(qo, 90) + p1 B(q0, 01)-

We thus recover the critical normal coefficients (a,b) for the generic Bogdanov-Takens

bifurcation.
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Multiplying (A.58) and (A.59) with pd from the left yields

Pl Hio10 = —pp A1(q0, K10),
Pl Hipo1 = —pp A1(q0, Ko1)-

Substituting into equations (A.64) and (A.65) gives

0= —pl Ai(q1, K10) — ¢ A1(q0, K10),
0= —pi A1(q1, Ko1) — pg A1(q0, Ko1) + 1.

Together with equations (A.62) and (A.63), one computes Kip and Koy by solving the
2-dimensional system

T
p1 A190 (10
<p0TA1qO+p{A1q1)([Klo Km])—(o 1).

The operator ANV defined in Lemma 4.6, can serve to tackle the remaining unknowns
in equations (A.57)-(A.61):

Hagoo = A™Y (2aq1 — B(q0,q0)) ,

Hi100 = A™Y (bg1 + Haoo0 — B(qo. q1)) »

Hozoo = A"V (2H1100 — Blar, 1)) ,

Hipro = A™Y (q1 — A1(qo, K10)) ,

Hygor = A™Y (= A1(qo, Ko)),

Horo = A™Y (= A1(q1, K10) + Hiowo)
(

Hoo1 = APV (= Ay (q1, Ko1) + Hioo1 + 1),

where ANV is as in (A.9). To ensure that 2H7100 — B(q1,q1) is in the image of A we
have to translate Hogog with a scalar multiple of gg. The solvability condition implies
that
2p{ Hi100 = p1 Blar, ¢1)
Let
Haoo0 = Haooo + 740,

where Haggp is given by ANV (2aq1 — B(q0, q0)), then

pt Hi100 = (A" po, Hi100)
= (po, AH1100)
= pp (bar + Haooo — B(qo, 1))
= pg Haooo + 7 — pg Blqo. q1).-
Therefore

1

~pi Blq1,q1) — p& Hao00 + p3 B(q0, q1)-

'7:2
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A.2.2. Cubic terms

Equating (A.55) with (A.56) and collecting the cubic terms in (w, ) by leads to the
equations

wi : AHzo00 = —C(qo, 90, q0) + 6aH1100 — 3B (g0, H2000) + 6dq1, (A.66)
wi: AHozo0 = —C(q1,q1,q1) — 3B(q1, Hozo0) + 3H1200,
wiwy : AHa100 = —C(qo, q0, 1) + 2aHo200 + 2bH1100 — 2B (g0, Hi100) (A.67)

— B(q1, Ha000) + H3000 + 2eq1,
w31 AHsgig = 2aHp110 — A1(Haooo, K10) — 2B(q0, Hio10)

— B2(q0, 0, K10) + 2H1100 + 20241, (A.68)
wiBo: AHom = 2aHpi01 — A1(Haooo, Ko1) — 2B(q0, Hioo1)

— B2(q0, 90, Ko1) + 2a1q1, (A.69)
wow? : AHya00 = —C(qo, q1, q1) + 2bHo200 — B(q0, Ho2o0) — 2B(q1, H1100)

+ 2H2100,
wof} 1 AHyg20 = —2A1(H1010, K10) — A1 (g0, K20) + 2Ho110, (A.70)
wofs : AHi02 = —2A1(Hioo1, Kor) — A1(qo, Ko2), (A.71)

wify: AHpo = —A1(Hozo0, K10) — 2B(q1, Ho110) — B2(q1, q1, K10) + 2Hu110,

wiBy: AHpr = —A1(Hoo0, Ko1) — 2B(q1, Hoi01) — Ba(q1, q1, Ko1)
+ 2Hp200 + 2H1101,

w1} : AHpiao = —2A1(Ho10, K10) — A1(q1, K20) + Hio20, (A.72)
w1fB3 : AHpro2 = —2A1(Hoto1, Ko1) — A1(q1, Koa2) + 2Ho101 + Hioo2, (A.73)
wow1 11 AHii110 = —A1(H1100, K10) + bHor10 — B(qo, Ho110) — B(q1, Hio10)
— Bs(qo, g1, K10) + Ho200 + Ha010 + ba2q1, (A.74)
wow1 P2 AHii01 = —A1(H1100, Ko1) + bHoi01 — B(qo, Hoi01) — B(q1, Hioo1)
— Ba(q0, q1, Ko1) + Hi100 + Ha001 + b1¢a, (A.75)

woB1P2 1 AHio11 = —Ai1(Hioo1, Ki0) — A1(Hio10, Ko1) — A1(qo, K11) + Hoio1, (A.76)
wiP1fe: AHpi11 = —Ai1(Hoior, K10) — A1(Hoiio, Ko1) — A1(q1, K11) + Hoto
+ H1011. (A77)

A.2.3. Coefficients Ky, Ki; and Ky,

To solve the coefficients Koo, Kgo and K11 we left multiply the systems in equations
(A.70), (A.72), (A.71), (A.73), (A.76) and (A.77) with pI
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0 =p] (=241 (Hio10, K10) — A1(q0, K20) + 2Ho110) (A.78)
0= p{ (=241 (Hoi1o, K10) — A1(q1, Kao) + Hiozo) , (A.79)
0 = pi (—241(Hio01, Ko1) — A1(qo. Ko2)) (A.80)
0 =p{ (—241(Hoo1, Ko1) — A1(q1, Ko2) + 2Hor01 + Hio02) , (A.81)
0 =p{ (—A1(Hioo1, K10) — A1(Hio10, Ko1) — A1(qo, K11) + Horo1) , (A.82)
0 =p{ (—A1(Hoio1, K10) — A1(Hot10, Ko1) — A1(q1, K11) + Hor1o + Hion) . (A.83)

Left multiplying equations (A.70),(A.71) and (A.76) with pJ yields
p1 Hioo0 = pg (—2A1(H1010, K10) — A1(q0, K20) + 2Ho110) ,
p1 Hioo2 = pg (—2A1(H1oo1, Ko1) — A1(q0, Ko2)) ,
p1 Hio11 = pg (—A1(Hioo1, K10) — A1(Hio10, Ko1) — A1(qo, K11) + Hoto1) -

By substituting these equations into (A.79), (A.81) and (A.83) we obtain

0 =pi (—241(Ho110, K10) — A1 (q1, K20))
+ph (=241 (Hio10, K10) — A1(qo, K20) + 2Hor10) ,
0 =pi (—241(Hoio1, Ko1) — A1 (a1, Ko2) + 2Hoi01)
Py (=241 (Hioor, Kor) — Ai(q0, Ko2))
(—A1(Ho1o1, K10) — A1(Hot10, Ko1) — A1(q1, K11) + Ho11o)
pi (—A1(Hioo1, K10) — A1 (Hio10, Ko1) — A1 (g0, K11) + Hoto1) -

Together with equations (A.78), (A.80) and (A.82), one computes Koo, Kp2 and K11 by
solving the 2-dimensional system

T
ot o ) o B 0D = (5 )
where
Ey = p{ (—2A1(H1o010, K10) + 2Ho110)
Ey = p{ (—2A;1(Hot10, K10))
+ p§ (=241 (Hio10, K10) + 2Hot10) ,
E3 = —2p{ A1 (Hioo1, Ko1)
Ey = pi (=2A1(Hoo1, Ko1) + 2Ho101)
Py (—2A1(Hio01, Kon))
Es = p{ (—A1(Hu01, K10) — A1(H1o010, Ko1) + Horo1)
Eg = p{ (—A1(Hoo1, K10) — A1(Hor10, Ko1) + Hor1o)
Py (—A1(Hioo1, K10) — A1(Hio10, Ko1) + Hoio1) -
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A.2.4. The coefficients aq, as, b1, bs,d and e.

Lastly, we need to solve the coeflicients a1, as, by, b2, d and e.

Left multiplying equations (A.66), (A.67), (A.69), (A.68), (A.75) and (A.74) with p! and

rearranging terms yields

d :éplT< — 6aH100 + 3B(q0, H2000) + C(qo, qo, C,Io)>’
e :%plT — 2aHogz00 — 2bH1100 + 2B(q0, H1100)
+ B(q1, H2000) — H3000 + C(qo0, 90, Q1)>-
ai Z;P1T< — 2aHo01 + A1 (Hz2000, Ko1) + 2B(q0, Hio01) + B2(qo, 9o, KOl))’
as —;P1T< — 2aHo110 + A1(H2000, K10) + 2B(q0, H1010) + B2(q0, 90, K10) — 2H1100>7

by =p

by =pi <A1(H1100, Ko1) — bHoi01 + B(q1, Hio01) + B2(q0, 1, Ko01) — Hi100 — H2001>7
(Al(Hnom K10) — bHo110 + B(qo, Ho110) + B(q1, Hi010) + B2(q0, g1, K10)

— Ho2o0 — H2010>,

Where the expressions pr{Hgom, plTHgom and p{Hgooo can be found by left multiplying
equations (A.66) (A.69) and (A.68) with p?

p1 Haoo0 = poT( — C(qo, 90, q0) + 6aH 1100 — 3B(qo, H2000)>,
p1 Haoo1 = p <2aH0101 — A1 (Hao00, Ko1) — 2B(q0, H1o001) — B2(qo, o, K01)>7

1 Hao10 = pp. <2aH0110 — A1 (H2000, K10) — 2B(q0, H1010) — B2(q0, 90, K10) + 2H1100)-
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B. Parameter-dependent normal forms
for codim 2 equilibrium bifurcations

B.1. Bogdanov-Takens bifurcation

Suppose that the system (ODE) at the critical parameter value ag = (0,0) € R? under-
goes a Bogdanov-Takens bifurcation at the origin. Then the smooth normal form on the
parameter-dependent center manifold takes the form

W = G(w, B)

_ w1
B < B1 + Bawr + awd + bwows + g1(w, B) >
+O([18llw?) + OB [lwl? + 18] lwl® + [lw]*),

where w = (wp, wy), 5 = (51, S2) and
91(w, B2) = (a182 + dwo) wg + (b1 B2 + ewp) wywp.

This normal form can be derived from |7]. The restriction of (ODE) to the two-dimensional
center manifold W€ at the critical parameter value ag can be transformed to the smooth
normal form

{ w(] = w1,
w1 = awd + bwowr + O(|| (wo, wr) ||?).

The following two-parameter family provides an universal unfolding of the codimension
2 Bogdanov-Takens bifurcation

. w1
_ B.1
v < Bi + Bawi + awd + bwow ) ’ (B.1)

[22]. In Figure B.1 the bifurcation diagram for ¢ = 1 and b = —1 is shown. A detailed
analysis of this, or equivalent unfoldings, can be found in many textbooks and articles,
see for example [5, 22, 34].

B.2. Transcritical Bogdanov-Takens bifurcation

Many articles in which Bogdanov-Takens bifurcations in DDEs are studied, deal with
models in which the steady-state remains fixed under variation of parameters [53, 55, 50,
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(

Figure B.1.: Phase portraits for the generic Bogdanov-Takens bifurcation given by (B.1)
with a = 1 and b = —1. There is a supercritical Hopf bifurcation curve, i.e.
the limit cycles in the Hopf bifurcations are stable; a homoclinic bifurcation
curve and a fold bifurcation curve, which all meet each other tangentially at
the origin. The Hopf curve is given by B9 = —/—p1 for 31 < 0. The fold

1
bifurcation curve is given by 81 = 0. At s = 7051 + (’)(5?/2) for 1 < 0,

there exists a homoclinic orbit which can be found by using Melnikov’s
integral, see [22].
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26, 38, 16, 31, 44]. Under this constraint the unfolding cannot be given by (B.1) anymore
and we have to consider the normal form

. w1
= . B.2
v < Brwg + Bowy + awd + bwowy ) (B2)

The trivial equilibrium at the origin undergoes a transcritical bifurcation at §; = 0.
Therefore, we will refer to this case as a transcritical Bogdanov-Takens bifurcation.

Without loss of generality, we assume that ¢ > 0 and b < 0. This will lead to supercrit-
ical Hopf curves. Other possible values can be obtained by straightforward reflections
(including time reversal). In particular, the reflection 5, — —f; together with the trans-

A

b
formation (wo, B2) = (wo — —, B2 + — 1) leaves the normal form (B.2) invariant. This
a

extra reflection symmetry compared with the generic Bogdanov-Takens bifurcation leads
to one additional Hopf and one additional homoclinic bifurcation curve. In Figure B.2
we have plotted the bifurcation diagram. For a more detailed analysis we refer to [27].
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B2y T,
(o 0
P
2 (1)
H 0 B
T P

3),H

Figure B.2.: Phase portraits for the transcritical Bogdanov-Takens bifurcation given by
(B.2) with @ = 1 and b = —1. In contrast to the generic Bogdanov-Takens
bifurcations there are now two Hopf and homoclinic bifurcation curves. One
Hopf curve is given by S = —(1 for 81 > 0. The other Hopf curve is given

by By = 0 for 51 < 0. At By = —gﬁl + O( f/2) for 51 > 0, there exists a

homoclinic orbit which can be found by using Melnikov’s integral, see [22].
1

The second homoclinic orbit is given by £y = ?ﬁl + O( f/ 2) for p; < 0,

which is derived using the extra reflection. Lastly there is a transcritical
bifurcation curve for 8, = 0.
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B.3. Generalized Hopf bifurcation

Suppose that the system (3.3) has an equilibrium z = 0 at the critical parameter value
ag = (0,0) € R? with the purely imaginary eigenvalues

ALQ = +iwg, wg > 0. (B.3)

Furthermore, suppose that the first Lyapunov coefficient ¢1(0) = 0, then the restriction
of (3.3) to the two-dimensional center manifold W€ can be transformed to the normal
form

= Ma)z + c1(a)z]z]* + ca(a)z)2)* + O(|2%), (B.4)

where A(a), ¢1(@), ca(«) are complex functions with wgli(0) = Re ¢1(0) = 0, A(0) = iwy
and wol2(0) = Re ¢2(0) # 0. Lastly, suppose that the map a — (u(a), f1(a)) is regular
at a = 0, Then, by the introduction of a complex variable, applying smooth invertible
coordinate transformations that depend smoothly on the parameters, and performing
smooth parameter and time changes, the system can be reduced to the complex form

2= (B1+10) 2+ Bazlz* £ 2|2/ + O(|]%).

B.4. Fold-Hopf bifurcation

Suppose that the system (3.3) has an equilibrium xz = 0 at the critical parameter value
ao = (0,0) € R? with the eigenvalues

)\1 = 0, )\2,3 = :|:in, (B.5)

where wp > 0. The restriction of (3.3) to the three-dimensional center manifold W can
be transformed to the normal form

20 = (@) + gao0(@) 25 + gor1(a)|z1]* + gzoo(@) 2 + g1 (a)zolz1 |
+O (|| (20,21, 21) 1)
21 = M)z + grio(@)zoz1 + ga10(a)w?z1 + goor (@) z1|z1|* + O (|| (20, 21,71) [|*)
(B.6)

where 29 € R, 21 € C, v(0) = 0,A(0) = iwp and the functions g;i(a) are real in the
first equation and complex in the second. If ¢110(0)go11(0) # 0, then, generically, the
restriction of (3.3) to the three-dimensional center manifold W¢ can be reduced to the
system

{ 20 :5(a)+bz(2)+c|21\2+(’)(|| (20,21,51)H4), (B 7)
21 = (52(0&) + in(Oé))Z1 + d2021 + 62821 + O(H (Z(), 21,51) ||4), '
where w, b, c and e are real functions of a, while d is a complex function of a:

w(0) =0, b(0)=g200, ¢(0)=go11, d(0)=gi10— z’w()%
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and

Regoo1 3 9300 111 0219200
e(0) = Re (9210 + g110 ( goar 29300 , 9 _ 90219 )
go11 29200 29011 go11

The normal form given by (B.6) is referred to as the Poincaré normal form, while the
normal form (B.7) is referred to as the Gavrilov normal form. As in the generalized Hopf
bifurcation, a time reparametrization is needed to transfer the Poincaré normal form to
the Gavrilov normal form. Therefore, we will use the Poincaré normal form to derive
the coefficients. If we furthermore assume that e(0) is non-zero and the map a +— f is
regular at & = «, the Gavrilov normal form (B.7) can be transformed into

{ 20 :ﬁ1+2‘%+8|21|2+0(” (20, 21,%1) |[4), -
= (Batiwo)n + (0+19) 202 + 2521 + Ol (20,21, 20) 1), |
where 0
s = sign [b(0)c(0)] and 0(0) = Re g100( )
9200(0)

Truncating the fourth order terms in (B.8) and making the substitution z = pe’? we
obtain the system
Zo =P+ 28+ sp?,
5 = (st 00+ ), (B.9)
® =wo+ V2

Removing the azimuthal term we obtain the amplitude system

: _ 2 2
{“f = ALtz et (B.10)
p =p(52+0z0+z0).

Equilibrium points of (B.10) with p = 0 correspond to equilibrium points for (B.8).
Equilibrium points of (B.10) with p > 0 correspond to periodic solutions for (B.8). Limit
cycles of (B.10) correspond to invariant tori for (B.8). Lastly, heteroclinic solutions of
(B.10) correspond to spherelike surface for (B.8).

Depending on the signs of s and #(0) in (B.10) 4 bifurcation diagrams for nearby param-
eter values can be distinguished:

I. s=1,60 > 0 subcritical Hopf bifurcations and no tori

II. s =—1,0 < 0 subcritical Hopf bifurcations and no tori

ITI. s = 1,0 < 0 sub- and supercritical Hopf bifurcations and torus "heteroclinic de-
struction"

IV. s = —1,60 > 0 sub- and supercritical Hopf bifurcation and torus "blow-up"
The stability of the torus depend on the sign of e(0). In Figure B.3 the bifurcation
diagram of the amplitude system (B.10) with s = 1,6 < 0 and e < 0 is shown. This

unfolding will be seen in the example in Section 8.8. For the remaining unfoldings of
(B.10) and a more detailed analysis we refer to [34].
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Nl o~ , -

@ xs ® =
WAANINVAN

Figure B.3.: Unfolding of the fold-Hopf bifurcation when s = 1,60(0) < 0 and e(0) < 0.

®
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Remark B.1. All results obtained for the truncated normal form (B.10) cannot be trans-
ferred back to the whole system (B.8). However, one can show using the Implicit Func-
tion Theorem, that the Neimark-Sacker, fold, and sub- and supercritical Hopf bifurcation
curves survive adding higher order terms to system (B.9).

B.5. Hopf-transcritical

As for the Bogdanov-Takens bifurcation, many articles in which fold-Hopf bifurcations
in DDEs are studied, deal with models in which the steady-state remains fixed under
variation of parameters. Under this constraint the unfolding cannot be given by (B.6)
anymore and we have to consider the normal form

20 = ()23 + gaoo(@) 25 + gorr ()21 + gsoo(@) 25 + g111(a)zo|z1|?
+0 (H (20721721) ”4) )
21 = M)z + grio(@)z021 + garo(a)w?z1 + gozr(@)z1|z112 4+ O (|| (20, 21, 71) [|*)
(B.11)
The bifurcation analysis can be carried out similar to the fold-Hopf case, [23]. An alter-
native approach is presented in [52]. There the transformation

21— 21 +0

is made to transform the amplitude system of the Hopf-transcritical into the amplitude
system (B.10). There are in general two solutions 6T, yielding to an additional Neimark-
Sacker bifurcation curve in cases III and IV compared with the fold-Hopf bifurcation.
Furthermore, the fold bifurcation curve becomes a transcritical bifurcation curve, which
meets the Hopf bifurcation curve transversely.

B.6. Hopf-Hopf bifurcation

Suppose that the system (3.3) at the critical parameter value oy = (0,0) € R? undergoes
two Hopf bifurcation simultaneously. Then the generator A contains two pairs of purely
imaginary eigenvalues

)\174 = j:wl, )\2’3 = :|:w2, (B.12)

where we assume that w; > we > 0. When no other eigenvalues on the imaginary axis
exists this phenomenon is called the Hopf-Hopf bifurcation or double-Hopf bifurcation.
Assume, furthermore that the non-resonance conditions

kwi # lws, k1> 0,k +1<5

are satisfied. The restriction of (3.3) to the four-dimensional center manifold W€ can be
transformed to the normal form
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21 = (w1 + B1) 21 + g210021]21 |2 + gro1121]22]? + g320021 |21 ]
+ga11121]21)2 222 + 910222122 + O (|21, 21, 22, 72|%) (B.13)
29 = (iwz + B2) 22 + g111022]21|% + goo2122| 22| + gaz1022|21|* '

+g112122]21)?|222 + goosezz| 22|t + O (|21, 21, 22, 72|°) |

where 21,22 € C? and gjkim € C. Moreover, if

(Re g2100) (Re g1011) (Re g1110) (Re goo21) # 0

and the critical eigenpairs cross the imaginary axis with nonzero velocities, then (3.3)
can be reduced to the system

21 = (iw1 + f1) 21 + %Pnzl\Zl’Z + pi2z1 |zl 4 ir 2|z |
—1—%8121|22|4 + 0O (“21,717 32772||6) )
29 = (iwg + B2) 22 + pa122]21]? + %p2222!22|2 + i5222\31|4

+irgzg|zal* + O (||21, 71, 22, 22||%)

where the coefficients p;; and s; are complex, while the numbers r are real. Moreover,
the real parts of the critical values are given by the expressions

Re < P11 P12 ) — Re ( 92100 g1011 >
P21 D22 gi110 goo21
and

(Re goo21)
(Re g1110)
(Re goos2)
(Re goo21)

4 _ ¢ Re gs200
Re g1110 Re goo21 (Re g2100
(6 Re go111 4R€ 93200 _ ERG 92100

Re gio11 Re g2100 Re g1011

1
Re s1 = Re gi022 + zRe gion11

<6 Re g1121 Re goo32
3

)
).

~— | — | —

1
Re so = Re g2210 + gRe 91110

Depending on the sign of

(Re p11) (Re p22) = (Re g2100) (Re goo21) ,

this bifurcation exhibits either ‘simple’ or ‘difficult’ dynamics for nearby parameter val-
ues. Each case includes many subcases depending on the signs of

_ Re gion 5= Re gi110

0= , = )
Re goo21 Re g2100

see [34]. Generically, in all cases there are two half-lines along which there is a Neimark-
Sacker bifurcation of limit cycles.
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In [1] a generalization of the Lindstedt-Poincaré method is used to approximate the
homoclinic orbit emanating from a generic Bogdanov-Takens bifurcation. In the first
Section we will shortly review the method and show the obtained results. In the second we
will apply the same method to the transcritical Bogdanov-Takens bifurcation. However,
in contrast to the generic Bogdanov-Takens bifurcation, there are two homoclinic orbits
to approximate. One homoclinic solution to the trivial solution and another to the
nontrivial equilibrium. These cases need to be treated separately. In the remaining
sections we list known asymptotics for codimension 1 nonhyperbolic cycles emanating
from generalized Hopf, fold-Hopf and Hopf-Hopf bifurcations obtained in [37|. Following
the same method as in [37] we also derive asymptotics for codimension 1 nonhyperbolic
cycles emanating from the Hopf-transcritical bifurcation.

C.1. Generic Bogdanov-Takens bifurcation

The smooth normal form for the restriction of a generic system (3.3) to its parameter-
dependent two-dimensional center manifold near the Bogdanov-Takens bifurcation is

w = Gl(waﬂ)

= o (C.1)
—\ B1+ fawr + aw? + bwows + g1(w, B) '
+ O(|B1]w)) + B2lw?) + OB wl® + 18] 1wl + [Jw]*),

where

g1(w, B) = (a1B2 + dwo) wh + (b1 B2 + ewp) wiwp.

To approximate homoclinic solution we take the normal form (C.1) and apply the singular
rescaling

4
61 = _7547 62 = 7527‘7
a
g2 el
wy = —U, w| = —, et=s
This gives
U= v,
b
0= —4+u2+€av(u+r) + 25 u? (a1b7 + du) (C.2)

+&3 Luv (bby7 + eu) + O(e?),
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or

b 1 1
ih—u 4= 5511(11 +7)+ €2¥u2 (a1b7T + du) + 539111'1 (bby7 + eu) + O(e?).  (C.3)

The dot now indicates the derivative with respect to s. For ¢ = 0, (C.2) is a Hamiltonian
system with the first integral

1 1
L(u,v) = 51}2 +4du — gug =h. (C.4)

The Hamiltonian system has a well-known explicit homoclinic solution (ug(s),vo(s))
given by

ug(s) = 2(1 — 3sech?(s)),

vo(s) = 12sech?(s) tanh(s).
This solution defines a homoclinic orbit to the saddle (2,0).

Introduce the non-linear transformation of time,

d¢
ds = w<<>7 (C5)

where w(() is a bounded function for all (. The new parameterization of time transforms
(C.3) into

d b 1 a1
w— (wit) —u®+4 = eawu(u +7) + e S u? (a1 + du) + asﬁuwu (bby 7 + eu) + O(eh).

d¢ a2
(C.6)
The homoclinic solutions of (C.3) can be parameterized by ¢ and approximate by
AN ANE e
v(¢ B vo (¢ v1(C va(C v3(C
2@ 17w 7] @@ 17 e |79 e [TOED €D
g 7o 71 T2 T3

By substituting the series expansion (C.7) into equation (C.6) and then successively
collecting the terms with equal power in €, the unknowns wu;, v;,w;(¢) for i = 0, 1,2, 3 and
7; for i = 0,1, 2 have been solved. One obtains the following second-order correction

m= o =0 m= () + (R0 - S ).
up(¢) = —6sech’(() + 2,
vo(¢) = 12sech?(¢) tanh(¢),
ui(¢) = 0,
vi(¢) = —2% tanh(¢)vo (),
us(¢) = 72(210a1b — 18b* — 147d) sech?(¢) — 22ubTd
0a(Q) = (3 + 2+ 3 — (3 + D) sec®(Q)) w(0).
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We omit the third order approximation to the homoclinic orbit, which has also been de-
rived. The second-order approximation to the homoclinic orbit of the smooth Bogdanov-
Takens normal form system is given by

2
wlt) = 5 (Thosu(0) + 0,
€ i
www:afzimvm)+m&x )
/Bl = _5547
B2 = 252 (10 +2m2) + O(e°).

\

Substituting (C.8) into equations (6.2) and (6.3) gives the second-order homoclinic pre-
dictors

10 b 5002 4
i (aTQKO1 T2 K10> ’
10b 1 1 !
T=¢ < - Hooo1 + UO(C)%) +é° <UO(C)¢1 + u1(C)¢>o>
a a a
50b° b
i 54( _ EH0010 + 1002 ——— Hogoo + 72H0001

10b

T Hwon(Q)) +0E), (€9

+ %’lm({)dﬁo + %m(()% + ! H2000U0(C) +

for the original system (3.3).

C.2. Transcritical Bogdanov-Takens bifurcation

Suppose that a smooth autonomous 2D ODE has an equilibrium with a double (but
not semi-simple) zero eigenvalue. It is well known (see, e.g. [22]|) that such system is
(C*°-equivalent near this equilibrium to the critical normal form

(b )OI (€10

aw + bwows

where w = (wp, w;) and the wg-component of the O(||w||®)-term is identically zero. We
assume that ab # 0, i.e. that we consider a non-degenerate (codim 2) BT singularity.
Any generic smooth two-parameter perturbation of (C.10), with the equilibrium at the
origin is hold fixed, is topologically equivalent near the origin to the system

H w1 3
pr— O
v < Brwg + Baw +aw(2)+bwow1 ) + O(JJwl]”),

where 8 = (31, 82) are the unfolding parameters [27]. To accurately approximate ho-
moclinic solutions in the two-parameter perturbation of (C.10), one has to consider the
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smooth normal form

w = G(w, B)

_ w1
= < Brwo + Bowr + awd + bwowy + g(w, B) > (C.11)
+ O8] wd) + OUBI lawll® + 18] > + e,

where
g(w, B) = (a1B2 + a2B1 + dwo) w§ + (b1 B2 + baBy + ewp) wiwp.

The next step is to study homoclinic solutions of the normal form (C.11). There are
two homoclinic orbits to consider, see (B.2). One, in which the trivial equilibrium is
the saddle to the homoclinic orbit, and the second, in which the nontrivial equilibrium,
which coincides with the trivial equilibrium for 8 = 0, is the saddle to the homoclinic
orbit. These two cases can be distinguished by the sign of 1, since the coefficients in
g(w, B) do not effect the linear approximation to the homoclinic orbits.

C.2.1. Homoclinic to the trivial solution

To approximate homoclinic to the trivial solution we take the normal form (C.11) and
apply the singular rescaling

b
/Bl = 627 BQ = 7527_7
a
g2 g3
wy = —U, w] = —, et=s
a a
This gives
U= v,
b
b= u(l+u)+e—v(u+r7)+e25u? (a1br + aaz + du) (C.12)
a
+&3 L uv (abg + bbi7 + eu) + O(e?),
or

b 1
i—u(l+u) =e—u(ut+T1)+ 52—2u2 (a1b7 + aaz + du)
a a (C.13)

1
+ 53?1“1 (aby 4 bby T + eu) + O(e?),

where 0 < ¢ < 1 and 7 are the new parameters. The dot now indicates the derivative
with respect to s. For e =0, (C.13) is a Hamiltonian system with the first integral
Lo on 13
L(u,v)zi(v —u )—gu = h. (C.14)

Every closed orbit of (C.14) surrounding (—1,0) corresponds to a level curve

T, = {(u,v) : L(u, v) :h,—% < h<0}.
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Figure C.1.: Contourplot of the Hamiltonian L in (C.14).

1
I'j, shrinks to the equilibrium (—1,0) as h — ~ and tends to a homoclinic orbit as
h — 0, see Figure C.1.

The Hamiltonian system L has a homoclinic orbit

uo(s) 3 —sech?(s/2)

vo(s) 2 \ sech®(s/2) tanh(s/2)
to the saddle at the origin. Indeed, substituting homoclinic orbit (C.15) into the Hamil-
tonian L yields

L(ug,v) = gsechA‘(s/Q) tanh?(s/2) — %sech4(s/2) + %sech6(3/2)
= gsech4(s/2) (1 —sech?(s/2)) — %sech4(s/2) + gseChG(s/Q).
=0.

Furthermore,

(u0(0),v0(0)) = (—3,0),
shows that the solution is indeed a homoclinic solution. Our next aim is to prove existence

of homoclinic orbits for the perturbed system (C.12) for € # 0, as done in [3] for the
general case. We introduce the Banach spaces

{<uo<ioo>,vo<ioo> = (0,0)),

t—o00 t——o00

Xo = {z € C(R,R?): lim 2(t) and lim z(t) exists}

with norm
|lzllo = sup {||z(¢)] : t € R}, || - || some norm in R™
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and
X1 = {Z S CI(R,RQ) 12,2 € Xo}, ||Z||1 = ||Z”0 + ”ZHO

With h = (z,¢) = (u,v,e) € Xp x R let us write (C.12) as
F(h,7)=0 (C.16)

where F': X1 Xx R x R — X x R is defined by
_( Z—g(ze 1)
F(h" T) - ( U(O) ) 9

with

g(z,e,7) = v +el b ’ + &2 0
T u(l+u) —v(u+7) a%uz (a1bT + aaz + du)
a
b3 0 + O,
a%uu (aby + bb1 T + eu)
The condition %(0) = v(0) = 0 is used to fix the phase of the homoclinic orbits.
Setting ho = (20,0) = (uo, vo, 0) we find

F(ho,7)=0 for all .

Hence we have a trivial branch (hg,7) of homoclinic orbits and we look for values of 7
at which bifurcation occurs.

Theorem C.1. Consider the two-parameter system (C.12) and assume that ab # 0.
Then equation (C.16) has an unique simple bifurcation point (in the sense of [9]) at
(h(),’l‘o) with

6

T0 — =-

7

The emanating C'-branch can be parameterized by €
(h(e),7(€)) = (2(¢),e,7(e)) € X1 x R2. (C.17)

It has tangent
((0).1,7'(0)) = (21,1,7(0))

where z1 = (uy,v1) is the unique solution in X1 of the linear system

u—v=0
‘ b and v(0) = 0. (C.18)
0—u(Rup+1) = 5v0(uo+m)
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Proof. Consider the linearization of F with respect to h € X; x R about the trivial
solution of (hg, 7)

FEy(ho, 7w = ( Lz g;Eg(;’O’T)E > , w = (z,e) = (u,v,¢e) € X3 xR.

where L : X; — X is given by (cf, (C.12))

Lz:(o_z?(;LS)le)), 2 = (u,v) (C.19)

We need a few facts from the Fredholm theory of linear differential operator Lz = z2 —
A(t)z which have the property that limy ., A(t) = lim;,_o A(t) exists and has no
eigenvalues on the imaginary axis (see |2, Lemma 2.2], and also [43, Lemma 4.2]; [24]).

(i). L: X1 — Xo is Fredholm of index 0;
(ii). dim N(L)= dim N(L*) where L*z = 2 + A(t)T z;
(ili). z € R(L) < [ WT(t)z(t)dt=0 V¥ € N(L*).

For the special case (C.19) we have
N(L) =span{Zp}, N(L*) = span {(—0q, o)} (C.20)

Using (i) and the bordering Lemma [2] we find that Fj,(ho,7) : X1 x R = Xy x R also
has Fredholm index 0. Since v(0) # 0 the only way that F}(hg,7) can have nontrivial
null space is the case

9e(20,0,7) € R(L).
By (iii), (C.20) and (C.15) this is equivalent to a vanishing Melnikov integral

0:/ (—v0,10)9:(20,0,7) dt

—00
B °© 3tanh (%) sech? (%) (%bT tanh (%) sech? (%) — %btanh (%) sech? (%)) i@t
| z

6b(7T — 6)
= — C.21

35a ( )
This is satisfied at 7 = 75 and we obtain
N (Fp(ho, 7)) = span {(z1, 1)}, R (Fy(ho,m0)) = R(L) xR (C.22)

where z; is the unique solution of (C.18).

The final condition for bifurcation from (hg,79) is (cf. [9])

Fuyr(ho, 7o) < le ) ¢ R (Fy(ho,0)) -
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Using (C.22) and once more (iii) and (C.20) this turns out to be equivalent to

% 9p tanh? (%) sech? (%) df — 3b
4a " 5a

O#KZGMMM%A%ﬁ”Mt:/

—00

which is true by assumption. O

Actually, the homoclinic branch is as smooth in € as (C.12). Introduce the non-linear
transformation of time,

dc
o = w(0), (C.23)

where w(() is a bounded function for all . Since w(() also depends on &, we can expand

w(¢) in a power series of &:

w(¢) = wo(C) + ewi(¢) + w2 () + w3 (Q) + .., (C.24)
Using that
d d¢ d d
PP dgdqu = W(C)dfcu = w(Q)
and P2 p
u=w(()~= (W),

ds? d¢
where the prime denotes the derivative of & with respect to the new independent variable
¢, the new parameterization of time transforms (C.13) into

d b 1
w— (wt') — @ (1 +4) =e—wil/ (i + 7) + e 0> (a1b7 + aag + dii)
d¢ a a (C.25)

1
- 53?@/ (aby + bby7 + ett) 4+ O(eh).

We approximate the branch (C.17) parameterized by &

e AW EANE AW

v - () U1 2 V2 3 U3 4
WO | T @@ [T @@ | T @@ [T e | O
T T0 1 T2 T3

(C.26)
Substituting (C.26) into (C.25) and collecting the terms of order £” gives the system

woi (wot) — (1 +o)io = 0.

dg

Then, for wg = 1 we obtain
ﬂg — (1 + ﬂo)fLo =0, (C.27)
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which is equivalent to (C.13) with € = 0 and thus has the exact homoclinic solution
up(s) \ _ 3 —sech?(s/2)
< vo(s) ) 2 ( sech?(s/2) tanh(s/2) ) - (C.28)

Substituting wp = 1 and (C.26) into (C.25) and collecting the terms of order !, €2 and
€3 gives the systems:

d b
Order(eh) :d—c(wla’o) 4wyt + 0 — (209 + 1) 4y = 5% (tio + 70) (C.29)

Order(s ) : wlul) + wdf + wg%) + watly

dg( dg(

N N N d X N
+ il — (200 + 1) s + w1 — (witiy) — a3

d¢ (
1 .
= gug (a1bo + aag + duyg)

b
+- (@ (1 + 1) +a’1(a0 + 70) + witiy(tio + 10)) , (C.30)

Order(e%) j{

(LUlUQ) + w1u2 + — (wg%) + W3ag

¢

dC (wgul) + wott] + 15 — (249 + 1)ds

+w1d< (wity) +W1dC

1, PN
= ﬁuo (aby + bby 7o + etp) Go

. d R L

(wgu{)) + wzd—g (wlua) — 207119
b/, . o o

+ 5(%(@62 + 7o) + 4y (g + 1) + (o + T0)

oy [ (@ + 71) + @) (o + 70)] + w [ (10 + TO)])

1
+ ? (’LAL(Z](alel + dﬂo) + 2@0@3(&1[)7’0 + aasz + dﬂo)) . (031)

We assume that for € # 0 the homoclinic orbit of (C.25) is still given by

X ¢
Q) = osech?(3),
2 ¢ ¢ (C.32)
0(Q) = Q) = —ow(Q)sech?(5tanh(3),
where o is a parameter that depends on &,
o =o00+c01 +e2o0 403+ .. .. (C.33)
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For which it follows that op = —3 and
i0;(¢) = JisechQ(g), i=1,2,3, (C.34)
0 (C) = <2w1 - 01) sech2(g)tanh(g), (C.35)
(C) = (;’WQ P 02> sech2(g)tanh(g),
35(C) = (;)w;), ~ v — on — 03) sechQ(g)tanh(g). (C.36)

Using assumptions (C.34)-(C.36) we solve the linear equations (C.29)-(C.31) for 4(¢) one
by one to determine 7;_1, o; and w;(¢) for i =1,2,3.

We multiply both sides of (C.29) with 4, and integrate both sides from ¢y to ¢, and get

¢ ¢
/ L (i) do + / Wil do (C.37)
¢o dg¢ o
¢ ¢
+ / il dz — / i (20t + 1) ity dae (C.38)
¢o ¢o
¢
= b/ (’&6)2 (g + 7’0) dx
a J¢

Differentiating (C.27) with respect to ¢ yields
i = g1+ 200),

so that

¢ ¢
/ il de — / i (1 + 2d0)da. (C.39)
o o

Using this expression and integration by parts we can simplify (C.37) and (C.38) to
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become
¢ d ¢ 5|¢ ¢
/ ab (i) do + / dheondl) de = wr ()] — / il do
o dg o o @)
¢
+/ tigwi iy dx
o
¢
A7\ 2
= W1 (u{)) N
o
¢ ¢ ¢ ¢
/ il dz — / i (200 + 1) 6 dz = / il dz — / il do
¢o o o o

(C.40)

from which we recover (C.21) and thus once more that 7o = 2. Taking the integration

boundaries {y = 0 and ¢ = oo in (C.40) we obtain

301

=0
4 ’

we which it follows that o1 = 0. To obtain w; we set the integration boundaries in (C.40)

from (y = 0 to ¢, which yields

%t&mh2 <g> sech? (g) w1(€) = %(6(10 cosh(¢) + cosh(2¢) + 9)

— 6(10 cosh(()

+ cosh(2¢) + 24)) tanh? <g> sech’ (C) .
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After simplifying we obtain
b3 ¢

Substituting o1 and wy into (C.34) and (C.35) gives the first-order correction to the initial
homoclinic solution (g, 9p)

¢

01(¢) = —%sech2(g)tanh2(§).

We can apply to same procedure to equation (C.30). First we multiply both sides with

— (watly) + Qpwaty + Ay — g (240 + 1) dg + dw — i (wl%)
g1 g . b ., .
= g | g (a1bmy + aag + dug) + - Uo (11 4+ w1 (o + 70))
Using the identity

¢ d 1 s 81 ¢ ¢
~1 “ ~1 i ~1 h4 S h4 S
/Co Ugw1 i (wluo) dx 5 (wluo) =399 ta <2> sec 5

we obtain the equality

¢

o

¢ ¢ ¢
+ (Ghdh — Gotiy)| + Sk tanh? ( ) sech? ( )
o Co Co

b
= fC [ %42 (a1bro + aas + dig) + uo (11 + w1 (o + 7'0))] dx.

wa (i1f)?

To this equation we repeat the last procedure of changing the integration variables and
obtain

T1 = 07
_ 3(6ab—336a1b—392aaz+441d)
et () stata- a0, )
9sech”( 2 ) (—4a*+4a(a—2b) cosh(¢)+6ab+49d
w2(§) = - 2 78442 3
with
N 3sech?($)(6ab—336a,b—392aas-+441d)
UQ(C) = - i (2) z 784212 a2 )
< 4(<

oa(¢) = — Stanh(§)sech’(5) <cosh(g) (362 — 78ab — 441d) + 336a;b(cosh(C) + 1)

+12a(4b — 3a) + 392aaz(cosh(¢) + 1))
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Lastly, we turn our attention to the third order terms. Multiplying both sides of equation
(C.31) with 4y yields

d
%d? (wriy) + dpuwray + %df (wstg) + Ggws iy
d d
+ 716'&% — 7566(2210 + 1)@3 + ﬂgwldfg (WQQALE)) + ﬁé)deiC (wl%)
. . NN b/, . NP
= g, gué (aby + bbyo + etg) o + o (’LLE)(’LLQ + 79) + G5t + T0)
. PR 1, .
+ witigT + wo [ua(uo + To)]) + = (ug(albn + duo))} )

Integrating both sides from &y to £ and simplifying yields

¢ ¢ ¢
N ~1\2 Al A~ A A
wy ()" +ws (dg)”| + (Gpts — asig)
o o o
. 243 tanh® (%) sech® (%) (—4a? + 4a(a — 2b) cosh(¢) + 6ab + 49d) B

21952a2 N

¢ 1 b
= / i [cﬂ% (ab + bby7o + ei) o + — (ag(az +72) + it (1o + 7o)
o
1
+ wilT + wa [0 + To)]) + 2 (ag(albﬁ + dﬂo))] da.

Changing the integration variables as above we obtain

_ 3(6a2b+686a2by—588a1 b* —686azab-+588abb; —686ae+735bd )

T2 = 2401a2b )

o3 =0,
w3(¢) = tanh (%) (W + C9> ’

where

3bd  3v*  21d e 39b 27
“8a3 T28a7 5642 T a2 1960 | 343’
_108afb*  8lasbd N 243d? N 1737a,0*>  5085bd
343a4 98a4 = 448a* = 2401a3 54883
36ai1ashb  27asd 229056  579asb  18b1b
100 2845 26391242 | 68642 4942
3e  3a3 5496  3by 27

T2 T 72 T 48020 T Ta 6867

Cs

€9
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Appendix C
with

u3(¢) = 0,

01 (5) s 5) (st ).
where

9d  9b? 81d 3e 1176 81
0 =16a3 " 562 11242 24  392a @ 686
_162a7b*  243a1bd N 729d*>  5211a,b?
343a4 196a*  896a* = 480243
15255bd  54ajash  8lasd  68715b2
T 1097603 T 4943 5643 537824a?
27a1b  1737agb  27b1b  81d 9e
1907 T 137242 4942 11242 T 14a?
9a3 31056  9by  9ay 81

14a2 ' 19208a¢ 14a ' 14a 1372°

C11

The second-order approximation for the emanating homoclinic orbit to the trivial equi-
librium for the normal form (C.11) is given by

2

wo(t) = % (tio(t) + et (t) + e2iia(t)) + O(),
3
wi(t) = % (B0(t) + ey (t) + e209(t)) + O(5),
B =€, (C.41)
Ba = (1o + 11 + €2m2) + O(e%)
_8b 5 (—588a1b? + 98a (—Tash + Taby + 6bby)

~ 74" 208
—686ae + 6b° + 735bd) ! + O(°).

Substituting (C.41) into equations (6.42) and (6.43) gives the second-order homoclinic

predictors

= (252 (10 + 527'2)> Ko,

10b 1 4 5002

1
= —H, - 24z 3 - —H ——_H
x < 7 Hooor + auo(C)¢0> e’ + avo(C)¢1€ + < - Hooto + 755 Hoooz

b /1 /100 e 1 50 288 146
(20 a8 2 (D + 22202 220 ) E
+a(a(49 ! b>+a2< 29" T og01” g )) 0001
1 1 1 ) 100 . s
+ 5U2(C)¢o + avl(C)fﬁl + ﬁﬂzooouo(o + -5 Hioo1uo(C) |e* + O(e”), (C.42)

Ta?

for the original system (3.3).
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C.2.2. Homoclinic orbit to the nontrivial equilibrium

To approximate the second homoclinic orbit emanating from the transcritical Bogdanov-
Takens bifurcation we use the transformation

b
p1 = _527 B2 = 7527—7
a
g2 g3
wy = —u, w; = —, et = s.
a a
This transforms the normal form (C.11) into
U= v,
b
0= u(lu—1)4+e-v(u+7)+ eza%zﬂ (a1bT — aaz + du) (C.43)
a

+53a%uv (—aby + bbyT + eu) + O(e?).

or
b 1

i—u(u—1)=—e—u(u+71)+ 52—2u2 (a1bT — aaz + du)

a a (C.44)

1

+ 537% (—aby + bby7 + eu) + O(e),
a

where 0 < ¢ < 1 and 7 are the new parameters. The dot now indicates the derivative

with respect to s.

For ¢ = 0 this system is Hamiltonian with the first integral
Lo o L3
L(u,v) = 3 (v* +u?) — U = h, (C.45)

which has the exact homoclinic solution

3
< uo(s) ) _ 1= 5 sech®(s/2) , (C.46)
vo(s) g sech?(s/2) tanh(s/2)

Every closed orbit of (C.45) surrounding (0,0) corresponds to a level curve
1
Iy, = {(u,v) : L(u,v) =h,0<h < 6}'

I'j, shrinks to the equilibrium (0,0) as h — 0 and tends to a homoclinic orbit as h — %,
see Figure C.2.

Theorem C.2. Consider the two-parameter system (C.43) and assume that ab # 0.
Then equation (C.16) has an unique simple bifurcation point (in the sense of [9]) at
(ho,To) with

1

™=z (C.47)
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0.5 |-

—0.5 |~

Figure C.2.: Contourplot of the Hamiltonian L in (C.45). There are periodic orbits sur-

).
1

rounding the trivial equilibrium. At h = 5 ~ (0.167 there is a homoclinic
).

orbit connecting to the equilibrium at (1,0

The emanating C*-branch can be parameterized by e
(h(e),7(e)) = (2(¢),¢,7(e)) € X1 x R%, (C.48)
It has tangent

(Z,(O), 1a T/(O)) = (21, 1a T/(O))
where z1 = (uy,v1) is the unique solution in X of the linear system
u—v=20

b —u(2uo—1) = Zvo(uo +70) and v(0) = 0. (C.49)

Proof. With h = (z,¢) = (u,v,¢e) € Xo x R let us write (C.43) as
F(h,7)=0 (C.50)
where F': X1 x R x R — X x R is defined by

P =(FTUT),

with
0
_ v 2 0
9(27&7)—< ulu—1) ) +5< SU(UJFT) ) te ( Lu? (a7 — aag + du) >
3 0 4
te ( Lui (—aby + bby 7 + eu) >+O(E )
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The condition %(0) = v(0) = 0 is used to fix the phase of the homoclinic orbits.
Setting ho = (20,0) = (uo, vo, 0) we find

F(ho,7)=0 for all .

Hence we have a trivial branch (hg, 7) of homoclinic orbits and we look for values of 7 at
which bifurcation occurs. Following the proof of (C.1), we obtain 7y from the vanishing
of the Melnikov integral

0:/ (_OO;UO)QE('ZO?()aT)dt
_ [ 3 t 2 (L) ]3 t 2 (!
_/_OO o tanh (2) sech <2> {Qthanh <2> sech (2)
3 ' 3 t t
2 hi=)(1=2sech?| = h? ( = 51
+ 2btan (2) < 550¢ (2)) sec (2>} dt (C.51)

6b(7T + 1)

=— C.52
35a ( )
.. . 1 .
This is satisfied at 7 = 19 = — Furthermore, we need to verify that
o0 ° 9ptanh? (i) sech? (i) 3b
0#/ emmw(maﬂﬁ:/ 2 2t = .
s o oo 4a da
Which is true by assumption. O

Using the nonlinear time transformation from (C.23), we obtain the second-order differ-
ential equation

d b 1
w— (wi') —a(d—1) =e—wd' (4 +7) + 52—2712 (a1bT — aas + da)
d¢ a ' a (C.53)
+ sggwﬁ’ (—abg + bby T + edt) @ + O(e*).

Substituting (C.26) into (C.25) and collecting the terms of order €” gives the system

wo——= (wo%) - fLo(ﬂo - 1) =0.

dg

Then, for wg = 1 we obtain
tiy — Gio(tip — 1) = 0, (C.54)

which has the exact homoclinic solution

3
(w9 )= s g (C.55)
vo(s) 3 sech®(s/2) tanh(s/2)
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Substituting wp = 1 and (C.26) into (C.25) and collecting the terms of order ¢!, €2 and
€3 gives the systems:

~ 1

d b
Order(e') : dC — (w1dg) + wiag + 4y — (249 — 1) 4y = a% (o + 70) , (C.56)

Order(g?) : (wlul) +widf + (wguo) + wall()

"d¢ dc
d
+ 4 — (209 — 1) g + wlcTC (wiag) — aF

1
= ﬁ (aleo — aag + dﬁo)
b
+ - (1%(’&1—I—Tl)+ﬂll(ﬂ0+7'o)+wlﬁ6(ﬂo+7’o)) (C.57)

a

Order(&%) :jC (

wlﬂé) + wity + (wguo) + w3y

¢
dC (wzul) + Wthlll + ﬁg (2@0 — 1)’113

X X d -
+wi— i (wlu’l) + w1 — a (w2u6) —i—cugd—c (witi) — 201 ig

1 ~ A A~
= guo (—aby + bby1o + etig) g
b, . L n n
+ = (o2 +72) + i (@ + 71) + @ (it0 + 70)
+ w1 [2%(’111 +71) +’ll/1(ﬁ0 —i—To)] + wo [’11/0(1)0 —1—70)])

1
+— (4§ (arbri + dig) + 200d) (a1bo — aas + diig)) (C.58)
We assume that for € # 0 the homoclinic orbit of (C.53) is still given by

: ¢
u == O'SGCQ*

€ =0rowat), o
B(O) = (Q) = —ow(seck (3 tanh(5).

where o and § is a parameter that depends on ¢,

(C.60)

o :Uo+601+€202+€303+...
) :(50+€(51+62(52+83(53+...
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For which it follows that o9 = —% and
;(¢) = 6; + UiSGChQ(%), i=1,2,3, (C.61)
0 (C) = <;’w1 - 01> sech2(g)tanh(g), (C.62)
02(¢) = <§wQ — oWy — 02> sechZ(g)tanh(g),
03(¢) = <2w3 — O1Wwe — Towy — 03> sech%%)tanh(%). (C.63)

Using assumptions (C.61)-(C.63) we solve the linear equations (C.56)-(C.58) for 4(¢) one
by one to determine 7;_1,0; 0; and w;(¢) for i = 1,2, 3.
We multiply both sides of (C.56) with 4, and integrate both sides from ¢y to ¢, and get

¢ ¢
/C ﬂf)jc(w1d6) d$+/§ tgw tg dz (C.64)
0 0
¢ ¢
+/< %ﬂ’l’daz—/c ag (24g — 1) 4y dz (C.65)
0 0
A
= 2 [ @0)? o7 a
0

Differentiating (C.54) with respect to ¢ yields

g = dh (249 — 1),

so that X C
/ ﬁlﬁ’o”dm _/ ﬁ1ﬁ6(2ﬂ0 — 1)d.’L‘. (C.66)
o o
Using this expression and integration by parts we can simplify (C.64) and (C.65) to
become
¢ g ¢ 6 ¢ ¢
/ i — (w1 i) dx—l—/ Ggwr g do = wy (dg) —/ Tipwi ) dx—i—/ ipw G dx
o dg o o o o
¢
1\ 2
= W1 (’U,é)) 5
o

¢ ¢ ¢ ¢
/ a0l da — / afy (200 — 1) Gy do = / Gy dx — / Uyl d
o G o o

0
¢ ¢
_ / il de — / il da
o o

¢

= (apiy — ddg)
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Therefore, (C.29) can be written as

¢ ¢
) =b/ (ah)* (a0 + 7o) da. (C.67)

Setting (o = —o0 or ( = oo gives
b (¢ 2, 6 b
O:a/co (Ua) (UO+T0) d$:£a(1+770),

from which we recover (C.47) and thus once more that 7p = —%. Taking the integration
boundaries (y = 0 and ¢ = oo in (C.67) we obtain

3

Z (51 + 0o 1) =0,
from which it follows that o1 = —d;. We set the integration boundaries in (C.67) from
¢o = 0 to ¢, which yields

1—36 tanh? (g) sech? (g) (01(12 cosh(¢) + cosh(2¢) + 15) + 12wy (€))

= %E sinh!” <g) csch’(€).

a

Taking the limit of ( — oo in the above expression implies that This condition implies
that

01 =0.
Here we used the function wy is a bounded function. Thus w(¢) is given by
3btanh (§)
O =-———2
1 Ta

Substituting 01,01 and w; into (C.34) and (C.35) gives the first-order correction to the
initial homoclinic solution (g, 0p)

1(¢) :—%seChQ(g)tanhQ(g).

We can apply to same procedure to equation (C.30). First we again multiply both sides
with 4,

N et Al AT en o, d N
(watl) + tigwatiy + Aoty — g (240 — 1) Gz + Ghwr — (w17g)

g ac

g1 1. A b o
= g, ?u% (a1bmo — aaz + dig) + " (a1 + wiiig(do +70)) |-
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Using the identity

¢ 1, . 25920 ¢ ¢
/ w1 — i@ (wluo) dx = 3 (w1ig) . 10 a2 h!?2 <2> csch®(¢)
0 Go
we obtain the equality
¢ b2 ¢
wo (h)? + (At — G90)|  + 292 — sinh'? <2> csch®(¢)
0 o ab o
_ fCo T § (a1bmo — aag + dug) + uo (11 + wi(tp + 70)) -
Taking the integration boundaries as before leads to
T =0
a1b+7aa
5y — a +$ 2—7d
_ 3(56a1b+392aaz+6b>—343d)
72 = 78402
_ 4(9b2+49d) cosh(¢)—18b%—245d
w2(€) - 392a2(cosh(¢)+1)
with
( N sech? ( )
U2(C) =  —=gzu5~ | 56a1b(cosh(¢) — 2) + 392aaz(cosh(¢) — 2)
—18b% — 392d cosh(¢) + 637d> :
o 3tanh sech?
02(Q) = W (56a1b(cosh(C) + 1) + 392aaz(cosh(¢) + 1)
+21 (2% — 7d) cosh(¢) — 12 (b* + 494) >

Lastly, we turn our attention to the third order terms. Multiplying both sides of equation
(C.58) with g yields

— (wsdg) + Gpwsag + Gyt — 4g(2a0 — 1)ds
d N

dC (wguo) + uowg iC (wlub)

e (ont) + i

1. . b/, . o
= ﬁué (—aby + bbyTo + etg) Uy + o (ug(uQ + 72) + @b (o + 70)
1 .

“+ w1 [Z%(ﬂl + 7'1) + ﬁll(fto + To)] + wo [ﬁé(ao + To)]) + —= CL2

(a1b7'1 =+ duo)

Integrating both sides from &y to £ and simplifying yields
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¢ ¢
w3 (@6) + ('[Lgﬂg - 123’[1/0,)
o o
27b tanh? (§) sech® (§) (4 (9% + 49d) cosh(C) + 1882 + 2454)
* 2195243
108bsinh ' (§ ) csch”(€) (56a1b + 392aa; + 662 — 343d)
- 34343

<1 b
= / ?ﬂé (*abg =+ bblTo + eﬂo) ug + 5(@6(112 + 7'2) =+ ﬂlz(ﬂo + 7'0)
¢o

1
+ wi [iig(ay + 1) + @ (o + 10) ] + w2 [dg(do + To)]) + —5t5(arbry + dio) dz.

Changing the integration variables as above we obtain

_ —49a1b%+49a(—Tazb+T7aba+bb1)—343ae+18b3+490bd

2 - 2401a%b ;
55 =0,

o3 =0,

w3(C) = —1reamas [19208&353 cosh(¢) + 3tanh (%)

x <7sech2 (§) (~1372a¢ + 186° + 147ba)

+12 (98a1b* — 98a (—Tagb + Taby + bby) 4 686ae + 6b° — 637bd) ﬂ :
with

03(¢) = —m [3 tanh? (%) sech? (%)
+6(588a1b® — 196a (—21agb + Taby + bb;)
+1372ae + 54b° — 3675bd)>] .

The second-order approximation for the emanating homoclinic orbit to the trivial equi-
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librium for the normal form (C.11) is given by

wo(t) = f (0(t) + etin (t) + e2aa(t)) + O(°),

wy (t) = i (do(t) + b1 (t) + 202(t)) + O(9),

By = —¢, (C.68)
By = 62(7'0 +em +€2T2) + 0(65)
1b 4 1 2 2
= _— 43a°by — 49a1b° — 34 b+ 49ab1b
7a€ + 210143 (3 3a“by 9aq 343aasb + 49abq

—343ae + 18b* + 490bd) £* + O(°).

Substituting (C.68) into equations (6.42) and (6.43) gives the second-order homoclinic
predictors

- bK K 24 b2K+bK+1K+
o = Ta 01 10 | € 98&2 02 7a 11 2 20

24011a3 (343a®by — 343aazb + 49abbl — 343ae — 49a1b” + 18b° + 490bd) K01> e,
1 , 1 , 1
T = aéboUo(C)f +o (pou1(C) + P1vo(Q)) € + 52 2070 H1001u0(C)
— 2aH1010u0(¢) + Haooouo(¢)? + 2apous(C) + 2a¢1U1(C)> + 0(e°), (C.69)

for the original system (3.3).

C.3. Generalized-Hopf bifurcation

The normal form is given by
2= ANB)z +ar(B)zlz’ +ea(B)zlo' + O(l2%),  ze€C, (C.70)
where A(0) = iw. This bifurcation is characterized by

fl = Re(cl(O)) = 0, 52 = RG(CQ(O)) 75 0.

It is well known that a curve LPC of fold bifurcation of limit cycles emanate from this
point. To approximate this curve we substitute z = pe™, A\(8) = iw+B1+iby (8)+O(|3]?),
with b1(0) = 0 and Re(c1(0)) = B2 + O(|B)?) into (C.70) and truncate the normal form
the fifth order in z

2= pe'¥ + pithe™?
= (iw + B1 + ib1(B)) pe™ + (B2 + Im(c1(0))i) p°e™ + (L2 + Im(c2(0))i) poe™
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Separating the real and imaginary parts yields

Y =w+b(B)+Im(c1(0))p? + Im(cz(0))p.
The curve LPC occurs when
0= pi+ Bap® + lap’,
0= 2B9p+ 4lyp3.
Therefore, the curve LPC in (C.70) can be approximated by
p=E¢ B = laet, By = —209€?, (C.72)

for € > 0. From the second equation in the amplitude system (C.71) we obtain an
approximation for the period given by

21

w0+ 2018+ 218 + Im(er (0))e2
B1 Ba

_ 27 (C.73)

a )
w+ <Im(cl(0)) - 2€2b1> €2
65"
using equitation (C.72). For a fourth order approximation in € also the seventh order

derivatives would be needed, see [40, Remark 3.3.2]. Lastly, to approximate the cycle we
substitute z = ee™¥ and (C.72) in (6.82), this gives

T —

x=H(ee™, ee ™ lyet, —205€%)
= 2Re(ew¢)e + (Hnoo — 209 Hpgo1 + Re(eMHgogo)) €

A 1 . A
+ (—452 Re(e™ Hioo1) + 3 Re(e*¥ Hso00) + Re(eszwo)) e +0(el!), (C.74)

with ¢ € [0, 2m).

Since 1 = Re(c1(0)) = B2 + O(|B]?), it is easy to see that the Hopf curve in the original
system is related to the truncated normal form by

(5175272) - (07670)
for € # 0 small.

C.4. Fold-Hopf bifurcation

Following [37] we truncate the normal form (B.6) to obtain the system
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20 = B+ 920028 + goi|z1* + gii1zo0]21 % (C.75)
%1 = (iw+ B2 +1ib1(8))21 + 91102021 + g2102821 + go2121]21 %,

with b1(0) = 0. Letting z; = pe™ we have

2 = pe'? + pipe™
= (iw + B2 +ib1(B))pe™ + gr10z0pe™ + ga1025pe™ + goare™ p’.

Separating the real and imaginary parts yields the three dimensional system

20 = B1+ 20028 + go11p? + gi1120p%
p = p (B2 + Re(g110)z0 + Re(g210) 25 + Re(go1)p?) , (C.76)
Y =wo+b1(B) + Im(g110)20 + Im(g210) 23 + Im(goa1)p*.

The first two equations are independent of the third equation and can be studied sepa-
rately. Therefore, we consider the system

20 = B1+ 920028 + go11p* + gr11200%,
| ; : (€77
p = p (B2 + Re(g110)z0 + Re(g210)28 + Re(go21)p?) -

A Hopf bifurcation in the system (C.77) corresponds to a Neimark-Sacker bifurcation in
the original system. The Jacobian of (C.77) is given by

J— ( 2920020 + G111
p (Re(g110) + 2 Re(g210) 20 + Re(goz1))

2g011p + 29111200 >
B2 + Re(g110)20 + Re(g210)23 + 3Re(go21)p? )

Eigenvalues of J are purely imaginary when the trace of J vanishes, i.e.
2920020 + g1119° + B2 + Re(g110) 20 + Re(g210) 25 + 3 Re(goz21)p® = 0

and the determinant of J is positive. Let p = €, then the approximation to the Neimark-
Sacker curve can be obtained by solving the system

0= PB1+ 920022 + go11€> + g11120€2,
0= ,32 + Re(gno)Zo + Re(ggl())?:g + Re(gogl)GQ,
0= 2g20020 + g111€> + B2 + Re(g110)20 + Re(ga10) 28 + 3 Re(goz1 )€

for (zo, 1, B2). We obtain
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(2Re(go21)+g111) 2

0T T g0 ©
B = —gone€, (C.78)
By = Re(g110)(2Re(go21)+g111) —2 Re(go21)g200 €2

29200
Substituting (C.78) into the determinant of J and expending in e yields

detJ = -2 (g011 Re(gno)) 62 + O(€4>.

We conclude that for € small the determinant of J is positive when gg11 Re(g110) < 0.
An approximation for the period of the cycle for the Neimark-Sacker predictor can be
obtained from the third equation in the system (C.76), yielding

T 2T

0 0 )
w+ Eblﬁl + @5152 + Im(g110)20 + Im(g210) 23 + Im(go21)€?

Here (zg, 51, 82) are as in (C.78). Lastly, to approximate the cycle itself we substitute
21 = ee™ and (C.78) into (6.89), this gives

xr = H (Z(), €€iw, 66_7;1/}7/31752>

; R 2R — 2R
— 2Re (ew¢1) - ( e(g110) (2Re(goa1) + g111) e(g021) 9200

5 Hoooo1
9200

2Re(go21) + 9111 -
— go11Hooo10 + Ho1100 — ( (9292()]0 J ¢o + Re (62Z¢H02000> e,

with ¢ € [0, 27).

C.4.1. Fold

The fold curve in the normal form is obtained by substituting p = 0 in the system (C.77).

Then p5 is unrestricted and
zZ0 — + —ﬂ.
9200

The fold curve is therefore given by

(B1,B2) = (0, B2) .

C.5. Hopf-transcritical bifurcation

As in the fold-Hopf bifurcation in the previous Section we truncate the normal form
(B.11) to obtain the system
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20 = Bizo + 920028 + go11|z1|* + g11120|21 )%, (C.79)
Z = (iw+ B2 +1ib1(B))21 + 91102021 + G210282 + go2121|21/?,

where b (0) = 0. Letting 23 = pe’¥ we have

2 = pe'? + pipe™
= (iw + B2 +ib1(B))pe™ + gr10z0pe™ + ga1025pe™ + goare™ p>.

Separating the real and imaginary parts yields the three dimensional system

20 = Br20 + 20028 + go11p® + 111200,
p = p (B2 +Re(g110)z0 + Re(g210) 25 + Re(go1)p?) , (C.80)
Y =wo+ b1(B) + Im(g110)20 + Im(g210) 28 + Im(go21)p*.

The first two equations are independent of the third equation and can be studied sepa-
rately. Therefore, we consider the system

{ 20 = Przo + 92002‘3 + go11p? + g111200%, (C.81)
p = p (B2 + Re(g110)z0 + Re(g210)28 + Re(go21)p?) - '

A Hopf bifurcation in the system (C.81) corresponds to a Neimark-Sacker bifurcation in
the original system. The Jacobian of (C.81) is given by

J— ( B1 + 2920020 + g1119
p (Re(g110) + 2 Re(g210)20 + Re(go21))

2g011p + 29111200 >
B2 + Re(g110)20 + Re(g210)23 + 3Re(go21)p? /)

Eigenvalues of J are purely imaginary when the trace of J vanishes, i.e.
B1 + 2920070 + g1119° + B2 + Re(g110) 20 + Re(g210) 25 + 3 Re(go1)p” = 0

and the determinant of J is positive. Let p = €, then the approximation to the Neimark-
Sacker curve can be obtained by solving the system

0= PB120+ 920022 + go11€> + g11120€%,
0= 52 + Re(guo)Z() + Re(gglo)zg -+ Re(gogl)ez,
0= B1+ 2920020 + g111€% + B2 + Re(g110)20 + Re(ga10)22 + 3 Re(goa1 )€

for (zo, 1, B2). We obtain
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'Z __ Re(go21)e’£L
0 = 9200 )
Bi = —gone® + 2L,
fo = ﬁ (Re(9021)62 ((Re(g110) — 9200) 9200 £ 2 Re(g210)L) (C.82)
+g200 (£ Re(g110) L — go11 Re(g210)€*) — 2Re(goz1)? Re(9210)64>,

where L = e\/Re(g021)262 + g0119200- Substituting (C.82) into the determinant of J and
expending in € yields

det J = -2 (9011 Re(gno)) € + 0(64).

We conclude that for e small the determinant of J is positive when go11 Re(g110) < 0.
An approximation for the period of the cycle for the Neimark-Sacker predictor can be

obtained from the third equation in the system (C.80), yielding

T 2T

0 0 ’
w+ Eblﬂl + @51& + Im(g110)20 + Im(g210) 25 + Im(goo1)e?

Here (29, 51, 82) are as in (C.82). Lastly, to approximate the cycle itself we substitute
21 = ee™ and (C.82) into (6.89), this gives

r=H (Z()7 6€i¢, 66_7;1/)7 617 /82)

= (:F\/g%% + 2Re <6w¢1)) €+ < £ 2,/90119200 Re <€i¢H01010)

+ Re (62in02000> + Ho1100 — 29011 H10010 F 2

1/ 90119200 Re (ew Hnooo)

9200
R Re j
49O o — Mqo +2 (9110) VGo119200 Re (e’meom)
29200 9200 9200
Re (g110) go11
— MH 10001 | €2,
9200

with ¢ € [0, 27).

C.5.1. Transcritical bifurcation

The fold curve in the normal form is obtained by substituting p = 0 in the system (C.81).
Then S, is unrestricted and
b

9200

zZ0 —
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The fold curve is therefore given by

(B1,82) = (0, B2) .

C.6. Hopf-Hopf bifurcation

We take the normal form (B.13) and truncate to the third order

{ Z = (iwy + 1 +1b1(B)) 21 + g210021| 1) + gro1121|22/%, (C.83)

29 = (iwg + B2 + ib2(B)) 22 + g111022|211 + gooz122]22|°.

Letting (21, 22) = (plei¢1,pgew2) we have

7y = pre™t + prigh e

= (w1 + B1 + ib1(B)) p1e™* + gar00pie™" + gro11p16™" p3,
Zy = pae'2 + poithae’?

= (iws + B2 + ib2(B)) p2e™™ + g1110p26™? p + gooa1p5e™”.

Separating the real and imaginary parts yields the four dimensional system

p1=p1(B1+Re(g2100)pT + Re(g1011)p3) »
p2 = p2 (B2 + Re(g1110)pT + Re(g0021)p3) »
U1 = wi+b1(8) + Im(g2100)p? + Im(g1011)p3,
o = wo + ba(B) + Im(g1110)p7 + Im(goo1)p3-

(C.84)

There are two semi-trivial equilibria

3 B
(p1,p2) = ( —Re(g;w())=0> (L) = (O’ _Re(9(2)021)>

of the amplitude system of (C.84). Translating to the original system provides the Hopf
bifurcation curves

Hy = {(p1,p2) : B1 =0}, and  Hy = {(p1,02) : B2 =0} .

A nontrivial equilibrium to the amplitude system is given by

(p1,p2)

_ ( VB2 Re gio11 — B1 Re gooa1 VB2 Re g2100 — B1 Re g1110 >
VvRe goo21 Re g2100 — Re g1o11 Re gi110” vRe g1011 Re 91110 — Re gooz1 Re 92100
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and corresponds to a torus of the original system. When

Re(g1110)81 = Re(g2100) 52 (C.85)

the nontrivial equilibrium coincides with the first semi-trivial equilibrium, and thus giving
a predictor to a Neimark-Sacker bifurcation curve. Similarly, when

Re(goo21)B1 = Re(g1011)52 (C.86)

the nontrivial equilibrium coincides with the second semi-trivial equilibrium, and gives
a predictor for a second Neimark-Sacker bifurcation curve. Therefore, we obtain two
Neimark-Sacker bifurcation curves in (C.83), with approximation given by

(p1,p2,51,B2) = (6,0, —Re(ga100)€%, — Re(g1110)€%) , (C.87)
(p1,p2, 81, 82) = (0,¢, —Re(g1o11)€®, — Re(gooa1)€?) '

where € > 0, which coincide with the predictors given in [37| and [41].

Period An approximation for the period of the cycle for the Neimark-Sacker predictors
can be obtained from the third and fourth equation in the system (C.84), yielding

2
T = 9 B) )
w1 + —b1(B8)B1 + —b1(B) B2 + Im(ga100)€>
b1 B2
T — . 827T .
wa + —ba(B)B1 + —b2(B) B2 + Im(goo21 )€
b1 B2

Here (1, 52) are as in C.85 and (C.86), respectively. Lastly, to approximate the cycles
we substitute z; = ee’¥! and (C.85), and zp = ee’¥2? and (C.86) into (6.100). We obtain

r=H <€ei¢1’ 66_2‘% ; 07 07 ﬁb 62)

— 2Re (eiwlqbl) €+ ( — Re(g1110)Hoooo1 — Re(g2100)Hooo10

+ Hi10000 + Re (62i¢1H200000> )62

and

r=H <0, 0, ™2, ee’wz,ﬁb&)

= 2Re (eiw@) €+ ( — Re(g0021)Hoooo1 — Re(g1011)Hooo1o

+ Hoo1100 + Re (egw1 Hoozooo) )62

with 1 € [0, 27).
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D. Nonuniqueness problem with the
second-order predictor

Below we illustrate that the second-order homoclinic predictor derived in [1, 32] is not
unique. We show that there is a transformation which does not affect the ‘form’ of
the normal form, but does alter the predictor. Two possible directions of solving the
nonuniqueness of the predictor are presented.

We take the smooth normal form for the generic Bogdanov-Takens bifurcation and trun-
cate

To =@,
1 =a;+ar) + (a+ ajag) 13(2) (D.1)
+ (b4 biag) xoz1 + da:g + eacgml.

The second order predictor is given by

Q] = _7547
b 10 1 (100 1 [ 288 500 146 (D-2)
2 2 2
az= -¢ <7+5 (a (b —45) + &= (mb T +Ed>>> :
The transformation
xg = wo+ &rwoPa = wo (1 +&762) ,
ry =w +&wife =wi (14 &62), (D.3)

ar =1+ &Bife =P (1+E&b),

ay = .
gives the system
Wy = wi,
Wy = B1+ fowr + awd + bwiwo + (a1 + a&y + a1B2€7) Pawd

+ (by 4 bé7 + b1 Bakr) Bawrwg + (d + 2B2dEr + F3dE3) wi
+ (e + 26267 + ﬁ%ef?) wywd,

which is included in the smooth normal form. Truncating to the third order gives
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wy = wi,
w1 = B1 + fawr + awd + bwiwo + (a1 + a&r) Bowd + (by + bE7) Bawrwy (D.4)
—i—dwg + ewlwg,

which has the second order predictor

4
Bl = _7845
a

b a a
Pr= ¢ (170 +e? ( (G0 (b1 +0&7) —45) + o (225081[72 2= i; ) 4 %d»)

_ Y 2(10, 2(1 (100 1 (28872 50bay | 146 50b¢
= 4° (7+5 ( (Ggbr — )+a7<2401b 451+@d>+ a497>)’

(D.5)
Substituting into the transformation (D.3) does not give back (D.5). However, this is to
be expected since the predictors are not solutions to the systems, but approximate the
solutions. The problem is that the predictor is invariant under the transformation in the
K11 direction, which corresponds to the term £ in the transformation (D.3). Indeed,
the systems (D.1) and (D.4) are related by the transformation

5052 4 >

K K

b
a= fme& + (TQKOl +
7 a a

in which no K7j; term is present. Therefore, the transformation (D.3) gives a predictor
for the system (D.4), which cannot be transformed back to the original system. One way
to solve this problem is to use the freedom in Higgr — Higo1 + £7¢o to make K71 vanish.
This can be done since

K11 = 21 Ko,
where
2 =pf <H0101 — A1 (K10, Hooo1) — A1(Ko1, Hooro) — B(Hooot, Hoo1o) — J2(Ko1, K10)>
and Hyig1 can be translated by f{(]l(n = Ho101 + £&7¢1. Then for
& =p1 (H0101 — A1(K10, Hooo1) — A1(Kot, Hoo10) — B(Hooo1, Hoo10) — J2(Ko, Klo))

we have Ky; = 0. However, with this line of reasoning Hpig; should be made zero as
well, since the systems (D.1) and (D.4) are related by the transformation

106 1 1 1 4
r=¢ < Hooo1 + UO(C)QO) +&3 <avo(C)Q1 + aUl(C)QO) + 64( — EHOOlO

Ta
500° b 1 1 1

* 194 —5Hoooz + 7‘2H0001 + uz(C)Qo + EUI(C)Ql t 5.2 — Hagooug(€)
10b

+o 2H1001U0(C)> +0(e),
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in state space. Although this can be done in this specific situation, this may not be true
in general.

Another way to try to solve the problem is to include the K7; term into the predictor,
i.e. we use the predictor

106 b 50b° 4 40b
= ——Kne’ + | Ko + Koz — —Kio | e* — — K11¢€°. D.6
o= Hoe + <aT2 01t 1052 102 — o 10>€ Tg2 e (D.6)
In Figure D.1 we compare these two strategies for the system
Ty =T+ wrriag,
— ) (D.7)
T1 = a1+ ezt + axrg + broxy.
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0.01 —

-0.01 —

-0.03 —

-0.04 —

alpha2

-0.05 —

-0.06 —

-0.07 —

-0.09 —

alphat ©10°3

Figure D.1.: Comparison of the predictors using the freedom in Hypg1 — H1go1 +&7qo, for
the systems (D.7) with w7 = 12 in parameter space. The dark blue curve
is the computed homoclinic curve. The black curve is the predictor as it
is implemented now. The red curve is the predictor with K1; made zero.
Lastly, the green curve is created by using the extended predictor (D.6)
without using any freedom.
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