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1 Introduction

1.1 Serious games

Over the past decades serious games have become a new possibility to learn or

train. What exactly is a serious game? Crookall [1] states that, even for the known

concept ’game’, there is no consensus about the definition. For the term serious game

Crookall prefers computerized simulation/game for training or learning. The term

serious game is widely criticized, since it would imply that these ’games’ are serious

instead of fun. Zyda [2] defines a serious game as ‘a mental contest, played with

a computer in accordance with specific rules, that uses entertainment to further

government or corporate training, education, health, public policy, and strategic

communication objectives’. In this thesis the widely used term serious game (or SG,

in short) is used.

Since the field of serious games is rather new, an incomplete selection of devel-

opments in various fields will be summarized in the following section.

1.2 Types of serious games

Some of the most common serious games are games for rehabilitation and exercise

games (sometimes called ”exer-games”). For rehabilitation one could think of dex-

terity rehabilitation [3] or stroke rehabilitation [4]. For exercise games the main

goal is to stimulate movement for a certain target audience, like elderly [5], or obese

people [6, 7].

In the medical field serious games are often used to treat patients or to simulate

difficult procedures for doctors or surgeons. SGs exist for disorders like Alzheimer

[8, 9] or eating disorders [10]. For physician training many SGs exist, like knee

replacements [11, 12], surgery simulations [13], and SGs about cancer genetics [14].

Because many researchers expect that SGs probably work well with autistic

people, several games have been developed for this target audience. One of the

characteristics of the autism diagnosis is the lack of emotion recognition and the ex-

pression of emotions. SGs can help to learn to copy emotions [15] or, train emotions

[16].

As more and more attention arises for the energy consumption, many SGs have

been developed in this area. SGs to save energy in households [17], to save energy

in office environments [18], to stimulate energy awareness [19], and to inform people

about smart grids [20], are examples of this development.

For business settings SGs can be used to regulate the emotions in finance decision-

making [21], to improve negotiation skills [22], or to improve coaching skills [23].

Dangerous situations in working conditions, like a fire drill [24], can also be simu-

lated.

Most of the above games simulate a problem in the real world and have a learning

goal for the learner. The learner is a person who plays the serious game, and is

considered the target audience. ‘Good’ games provide the learner feedback on his or

her actions, so that the learner knows his or her progression and can improve his or

her performance [25]. This feedback is meant to support the learner in the process.
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1.3 Feedback

Several kinds of feedback play a role in serious games. Low-level sensory information,

like tactile, auditory, or visual feedback, provides perceptual feedback in serious

games. Think of a beeping sound when a key is pressed. The feedback (output)

given by the serious game is the result of the input of a learner. We focus on

feedback in serious games in an educational context.

Hattie et al. conceptualize feedback as ‘information provided by an agent regard-

ing aspects of one’s performance or understanding’ [26]. An agent can be a teacher,

book, peer, or a computer. Feedback thus is a consequence of performance, and is

used to reduce discrepancies between current understandings and performance and

a goal. To reduce discrepancies three feedback questions are identified: Where am I

going? (Feed Up) How am I going? (Feed Back) and Where to next (Feed Forward)?

According to Jaehnig et al. [27] the content of the feedback can contain knowledge

in several ways. The authors present several types of feedback, like: knowledge of

results (e.g. “correct” or “wrong”), knowledge of correct response (e.g. “Wrong, the

answer is C”), and elaboration feedback (e.g. “Wrong, the answer is C, because X

and Y increase over time.”). They argue that elaboration feedback is more effective

than the knowledge of correct response, but may require more implementation time.

Dunwell et al. [28] decompose feedback in two elements; timing and content.

The efficacy of learning transfer depends on these elements, and suggests a strong

relationship between the two. The complexity of the content of the feedback is

dependent on the frequency the feedback is given. The authors distinguish feedback

types (in increasing complexity) like evaluative, interpretive, supportive, probing,

and understanding. They argue that higher levels of feedback, like understanding

feedback, require more technical ambition, and may require involvement of other

actors (e.g. an instructor).

The literature does not agree on the effectiveness of the timing of feedback [29].

According to Shute et al. researchers disagree whether direct feedback, or delayed

feedback is more effective on learning outcome and efficiency.

Taylor et al. [23] note that appropriate methods of assessment or proof of learn-

ing, are essential in game-based coaching. Two main types of assessment are sum-

mative and formative assessment. Summative feedback is used to evaluate learning

in the form of a grade, while formative feedback can provide ongoing substantive

feedback during training. These two types differ in purpose and can both be useful

in game-based learning.

We observe that the content and the timing are two important properties of

feedback in serious games. The content can differ in complexity, and there is no

general consensus about the timing of feedback. Furthermore the content and the

timing are interrelated, and thus must be considered jointly.

1.3.1 Intelligent Tutoring System

A notable system to provide feedback or instructions to a learner is an intelligent

tutoring system (or ITS, in short). Nkambou et al. describe the goal of an ITS as
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providing tutorial services that support learning [30]. One of these tutorial services

is feedback. An ITS generally provides services to a learner without intervention of

a human instructor. According to Nkambou et al. [30] some of the main aspects of

an ITS are:

• An expert knowledge model, which contains the concepts, rules and problem-

solving strategies;

• A student model, which models the learner’s problem solving capabilities;

• A tutor model, which keeps track of the students progression, provides feedback

and, decides what is and is not understood by the learner;

• And a user interface, needed to interact with the process.

The first three aspects are three different ‘models’: the expert model, the student

model, and the tutor model.

The expert model, or domain model, “represents skills and expertise that an

expert in a particular domain holds” [31].

The student model is the diagnosis of the process of the student. It contains

the information about what a learner knows about the domain. In general it is

important for learners to use a correct model of the problem [32], instead of using

fudge factors, or other model inconsistencies. Fudge factors are factors to artificially

solve a problem without a correct model of a problem. A learner could use a trial-

and-error approach to construct a model that works in some conditions, but fails in

other conditions. Because students may have inconsistencies about the model they

should use to solve the problem, feedback can be of great importance.

The tutor model determines the understanding of the domain, and could generate

feedback for the learner. Measuring the understanding of the domain by the learner

can only be done by observing his actions or input, since we cannot monitor his

actual mental state.

1.3.2 Feedback loop

In Figure 1 a feedback loop in a serious game is given. In this loop the learner

tries to achieve a learning goal. The learner gives input, which is presented as an

action to the serious game. This action affects the game state while considering

the rules of the game and the learning goal. Using the rules of the game some

abstract representation of feedback can be generated, which can then be translated

into human-comprehensible feedback.
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Learner

Process of the Serious Game

Intelligible Feedback Abstract Feedback

Input Action

Learning Goal
&

Rules of the Game

Figure 1: Example of a feedback loop

Imagine a game where the goal is to construct a city that runs on renewable

energy. The learner selects an action which builds a coal plant. The serious game

processes this action, and constructs abstract feedback. This action can result in

abstract feedback that tells the learner that his or her action is not environmentally

friendly and thus undesired. The learner now receives feedback in the form of video,

audio, or text. The learner can use this feedback to choose a new action, and the

loop continues.

1.4 Contribution

The main goal of this thesis is to describe an approach to provide feedback in serious

games described with problem-solving strategies. “A problem-solving strategy is a

technique that ... serves as a guide in the problem-solving process”. [33] The type of

serious games we will focus on in this thesis is resource management games. Think

of games where the learner learns to build a city [34, 35], builds a city running on

renewable energy [36], learns about the survival of animals [37], tries to maintain a

government [38], tries to manage a soccer team [39, 40] or learns about economics.

Most resource management games have an underlying mathematical model. The

mathematical model of the serious game should be completely known, meaning that

the mathematical rules should be transparent and clearly defined at any moment in

the simulation.

We propose an approach that uses the input of the learner to provide feedback

based on problem-solving strategies. The approach takes two components as input:

a problem and a strategy to solve this problem.

Based on the above description, the main research question of this thesis will be:

“How can we provide feedback based on problem-solving strategies using the input

of a learner in resource management games?”

To answer the main research question, we need to know how we can provide

feedback at any moment in time, and how we are able to provide a variety of levels

of feedback and hints [41].

The rest of this thesis is organized as follows. In Section 2 the methodology

will be described. In Section 3 the general approach will be described with some

exemplar elaborations along with the requirements for the approach. Two example

games will be discussed Section 4. Section 5 describes the results, and Section 6

concludes the thesis with our findings.
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2 Method

This qualitative study explores the provision of feedback in resource management

games. This study will describe the needed components to generate feedback in

resource management games. We describe the necessary components of existing

resource management games that are needed to generate feedback. The generation

of feedback is based on a method by Heeren et al. [42, 43]

To show the applicability of the approach we study two cases in the form of

conceptual games. The games are based on existing resource management games,

but are an interpretation and a simplified version of such games. To demonstrate

how feedback can be generated we describe use cases.

We structure our conceptual games similar to existing games and use the analogy

between these two to answer the research question.

3 Components of our approach

In this section we describe an approach that provides feedback in resource manage-

ment games. This feedback is based on problem-solving strategies. To ensure the

applicability of the approach we define the necessary components and their restric-

tions.

3.1 The problem

To provide feedback to the learner, we first need to define the problem of a game.

Resource management games involve the management of game resources, like natural

resources, money or buildings. The learner has influence on various resources of the

current game state. To finish the game the learner must achieve a goal state under

certain conditions or rules.

In our approach the problem should be structured as an initial state, the actions

that the learner can perform, an underlying mathematical model, and a goal. The

model of the problem can be compared to the expert model in an ITS (see Section

1.3). The structure of a problem is defined, similar to the well-defined problem by

Russel et al. [44], using the following components:

• Initial state: The initial state is a structured representation consisting of

objects and relationships between these objects. Think of a game where the

learner starts with resources and buildings.

• Actions: A description of the possible actions that can be executed in the

form of a fixed set of actions {a0, a1, · · · , an}. Think of actions that construct

new buildings using resources.

• Model: The model which defines the rules which affect the initial state while

taking the actions into account. Think of the depletion of resources over time,

and not allowing the player to have negative resources.
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• Goal: The goal that must be reached. It should be reachable with regard

to the model and the actions. A goal state is a state that satisfies the goal

constraints.

We structure a problem with the above four components to form a strategy. A

strategy chooses actions to alter the game state from the initial state to a goal state.

3.2 Strategies

A strategy is a procedure that contains instructions to guide the problem-solving

process. Since we want to provide feedback on the problem-solving attempt of a

learner, we will define a problem-solving strategy. Heeren et al. [42] define a strategy

as a ‘procedure that describes how basic steps may be combined to solve a particular

problem’. Our problem consists of the four components in Section 3.1, meaning that

is consists of an initial state, a set of actions, a model and a goal, as input.

The only input that a learner can give to solve the problem are actions. When

the goal in a game is to generate energy, then the learner should, for example, build

power plants to solve the problem. The strategy therefore must contain the possible

actions, which are the smallest building blocks of the strategy. The main requirement

of a strategy is to reach a goal state, using the set of actions in a particular order.

Serious games can consist of multiple strategies combined. Heeren et al. [43]

describe a strategy language with a context-free grammar to specify step-wise pro-

cedures for exercises in domains like mathematics, logic or physics. Since we want

strategies that define step-wise procedures, we choose their method to compose a

strategy. Using the strategy language we are able to automatically calculate proce-

dural hints and give an indication of the learners progression. Heeren et al. divide

the main strategy in sub-strategies, which makes it possible to give feedback at any

moment in the strategy. A (sub-)strategy can exist of state constraints. State con-

straints are criteria for a state. When, for example, energy is low (a state constraint),

one should generate more energy.

Heeren et al. [42] define a strategy language using different combinators. Us-

ing this strategy language they are able to report advanced feedback about (sub-)

strategies. Using a strategy language (discussed in Section 3.3) in combination with

state constraints, we are able to construct feedback.

3.2.1 Sub-optimal strategies

A learner can choose actions because the action makes the game look nicer, or

because it changes the game experience. In a real-time game a learner could also

perform actions at a time that is not optimal. Even if the learner would take the

optimal action sequence, the timing of the learner may not be optimal. To detect

and provide feedback in such situations, sub-optimal or faulty strategies should also

be described.
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3.3 Strategy language

Now that a problem and a strategy have been examined, feedback can be con-

structed. Heeren et al. [42] point out it is important to integrate the feedback and

the strategy, since they can not be seen apart. Heeren et al. define several combi-

nators to describe a strategy using a strategy language. The strategy language of

Heeren et al. contains the combinators in Table 1.

Combinator Description

s <∗> t first s, then t

s <|> t either s or t

s <||> t s and t in parallel

s . t apply s, or else t

while c s apply s as long as c holds

label l s attach label l to s

check c s if condition c is true, perform s

∈ succeeding strategy

Ø failing strategy

Table 1: Some strategy combinators by Heeren et al. [42, 43]

3.4 Feedback

To give feedback at the right time with the right content a strategy must be de-

scribed. The strategy language by Heeren et al. makes it possible to label every

part of the strategy. This makes it possible to give feedback at any point in the

strategy. The resulting form of feedback will be a sequence of the (sub-)strategy

labels. Think of a game where the goal is to obtain oil using pump-jacks, but to

obtain oil the learner must first generate energy. This strategy should contain three

sub-strategies, namely the generation of energy, the construction of pump-jacks, and

obtaining oil. To perform the ‘obtaining oil’-strategy, the constraints of the other

two sub-strategies must first be met by executing the sub-strategies.

One advantage of labeling a strategy is that we can choose what labels we present

to the learner. In the game described above the most shallow feedback would only

contain the ‘construction of pump-jacks’-label. If more feedback is needed, the

‘generate energy’-label can be added. One could even label the specific action that

the learner should perform. For a more in-depth example, see Section 4.1.

3.4.1 Detecting the learners strategy

To give feedback on the actions chosen by the learner, the strategy followed by the

learner must be recognized. We can parse the learners action sequence against a

described strategy, and we can indicate what actions of the learner are different

from the actions that the strategy advises.

Let’s give a simple example using a strategy containing three actions (a0, a1 and

a2) and two resources (r0 and r1). Consider the following three actions as given:
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data Resources = R R1R2

type R0 = Integer

type R1 = Integer

a0 : : Rule Resources

a0 = makeRule ”a0” f

where

f : : Resources −> Maybe Resources

f (R r0 r1) = Just (R (r0+2) r1)

a1 : : Rule Resources

a1 = makeRule ”a1” f

where

f : : Resources −> Maybe Resources

f (R r0 r1) = Just (R (r0−1) (r1−1))

a2 : : Rule Resources

a2 = makeRule ”a2” f

where

f : : Resources −> Maybe Resources

f (R r0 r1) = Just (R r0 (r1+1))

For every action we define the effect on the resources using a rule. Action a0
increases resource r0 with 2, action a1 decreases both resources with 1, and action

a2 increases resource r1 with 1. Now define the following strategy:

main : : Strategy Resources

main = check (\ (R r0 r1) −> r0 < 2) <∗>
a0 .

check (\ (R r0 r1) −> r1 > 1) <∗>
a1 .

a2

When the first resource r0 is smaller then 2 the strategy takes action a0. If

resource r0 is not smaller then 2, the strategy checks the second condition: ‘r1 > 1’.

If this condition is true the strategy takes action a1, else action a2. This strategy

will always result in an action.

To provide feedback we now label the strategy. We can then use the labeled

strategy to generate hints:

main : : LabeledStrategy Resources

main = label “Main s t r a t e g y ” $

label “ Condit ion 0” $ check (\ (R r0 r1) −> r0 < 2) <∗>
label “ Action 0” a0 .

label “ Condit ion 1” (check (\ (R r0 r1) −> r1 > 1) <∗>
label “ Action 1” a1 .

label “ Action 2” a2)

The above strategy contains labels to provide feedback. When for example the

first condition is true, the strategy performs action a0. When requesting a derivation
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[45] with a game state using the above strategy, it would give the following label

sequence:

["Condition 0", "Action 0"].

These labels can now be translated in the form of a hint. The learner can for

example receive feedback like “The first condition is true.” (Condition 0), and

“You should perform the first action.” (Action 0).

Besides generating a hint we can also provide feedback on the action chosen

by the learner. Let’s assume that the first check succeeds. The learner could take

action a2, while the strategy would take action a0. The feedback should contain

information about the the incorrect action. Every action is subject to checks on

resources, and can thus not be performed when these checks fail. To catch these

actions we define a ‘buggy’ rule for every action using the negation of the checks on

the resources in the strategy. For the above strategy the three ‘buggy’ rules are:

a0’ : : Rule Resources

a0’ = buggyRule ”buggy a0” f

where

f : : Resources −> Maybe Resources

f (R r0 r1) = i f r0 ≥ 2 then

Just (R (r0+2) r1) else Nothing

a1’ : : Rule Resources

a1’ = buggyRule ”buggy a1” f

where

f : : Resources −> Maybe Resources

f (R r0 r1) = i f (r0 ≥ 2 | | r1 ≤ 1) then

Just (R (r0−1) (r1−1)) else Nothing

a2’ : : Rule Resources

a2’ = buggyRule ”buggy a2” f

where

f : : Resources −> Maybe Resources

f (R r0 r1) = i f (r0 ≥ 2 | | r1 > 1) then

Just (R r0 (r1+1)) else Nothing

When a learner chooses an action and the corresponding buggy rule succeeds,

we provide feedback based on this buggy rule. For a game with a more practical

example, read on to Section 4.1.

3.4.2 Goal-guarantee

Since the goal of the feedback is to advise a step towards the goal, we need a

guarantee that the goal can be reached. So given a problem, there must exist a

sequence of actions that results in a goal state.

In a game like tic-tac-toe providing feedback is easy, since we can create a tree

of all possible states. Using this perfect strategy we can advise a next move to the
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learner using the Minimax algorithm [46]. A perfect strategy in tic-tac-toe means

that there is always an optimal move resulting in a draw, or win.

In some situations a perfect sequence of actions towards the goal state is impos-

sible to find, or has impractical computation times. One could think of advising an

optimal action in chess. In such cases a performance measure (for example a utility

function [44, 47]) is a possible way of estimating the progression towards the goal.

For simple resource management games with resources that increase or decrease

linear over time we could, for example, use linear programming [48] to calculate a

goal guarantee (see Section 4.1.2 for an example). For more complex underlying

mathematical models this can however be problematic. In this case we can use a

strategy to provide a goal-guarantee. We can provide this goal-guarantee, if the

strategy is able to derive a sequence of actions that reaches a goal state.

4 Example games

The previous section explains the general idea of giving feedback using a problem

definition and strategies. In this section two imaginary games are presented to ex-

plain how this approach would work in practice. The first, simple game consists of

a few actions, resources, and a strategy. Before the final strategy of this game is

discussed, some sub-optimal strategies are presented, followed by improved strate-

gies. The second game is an example of a game that has more sub-strategies. Both

games contain a set of actions {a0, a1, ..., an} and a set of resources {r0, r1, ..., rn},
that will be used to define the problem and the strategies. In both games the actions

are dependent on the resources, meaning that actions require certain resources.

4.1 Simple game

Imagine a game where the goal is to produce oil (r1) using oil refineries (a0). The

oil refineries need power plants (a1) to supply for their energy (r2) need. The oil

decreases or increases over time based on the number of oil refineries (rs) that are

built using action a0, and the number of power plants (ps) that are built using action

a1. The game starts with a fixed amount of gold (r0) and there are no actions that

increase gold. One constraint is that none of the resources may completely deplete

(all ri ≥ 0). In Table 2 the cost of the actions, in terms of resources, are defined:

∆Gold (r0) ∆Oil (r1) ∆Energy (r2)

Oil refinery (a0) −25 +10(rs + 1)− 5ps −5

Power plant (a1) −25 +10rs− 5(ps + 1) +10

Do nothing (a2) 0 +10rs− 5ps 0

Table 2: Action-resource table of the imaginary game

As can be seen in Table 2 gold and energy increase or decrease with a constant

amount, while oil increases or decreases over time. In short, oil refineries cost gold

and energy, and obtain oil. Power plants cost gold and oil, and generate energy.

Action a2 does not change the game state, other than the oil in-/decrement at each

time step.
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In this imaginary game the learner can interact by choosing one of the three

actions (note that doing nothing is also a choice) during every time-step. Defining

the problem in the next section is the first step of structuring the game.

4.1.1 Problem definition

Using the game described in the previous section and using the resource variables

in Table 2, the problem definition of this game would look like:

• Initial state: 100 Gold (r0), 10 Oil (r1), and 0 Energy (r2)

• Actions: Build an Oil Refinery (a0), build a Power Plant (a1), or

do nothing (a2)

• Constraints: The game state cannot have less than 0 Gold (r0), less than 0

Oil (r1), or less than 0 Energy (r2).

• Goal: Produce more than 100 Oil (r1)

The problem definition consists of the four components presented in Section 3.1.

The goal is to choose a sequence of actions from the initial state to a goal state,

producing more than 100 oil.

4.1.2 Strategies & Feedback

Using the problem definition in Section 4.1.1 some approaches to define a strategy

will be explored. After the definition of a strategy, the construction of the feedback

is discussed.

Strategies

To make sure that there actually is a sequence of actions that result in a goal state

for this example problem, a tree with all possible states can be constructed. We can

now traverse the tree with all possible states and look for a path that reaches a goal

state. A resulting path, consisting of a sequence of actions, will look like:

{a1, a0, a0, a2, a2, a2, a2, a2, a2}.

In other words, for every two oil refineries (a0) the strategy should build one

power plant (a1). Since the actions a0 and a1 both cost 25 Gold (r0), this sequence

of three actions can only be performed once, since the sequence would cost 75 Gold.

Recall that action a2 means doing nothing resulting in the increment of Oil (r1),

since this is the only resource that decreases or increases over time.

Defining the strategy

To come up with an optimal strategy, we describe the strategy definition process. We

first present three naive human attempts, second we describe an optimal strategy,

and finally we propose a labeled strategy to provide feedback.
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First attempt: The strategy should first check the validity of each action for

the initial state ( r0 : 100, r1 : 10, and r2 : 0 ). Building an Oil Refinery (a0) is not

valid, since the energy would drop below zero. Building a Power Plant (a1) is valid,

since all resources stay above zero. Doing nothing (a2) is also valid, since it will not

alter the state. We can now randomly choose either a1 or a2. This way of defining

the strategy is buggy since there is no indication if the goal will ever be reached and

the information in the problem definition is not used.

Second attempt: The distance between the current state and the goal state

could be used, to have an indication of the progression towards the goal. Since our

goal is to produce 100 Oil (r1), this would mean that the action that the learner

should choose is the one that minimizes the distance between the current state and a

goal state. Thus minimizing |r1(t+1)−r1(t)|, where t is the current time-step. This

way an estimation of the progress towards the goal is obtained. If the knowledge of

the prior attempt is used in combination with this observation, the learner would

choose action a2 from the valid actions (a1 and a2), since building a power plant

(a1) would increase the distance to the goal state. The strategy would never result

in a goal state using this overly simple estimation.

Third attempt: Maybe a larger number of observations are required to solve

this problem; Gold (r0) is decreased by action a0 and a1 and is never increased. Oil

(r1) can be increased over time by a0 and decreased over time by a1. Energy (r2)

can be increased by a1 and decreased by a0. Furthermore doing nothing (a2) will

result in the increment or decrement of Oil (r1), since this is the only resource that

is linear with the time.

Step one: The action a0 is the only action that approaches the goal state over

time, so the main strategy is to perform this action. This action does decrease Gold

and Energy with a constant amount, thus has no linear effect on Gold and Energy.

Since a0 can not be performed because the Energy would drop below zero, another

action needs to be performed. The only action that increases Energy (which enables

action a0) is a1. This action however decreases Gold by a constant amount and

decreases Oil over time. The initial state has 10 Oil and 100 Gold, meaning that

this action can actually be performed. The last action a2 does not approach the goal

state and does not increase Oil, Energy or Gold. Performing a2 will never enable

action a0, thus the action a1 is the only choice.

Step two: Action a0 can now be performed which will decrease Gold and Energy

by a constant amount, but will increase Oil over time. After performing action a0
both Energy and Gold will meet the constraints. Action a1 can also be performed

once more, which will increase Energy, decrease Gold and decrease Oil over time.

When a2 would be performed Gold and Energy remain constant and Oil would de-

crease (since the action in step one will decrease Oil over time). Since the increment

of Oil is the action that brings the current state closer to the goal, action a0 should

be performed.

In short, this third attempt tries to do an action that increases Oil (our first

step). If this resource cannot be obtained using the set of actions, the strategy looks
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for the resources needed to enable this action (our second step).

An optimal strategy: An optimal strategy would minimize the time to reach

the goal, thus maximizing the Oil in the minimum number of time-steps. As can be

observed in Table 2 at the beginning of this section, the set of resources are linear

or constant over time. Using this information and the problem definition, a linear

programming problem [48] can be defined. In this linear programming problem the

actions {a0, a1, ..., an} are the unknowns and the resources {r0, r1, ..., rn} are the

known coefficients. Since each action can only be performed or not performed (and

cannot be performed partially), the problem becomes an Integer Linear Program-

ming (ILP) problem. Since the problem definition restricts the number of actions to

one action per time-step, the problem becomes a 0-1 Integer Linear Programming

Problem.

To define a linear programming problem using the problem definition in Section

4.1.1, the Oil needs to be maximized and the number of time-steps needs to be

minimized. Since the objective function can only maximize one of these, the other

needs to be fixed. When for example maximizing the Oil, the number of time-steps T

are fixed. Although there may be a more computational efficient formulation for the

problem, we solve the problem for every time T incrementally. Since this is not the

main topic of this thesis, we leave the computational efficiency out of consideration.

A linear programming problem to solve the problem definition would look like

(1). The first three constraints are the resource constraints for oil O(t), gold G(t),

and energy E(t). The last two are to make sure that at most one action is performed

every time-step. Note that if both a0 and a1 are zero, action a2 is performed.

Maximize

Ot (t = 0, 1, ..., T )

Subject to

O(t) :
t−1∑
s=0

10(t− s)a0(s)− 5(t− s)a1(s) ≥ −10 ∀t

G(t) :

t−1∑
s=0

25a0(s) + 25a1(s) ≤ 100 ∀t

E(t) :

t−1∑
s=0

−5a0(s) + 10a1(s) ≥ 0 ∀t

a0(t) + a1(t) ≤ 1 ∀t
a0(t), a1(t) ∈ {0, 1} ∀t

(1)

We try to maximize the oil O for a fixed T , subject to five constraints. The first

constraint is the most complex, because oil decreases or increases over time. If we

build an oil refinery at the start of the game, it yields more oil compared to building
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it later during the game. This is why the first constraint subtracts the build-moment

s from the time-step t.

The second and third constraint are less complex, since we just add all time-steps

for both actions. The fourth constraint makes sure only one action can be performed

per time-step. The fifth constraint defines the variables as binary variables.

The solution to this linear problem consists of the sequence of actions that should

be performed for the shortest way to the goal, thus can be considered optimal. When

this linear programming problem is solved using a linear solver (e.g. Gurobi [49])

the result is:

{a1, a0, a0, a2, a2, a2, a2, a2, a2}.

If the linear programming problem becomes infeasible there is no solution for

the problem, thus the goal can never be reached. In other words: If the problem is

infeasible, no action can lead to the goal state, making it impossible to give hints.

The linear programming problem only provides the optimal sequence of actions, but

is less useful for detailed feedback.

Feedback oriented strategy: Our last strategy can give more detailed feed-

back using the strategy language by Heeren et al. mentioned in Section 3.3. For this

game we define two sub-strategies, namely gaining oil and generating energy. To

define a strategy for this game, the terms to be rewritten are a mapping of resources

(the state). Particular actions can only be performed if their constraints on the state

are satisfied. Performing an action possibly changes the state. When, for example,

energy is low, the strategy should advise to build a power plant, instead of an oil

refinery.

For every action the effect on the resources is defined in a rule. The resources

consist of the three resources mentioned earlier and the number of oil refineries and

power plants. The strategy contains the following five resources and three actions:

data Resources = R Oil Energy Gold O i l R e f i n e r i e s PowerPlants

type Oil = Integer

type Energy = Integer

type Gold = Integer

type O i l R e f i n e r i e s = Integer

type PowerPlants = Integer

a0 : : Rule Resources

a0 = d e s c r i b e “Perform a0” $ makeRule “a0” f

where

f : : Resources −> Maybe Resources

f (R o e g r s ps ) =

Just (R ( o + 10∗( r s +1) − 5∗ps ) ( e−5) ( g−25) ( r s +1) ( ps ) )

a1 : : Rule Resources

a1 = d e s c r i b e “Perform a1” $ makeRule “a1” f

where

f : : Resources −> Maybe Resources

f (R o e g r s ps ) =

Just (R ( o + 10∗ r s − 5∗( ps +1)) ( e+10) ( g−25) ( r s ) ( ps +1))
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a2 : : Rule Resources

a2 = d e s c r i b e “Perform a2” $ makeRule “a2” f

where

f : : Resources −> Maybe Resources

f (R o e g r s ps ) =

Just (R ( o + 10∗ r s − 5∗ps ) ( e ) ( g ) ( r s ) ( ps ) )

The strategy for this example game looks like:

main : : Strategy Resources

main = whi le (\ (R o e g r s ps ) −> o < 100) ga inResources

ga inResources = (check (\ (R o e g r s ps ) −> g ≥ 25) <∗>
ga inOi l ) .

(check (\ (R o e g r s ps ) −> g ≥ 50) <∗>
gainEnergy ) . a2

ga inOi l = check (\ (R o e g r s ps ) −> e ≥ 5) <∗> a0
gainEnergy = check (\ (R o e g r s ps ) −> o ≥ 5) <∗> a1

The main-strategy checks whether the goal is reached, if not, more resources

must be gained. The gainResources-strategy checks if there is enough gold to per-

form an action. If there is enough gold we first try to build an oil refinery, since

gaining oil is the goal of the game. If building an oil refinery fails we try to build a

power plant to gain energy. If both actions cannot be performed, the action a2 (do

nothing) is performed.

Note that the second resource check (g ≥ 50) in the gainResources-strategy is to

only build a power plant when an oil refinery can be built afterwards. Otherwise,

building a power plant would slow down the oil production.

Now we can label the different sub-strategies to provide feedback in the form of

hints. For readability we will leave out the lambda abstraction \(R r0 r1 r2 ...) in

the conditions of check. The labeled strategy now looks like:

main : : LabeledStrategy Resources

main = label “GoalCheck” $ whi l e ( o < 100) ga inResources

ga inResources = label “GoldCheckA” $

(check ( g ≥ 25) <∗> ga inOi l ) .

label “GoldCheckB”

(check ( g ≥ 50) <∗> gainEnergy ) .

label “DoNothing” a2
ga inOi l = label “ ProduceOil ” $

label “EnergyCheck” $ check ( e ≥ 5) <∗>
label “ Bu i ldOi lRe f ine ry ” a0

gainEnergy = label “ProduceEnergy” $

label “OilCheck” $ check ( o ≥ 5) <∗>
label “ BuildPowerPlant ” a1

Apart from generating hints, we also want to provide feedback about the action

the learner choose. An example of an action that is not optimal is when the learner

chooses action a2 (do nothing) when there is enough gold to build an oil refinery

(a0). We now define buggy rules for a0, a1 and a2, which contain the negation of

the resource checks in the strategy:
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a0g’ : : Rule Resources

a0g’ = d e s c r i b e “Buggy a0 gold ” $ buggyRule “a0g’” f

where

f : : Resources −> Maybe Resources

f (R o e g r s ps ) = i f g < 25 then

Just (R ( o + 10∗( r s +1) − 5∗ps ) ( e−5) ( g−25) ( r s +1) ( ps ) )

else Nothing

a0e’ : : Rule Resources

a0e’ = d e s c r i b e “Buggy a0 energy ” $ buggyRule “a0e’” f

where

f : : Resources −> Maybe Resources

f (R o e g r s ps ) = i f e < 5 then

Just (R ( o + 10∗( r s +1) − 5∗ps ) ( e−5) ( g−25) ( r s +1) ( ps ) )

else Nothing

a1g’ : : Rule Resources

a1g’ = d e s c r i b e “Buggy a1 gold ” $ buggyRule “a1g’” f

where

f : : Resources −> Maybe Resources

f (R o e g r s ps ) = i f g < 25 then

Just (R ( o + 10∗ r s − 5∗( ps +1)) ( e+10) ( g−25) ( r s ) ( ps +1))

else Nothing

a1o’ : : Rule Resources

a1o’ = d e s c r i b e “Buggy a1 o i l ” $ buggyRule “a1o’” f

where

f : : Resources −> Maybe Resources

f (R o e g r s ps ) = i f o < 5 then

Just (R ( o + 10∗ r s − 5∗( ps +1)) ( e+10) ( g−25) ( r s ) ( ps +1))

else Nothing

a2g’ : : Rule Resources

a2g’ = d e s c r i b e “Buggy a2 gold ” $ buggyRule “a2g’” f

where

f : : Resources −> Maybe Resources

f (R o e g r s ps ) =

i f ( ( e ≥ 5 && g ≥ 25) | | ( o ≥ 5 && g ≥ 50)) then

Just (R ( o + 10∗ r s − 5∗ps ) ( e ) ( g ) ( r s ) ( ps ) )

else Nothing

When the conditions in a buggy rule are met, we provide feedback to the learner

about the chosen action. In the next section we describe how we are able to catch

incorrect actions of the learner.

The optimal strategy, obtained from the linear programming problem, can be

used to check if the action sequences of the strategies are equal. In an ideal situation

a strategy definition should always give the optimal action sequence, that is given by

the linear programming problem. In many situations, however, learning a strategy

could be more important than the question whether the strategy is optimal.
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4.1.3 Use case examples

We choose two use case examples based on two feedback questions [26]: ‘How am I

going?’ and ‘Where to next?’. The first example will advise an action (feed forward).

The second example gives feedback on a performed action.

Feed Forward:

To imagine how the above defined strategy would provide feedback, think of a state

with oil=5, energy= 0, gold= 50, a power plant and an oil refinery. The first

strategy line checks if (oil < 100), which succeeds, and thus proceeds with the sub-

strategy gainResources. This sub-strategy checks whether the constraint (gold ≥ 25)

succeeds, which is the case. Next, (energy ≥ 5) fails and (gold ≥ 50) succeeds, thus

the sub-strategy gainEnergy is used. In this sub-strategy the comparison (oil ≥ 5)

succeeds. The labels corresponding to these checks and steps is:

["GoalCheck", "GoldCheckA", "ProduceOil", "EnergyCheck",

"GoldCheckB", "ProduceEnergy", "OilCheck", "BuildPowerPlant"].

These labels can be converted in feedback that can be presented to the learner,

resulting in for example ‘You did not yet reach the goal.’, ‘You have enough gold to

build an oil refinery’, and ’You need to produce oil, because you have too little oil.’.

If more detailed feedback is desired, the lines ’You need to produce energy, because

you have too little energy.’, ‘You have enough gold to build a power plant.’, and ‘You

have enough gold to build a power plant.’ can be added. If the feedback must be

even more detailed, the line ’You should build a Power Plant.’ could be added.

As can be seen in this use case, the feedback can consist of many levels of detail.

The labels allow flexible feedback, since the selection of labels used to construct the

feedback is adjustable.

Feedback:

Let us assume the learner selected action a0 (build an oil refinery) in the same game

state as above: (R 5 0 50 1 1). In this scenario the learner has already selected an

action, and we want to give feedback about this action.

Every buggy rule is tested on the old game state (R 5 0 50 1 1) and the new

game state (R 20 -5 25 2 1). With these game states rule a0e’ succeeds, thus action

a0 should not be used. This abstract form of feedback can result in ‘You should not

build an Oil Refinery, since you have too little energy.’. To generate a hint for the

learner we can now use the labels in the strategy.

With this simple game we try to explain how the approach can be applied. The

game only contains a few resources and actions, but can, as can be read in the

next section, be easily extended to multiple actions or resources. We use a strategy

language to give feedback at any point in the strategy. To provide feedback to

the learner we use labels, which enables us to provide feedback at various levels of

detail. The feedback to the learner has a clear relationship with the problem-solving

process, since the strategy and feedback are integrated in one language.
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4.2 Game with multiple sub-strategies

The previous section described a simple game using only three actions and three

resources. This section describes a more complex imaginary game on a more concep-

tual level. The game contains multiple sub-strategies and consists of seven resources

and six actions. Figure 2 visualizes the relation between the actions and resources.

The exact coefficients (or values) of the required resources are omitted, since the

strategy is constructed in the same way as in the previous section. As can be seen

in the diagram, every action requires one or two resources. The action BuildHouses

requires Isolation and Energy, and gains WarmedHouses. This diagram will be used

for a better understanding of the strategy definition in Section 4.2.2.

r0: WarmedHouses

a0: BuildHouses

r1: Isolation

a1: BuildIsolation

r2: Gold

r3: Energy

a2: BuildPowerGenerator

r4: Coal

a3: BuildCoalMine

r2: Gold

r5: Biomass

a4: BuildBiomassRefinery

r6: Compost

a5: BuildFarm

r2: Gold

r2: Gold

Figure 2: Conceptual representation of resources and actions

4.2.1 Problem

We define the problem of the second game as follows:

• Initial state: 0 WarmedHouses (r0), 0 Isolation (r1), x Gold (r2),

0 Energy (r3), 0 Coal (r4), 0 Biomass (r5) & 0 Compost (r6)

• Actions: BuildHouses (a0), BuildIsolation (a1), BuildPowerGenerator (a2),

BuildCoalMine (a3), BuildBiomassRefinery (a4) & BuildFarm (a5)

• Constraints: Resources can not be negative (ri ≥ 0)

• Goal: n WarmedHouses
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4.2.2 Strategies & Feedback

The strategy in (4.2.2) is presented using the same language as in the former game.

The strategy for this game consists of one main strategy and six sub-strategies.

main : : Strategy Resources

main = whi le (r0 ≥ n) bui ldHouses

bui ldHouses = check ( not (r1 . . . ) ) <∗> b u i l d I s o l a t i o n <||>
(check ( not (r3 . . . ) ) <∗> buildPowerGenerator

. a0)

b u i l d I s o l a t i o n = check (r2 . . . ) <∗> a1
buildPowerGenerator = check ( not (r4 . . . ) ) <∗> buildCoalMine <||>

check ( not (r5 . . . ) ) <∗> bui ldBiomassRef inery

. a2
buildCoalMine = check (r2 . . . ) <∗> a3
bui ldBiomassRef inery = check ( not (r6 . . . ) ) <∗> buildFarm <||>

check ( not (r2 . . . ) ) . a4
buildFarm = check (r2 . . . ) <∗> a5

The structure of this strategy is visualized in Figure 2. The first strategy checks

whether n or more houses are built, if not, houses should be built. The second

strategy checks whether the constraints for building houses are met, if not, more

isolation or energy is needed. To generate energy (fourth strategy) coal and biomass

are needed. To acquire biomass gold and compost are needed. Compost can be

obtained by building farms (last strategy).

Similar to the first example game, we label every part of the strategy:

main = whi le (r0 ≥ n) bui ldHouses

bui ldHouses = label “ BuildHouses ” $

label “ I s o l a t i o n C o n s t r a i n t ” $

check ( not (r1 . . . ) )

<∗> b u i l d I s o l a t i o n <||>
label “ EnergyConstraint ”

(check ( not (r3 . . . ) )

<∗> buildPowerGenerator .

label “HouseAction” a0)

b u i l d I s o l a t i o n = label “ B u i l d I s o l a t i o n ” $

label “ GoldConstraintA ” $

check (r2 . . . )<∗>
label “ I s o l a t i o n A c t i o n ” a1

buildPowerGenerator = label “ BuildPowerGenerator ” $

label “ CoalContraint ” $

check ( not (r4 . . . ) )

<∗> buildCoalMine <||>
label “ BiomassContraint ”

(check ( not (r5 . . . ) )

<∗>bui ldBiomassRef inery .

label “ PowerGeneratorAction ” a2)
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buildCoalMine = label “GoldContraintB” $

check (r2 . . . )

<∗> label “CoalMineAction” a3

bui ldBiomassRef inery = label “ Bui ldBiomassRef inery ” $

label “ CompostConstraint ” $

check ( not (r6 . . . ) )

<∗> buildFarm <||>
label “ GoldConstraintC ”

(check ( not (r2 . . . ) ) .

label “ BiomassAction ” a4)

buildFarm = label “GoldContraintD” $

check (r2 . . . )<∗>
label “FarmAction” a5

We can define buggy rules, similar to the former game, to provide feedback on

an action by the learner. Since this is trivial, we omit this.

This example shows a more extensive strategy structure, compared to the first

example game. The strategy contains seven resources and six actions. Structuring

the games using resources, actions, constraints, and a goal enables us to clearly

structure a strategy. The structure of these games can easily be extended with more

resources or actions, while the basic principle and structure of the strategy remains

similar. We claim that the problem of this game can also be solved using linear

programming, since the actions depend only on the resources.

5 Results

In this thesis we present an approach to provide feedback in resource management

games using problem-solving strategies. We first define the problem of a game. The

problem consists of an initial state, a set of actions, a model, and a goal constraint.

We use this problem structure to describe a strategy that aims to solve the problem.

The learning goal is to solve the problem of a game to get to a goal state. We define

a strategy to generate feedback for the learner during his or her problem-solving

process. The strategy is defined in a strategy language using combinators by Heeren

et al. [42].

To show how the approach can be implemented, we give two example games.

To show the broad employability of our approach, we show the problem and the

strategy for both games.

The first game shows how a simple strategy can be constructed. The validity

of an action in this strategy is determined by the presence of resources. To ensure

the presence of the necessary resources for an action, we define constraints for every

action. The actions should be goal directed, meaning that the goal of a sequence of

actions is to eventually satisfy the goal constraint(s) of the problem. The actions

defined in the problem have different effects on the game state, and are dependent

on resources. We first define the main action that brings us closer to the goal

constraint. Then we determine the actions that provide the resources needed to
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enable this action. Using the dependencies of the actions, we divide the problem

in different sub-problems that we solve in sub-strategies. The constructed strategy

is labeled to provide feedback at any moment in the strategy. We show what the

feedback or feed forward looks like using the labels in the strategy.

To show the versatility of the approach, we describe a second game with more

resources and actions. In contrast to the first game, some of the actions depend on

multiple resources.

In our approach the strategy and the feedback are integrated, to provide feedback

at any location in the strategy at any moment in time. Given any state of the game

we are able to provide feedback on an already performed action and feed forward (a

hint) to advise the next step. We provide feedback based on violated constraints and

feed forward based on the current game state. The feedback consists of a ‘buggy’

rule with a violated constraint, while feed forward consists of a list of labels with an

advised action. When feedback on a performed action is requested, our approach

can be used to indicate what constraint of the strategy is violated, and thus what

part of the strategies the learner did or did not understand.

With our approach, it is possible to provide feedback on various levels of detail.

The feedback consists of a sequence of labels that all describe a part of the strategy.

The order of the label sequence is equivalent to the increasing detail of the feedback.

Detailed feedback consists of more labels, whereas few labels result in more high

level feedback. The sequence of labels can be now translated to information (e.g.

text or audio) that the learner can use to improve his or her performance.

6 Conclusion

In this concluding section we will evaluate the contribution of our approach. We

look back at the research question: “How can we provide feedback based on problem-

solving strategies using the input of a learner in resource management games?” To

answer this question we must analyze the different parts of the question. Our main

goal was an approach that provides feedback in resource management games. The

approach should guide in the problem solving process with feedback based on the

input of a learner.

We use a strategy language to describe the strategy that solves a problem. We

show that we are able to provide feedback at any moment in time. The feedback

can be fed back to the learner in various levels of detail.

Section 1.4 mentions resource management games where the learner builds a city,

learns about the survival of animals, controls a government, tries to manage a soccer

team or learns about economics. Most of these games have a set of predefined tips,

instead of specific feedback in various levels of detail at any moment in time.

These resource management games share the same structure as the two example

games we presented. In these games the learner must manage resources, like natural

resources, money or buildings, using actions to reach a certain goal. These games

aim to teach an underlying mathematical problem, and have a game state and a

model with resource constraints. Because of this structural similarity, we could
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define a problem with an associated strategy for these games.

We believe that our approach is not limited to resource management games only.

In many games (e.g. strategy games) a part of the game is managing resources. Our

approach can provide feedback on the resource management for such games.

6.1 Future work

In this thesis we restrict ourselves to actions that have linear effects on the resources.

An opportunity for future work is to implement our approach in games with more

complex mathematical effects on resources. The games we present contain only a

few resources and a discrete set of actions. Constructing a strategy for games with

more dependencies between actions, or actions on a continuous scale is a challenge

for future work.

The ‘buggy’-rules and the strategy are separated in the games we describe in

this thesis. The information of the constraints on the resources of the actions in the

‘buggy’-rules and the strategy are, however, equivalent. Therefore, we expect that

it is possible to derive the buggy rules from the strategy, which makes it redundant

to define the ‘buggy’-rules separately.

In addition to the feedback for an individual learner, this approach makes it

possible to collect information about parts of a strategy that are misunderstood by

a group of learners (e.g. a class). Future statistical analysis could further improve

the strategies, and the analysis could be used to discuss the misunderstood parts of

the strategy.

What we noticed during our literature research, is that many algorithms in the

field of artificial intelligence already describe strategies that can be used to generate

feedback in serious games. Artificial opponents in many serious games use a strategy

which can also be well suited to be taught to a human learner.
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