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Abstract

We investigate the skyrmion configuration in anti-ferromagnetic ma-
terials lacking inversion symmetry, specifically its stability compared
to other phases in such materials. A model for magnetic structures
in anti-ferromagnetic materials is used to calculate the energies of
skyrmion states, and homogeneous and spiral states. One finds that
the skyrmion configuration can exist as a stable state among homoge-
neous and spiral states. At the same time, a point-by-point approach
lets us construct a primitive phase diagram, which can be used to guide
future Monte-Carlo simulations.
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1 Introduction

When investigating magnetic materials and their properties, one often inves-
tigates the exchange energy between the magnetic spins, for it determines
the total energy of the system dominantly. Magnetic materials can be di-
vided into two categories depending on the sign of exchange coupling: ferro-
magnetic if the magnetic spins are aligned parallel, and anti-ferromagnetic
if the spins are aligned anti-parallel [1]. A schematic representation of the
differences in spin alignment between these two types of materials is shown
in Fig. 1. Alignments can also be caused by external magnetic fields; at
sufficient strength, the external field forces the spins inside the magnetic
material to align themselves along this external field.

(a) A ferromagnetic material.

(b) An anti-ferromagnetic material.

Figure 1: Schematic representations of magnetic spins at spontaneous mag-
netization in ferromagnetic and anti-ferromagnetic materials.

In a limited selection of materials, other energy terms may arise, one of
which is the Dzyaloshinskii-Moriya interaction, forcing the system to form
different kinds of spiral structures [2,3]. The Dzyaloshinskii-Moriya interac-
tion causes neighbouring spins to slightly deviate from a perfect alignment,
leading to a preference in magnetization at zero external field. One kind of
spiral structures resulting form the Dzyaloshinskii-Moriya interaction is the
skyrmion, a rotationally invariant topological object formed out of a spi-
raling magnetization [4]. Two main types of skyrmions exist: the hedgehog
configuration of Fig. 2a, and the vortex configuration of Fig. 2b. Skyrmions
are already experimentally observed in a multitude of materials, mainly
ferromagnetic ones [5,6], and are expected to have a noticeable commercial
potential for application. This is because skyrmions can be manipulated
easily with low electrical current density [7]. Their small size — of the order
of nanometers — and low electricity consumption are attractive for future
memory storage and computation devices.

In this Thesis, we construct phase diagrams of anti-ferromagnetic mate-
rials, and attempt to find instances — if any — where skyrmion configura-
tions can be the lowest energy states for these materials, and under which
circumstances. Firstly, we look at skyrmions in ferromagnetic materials in
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(a) Hedgehog configuration. (b) Vortex configuration.

Figure 2: The two most common skyrmion configurations. Figures reprinted
from Fert et al. [7].

order to gain a better understanding of skyrmion configurations in general.
Secondly, we construct a model for finding modulated structures in anti-
ferromagnetic materials, resulting from Dzyaloshinskii-Moriya interactions.
Through simplifications and justified assumptions, a model for various pos-
sible modulated states inside an anti-ferromagnetic material is constructed,
which forms the basis of involved phase diagrams. Thirdly, we calculate the
energy of a skyrmion configuration inside such anti-ferromagnetic materials.
We then apply this energy to find out whether or not skyrmion configura-
tions are the lowest energy states under specific circumstances, and where
these configurations are located in aforementioned phase diagrams.

1.1 Skyrmions in ferromagnetic materials at zero tempera-
ture

To understand the basic properties of skyrmions, we begin our investigation
at the simplest case: a single skyrmion in ferromagnetic material at zero
temperature. In general, the energy of a magnetic material is given by [8]:

W [m(x)] =

∫
dx

{
−Js

2
m · ∇2m +

C

2
m · (∇×m) +K(1−m2

z)

+ µ0hM(1−mz)− µ0Mm · hd

}
. (1)

In the above equation, the present parameters are Js as the spin stiffness,
C as the Dzyaloshinskii-Moriya interaction constant, K as the anisotropy
constant, and µ0 as the vacuum permeability. Furthermore, we assume
the external magnetic field H to be positively valued, and to be applied
in the ẑ-direction, while hd is the demagnetizing field. Finally, M is the
saturation magnetization and m(x) its associated unit vector, such that
M(x) = Mm(x) is the magnetization vector of the skyrmion.

Since skyrmions tend to be cylindrical in nature [4], we can write m(x)
in cylindrical coordinates x = (ρ, φ, z) as

m(x) = sin θ cosφ0ρ̂+ sin θ sinφ0φ̂+ cos θẑ, (2)

4



where θ can depend on cylindrical coordinates x = (ρ, φ, z), and the angle
φ0 is a constant which determines the form of the skyrmion; hedgehog-like
(φ0 = 0), or vortex-like (φ0 = π

2 ). An important property of skyrmions is the
magnetization at the centre of a skyrmion, which is opposite to the direction
of the external magnetic field. We now assume rotational symmetry in the
φ̂-direction and translational symmetry in the ẑ-direction, resulting in θ
solely depending on ρ.

For simplicity, we further restrict our investigation to two-dimensional
materials. In the two-dimensional case, for example a thin layer of cobalt
between two layers of platinum [9], Equation (1) reduces to:

W̃ [m(x)] = tc

∫
dx

{
−Js

2
m · ∇2m +

C

2

(
ŷ ·
(

m× ∂m

∂x

)
−x̂ ·

(
m× ∂m

∂y

))
+K(1−m2

z) + µ0hM(1−mz)− µ0Mm · hd

}
, (3)

where tc is the thickness of the film in the ẑ-direction.
Furthermore, let us assume the system is completely isotropic and lacks

a demagnetizing field, giving us K = 0 and hd = 0. Then, using the
parametrization for m given in Equation (2), this yields:

w[θ(ρ)] ≡ W̃ [θ(ρ)]

2πtc
=

∫
dρ

{
Js
2

((
dθ

dρ

)2

+
sin2 θ

ρ2

)

+
C

2
cosφ0

(
dθ

dρ
+

sin θ cos θ

ρ

)
+ µ0hM(1− cos θ)

}
ρ. (4)

Using the Euler-Lagrange equations and substituting ρ with the dimen-
sionless variable ρ̃ = Js

C ρ yields

d2θ

dρ̃2
+

1

ρ̃

dθ

dρ̃
+ cosφ0

sin2 θ

ρ̃
− sin θ cos θ

ρ̃2
− hr

2
cos θ = 0, (5)

where hr = 2µ0hMJsC
−2. Typical values found for hr suggest the skyrmion

will be in the hedgehog configuration, yielding φ0 = 0. [8,9]. The presence of
the goniometric terms cos θ and sin θ does not permit us to solve Eq. (5)
analytically, and thus we solve this equation numerically.

For boundary conditions, we choose the external magnetic field to be
in the positive ẑ-direction. This leads to θ(0) = π to resemble a negative
ẑ-direction for the magnetization at the centre of the skyrmion ρ̃ = 0, and
θ(ρ̃→∞) = 0 to resemble a positive ẑ-direction at ρ̃ =∞. The solution for
θ(ρ̃) using these boundary conditions is given in Figure 3.

One can note from Figure 3 that a higher value of the external magnetic
field, h, results in a smaller skyrmion. This originates from the larger amount
of energy spent on maintaining the centre magnetization opposite to the
external magnetic field.
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Figure 3: Numerical calculations of θ(ρ̃) for different values of a single two-
dimensional skyrmion at zero temperature.

2 Model for magnetic structures in anti-
ferromagnetic materials

Now that the properties of skyrmions in ferromagnetic materials are known,
we can look at anti-ferromagnetic materials for comparison. For this, we
follow the discussion given by Bogdanov et al. (2002) [10] to determine the
properties of structures inside anti-ferromagnetic materials. Among these
structures, skyrmions could exist, a question that shall be answered in the
next section.

2.1 Phenomenological model and simplification

Anti-ferromagnetic materials possess two sublattices of magnetization Mi

for i = 1,2, whose vectors do not change their modulus |Mi| = Ms at tem-
peratures sufficiently below the ordering temperature. Furthermore, these
magnetization vectors can also be described by unity vectors mi = Mi/Ms.
For tetragonal anti-ferromagnetic crystals, the magnetic energy is given by:

W =

∫
dV

{
α

2

3∑
i=1

((
∂m1

∂xi

)2

+

(
∂m2

∂xi

)2
)

+ α′
3∑
i=1

(
∂m1

∂xi

∂m2

∂xi

)
+
λ

2
m1 ·m2 − h · (m1 + m2)−

β

2
(m2

1z +m2
2z)− β′m1zm2z

−d · (m1 ×m2) + wD

}
(6)

including inhomogenous (α, α′) and homogeneous (λ) parts of the coupling,
and the interaction energy with the external field h. Finally, wD describes
the Lifshitz invariant — which depends on the material used — for the
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Dzyaloshinskii-Moriya coupling. In most cases, we assume the tetragonal
axis of the anti-ferromagnetic crystal to be aligned along the z axis, i.e.,
rotationally invariant structures in the material are then aligned along the z
axis, and the basal plane of the material is then aligned along the xy plane.
The behaviour of the material depends on whether the parameters d and wD
are zero or not. When both parameters are non-zero, the material can permit
the formation of specific modulated states in which the magnetizations are
oscillating.

Terms including the sublattice magnetization mi can be rewritten using
linear combinations of said sublattice magnetization. Let us define m =
(m1 + m2)/2 as the vector of total magnetization, and l = (m1 −m2)/2
as the vector of staggered magnetization. Since |mi| = 1, the constraints
m · l = 0 and m2 + l2 = 1 are satisfied.

Often, the exchange coupling is the strongest among possible internal
interactions, in particular homogeneous couplings, meaning exchanges of
order λ are much more important than those of order d, β and β′. This
permits us to simplify Eq. (6) by excluding gradients of m:

W̃ =

∫
dV

{
A

3∑
i=1

(
∂l

∂xi

)2

+ λm2 − 2m · h

+ 2d · (m× l)−Bl2z + wD

}
, (7)

where A = α− α′ and B = β − β′.
Now define n = l/|l| as the unity vector parallel to the staggered mag-

netization vector. By assuming weak total magnetization, i.e. |~m| � 1, this
implies |l| ' 1, and thus minimizing energy W̃ of (7) independently with
respect to m yields the following:

m = − 1

λ
(n× (d + n× h)) , (8)

where d = (0,0, d).
Substituting Eq. (8) into Eq. (7) then results in the energy approxi-

mately as a function of n:

W̃ =

∫
dV

A
3∑
i,j

(
∂ni
∂xj

)2

− 1

λ
((hx + dny)

2 + (hy − dnx)2

− (h · n)2)−Bn2z + wD(n)

}
. (9)

For convenience, we shall write n(x, y) and h in spherical coordinates:

n = (sin θ cosψ, sin θ sinψ, cos θ); h = (h sin ζ cos η, h sin ζ sin η, h cos ζ).
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The above choices for n and h, and integrating (9) with respect to z, in a
system with linear size Lz, x1 = x, x2 = y, yields:

W̃ = Lz

∫
dx dy

{
A

2∑
i=1

((
∂θ

∂xi

)2

+ sin2 θ

(
∂ψ

∂xi

)2
)

+ wD + w̃

}
, (10)

where w̃ is independent of spatial derivatives:

λw̃ − (λB − d2 − h2 cos2 ζ) cos2 θ − (h2 sin2 ζ + d2)

+ h2 sin2 ζ cos2(ψ − η) sin2 θ

− 2dh sin ζ sin θ sin(ψ − η)

+ h2 sin ζ cos ζ sin(2θ) cos(ψ − η). (11)

Since the model of Eq. (10) is isotropic in the basal xy-plane, only the
component of the magnetic field along the z axis, hz = h cos ζ, and its pro-

jection on the basal plane, h⊥ =
√
h2x + h2y = h sin ζ, are of importance

in determining the equilibrium distributions θ(x, y) and ψ(x, y). By rescal-
ing spatial variables and the energy, the number of control parameters is
reduced:

x0 =

√
Aλ

|K|
, h0 =

√
|K|,

D0 =
4

π

√
A|K|
λ

, K = λB − d2.

(12)

In the equations of (12), x0 is the reduced length, h0 is the reduced
magnetic field — also known as the spin-flop field — and D0 is the reduced
strength of the inhomogeneous Dzyaloshinskii-Moriya interaction. At zero
field, x0 corresponds roughly to the size of an isolated domain wall between
homogeneous states, and D0 is equal to the lowest value of D that stabilizes
modulated states. Furthermore, an effective anisotropy constant K is intro-
duced as well, which acts on the staggered magnetization. In this sense, K
can be interpreted as an analogue to a constant of uniaxial anisotropy in
ferromagnets.

The total magnetization, induced by d, in the basal xy-plane orientates
itself in a way that causes the staggered magnetization to rotate into the
plane perpendicular to the direction of h⊥, an effect which becomes stronger
with equally stronger d and in-plane components of l. One may now define
the deviation of the staggered magnetization from the aforementioned plane
as ε = |ψ − η − π/2|, and assume it is small. Minimizing Eq. (10) with
respect to ε yields:

ε =
∣∣∣ψ − η − π

2

∣∣∣ =

∣∣∣∣ h cos ζ cos θ

d+ h sin ζ sin θ

∣∣∣∣ . (13)
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For d � h, Eq. (13) supports the earlier assumption ε � 1. We now
further assume that ε = 0, due to the staggered magnetization being always
restricted to the plane perpendicular to h⊥. This allows us to substitute
ψ− η = π/2 in the energy density of Eq. (11), which can then be simplified
using the scaled quantities of (12) and dropping terms independent of θ to
obtain w̃ = |K|Φ(θ)/λ, with

Φ(θ) = sgn(K)

(
1− h2

K
cos2 ζ

)
(sin θ − ν)2;

ν =
dh sin ζ

K − h2 cos2 ζ
=

dh⊥
K − h2z

.

(14)

The results of Eqs. (10) and (14) will prove to be useful in investigating
the main properties of structures in anti-ferromagnetic materials.

2.2 Application to homogeneous and spiral states

2.2.1 Homogeneous states

Homogeneous states of the anti-ferromagnetic material are described by Eq.
(14), with two different types of orderings according to the sign of K.

Starting with K > 0, the so-called easy axis system, the anti-
ferromagnetic phase with properties h ‖ z,m = 0 has the lowest energy
in magnetic fields h = hz < h0 along the tetragonal z axis, and in generally
also at zero field. For h = hz, h⊥ = 0, θ = 0 for the anti-ferromagnetic phase.
A spin-flop transition occurs when h = hz = h0 =

√
K, named so because l

‘flops down’ onto the basal xy plane, and generates a spin-flop phase where
θ = π/2. This causes a slight magnetization |m| � 1, and from Eq. (8) one
obtains for |m| � 1 the components of this slight magnetization, mz = h/λ

and
√
m2
x +m2

y = |m⊥| = d/λ. This means that the total magnetization

increases linearly with increasing field h for h0 < h < λ. This continues until
the field reaches h = hex = λ and a spin-flip transition occurs, in which the
spin-flop phase transforms into the ‘paramagnetic’ phase with parameters
|m| = 1, l = 0.

The staggered magnetization l rotates away from the tetragonal z axis
towards the basal xy plane for an increasing magnetic field deviating from
the tetragonal axis. This justifies to describe relation between the angle
measured from l to the z axis, θ, and the magnetic field as sin θ = ν, for ν <
1. The resulting phase is named the canted phase. A phase transition occurs
at the critical value ν = 1 — corresponding to the critical line hc(h⊥, hz)
— resulting in the weak ferromagnetic phase where l, now perpendicular to
the applied field, lies in the xy plane, i.e. sin θ = 1. The phase diagram for
this transition is given by Fig. 4.

At zero field for the easy plane system K < 0, the system has l already
lying in the xy-plane with (|m| = d/λ)⊥n, which is therefore a weak ferro-
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canted phase

weak ferromagnetic phase

hc (h⟂ ,hz)

0 h⟂
0

0

h0

h⟂

h
z

Figure 4: Phase diagram in (h⊥, hz) space for homogeneous states in easy-
axis system (K > 0). The critical line hc(h⊥, hz) is determined by the
condition ν = 1 in Eq. (13).

Figure 5: An example of a spiral state in anti-ferromagnetic materials. Fig-
ure reprinted from Everschor [11].

magnetic phase. At non-zero field, the system behaves similarly to the easy
axis system for hz > h0.

2.2.2 Spiral states

Spiral structures, for example the structure represented in Fig. 5, are ob-
tained by minimizing Eq. (10). This results, depending on the type of
Lifshitz invariants wD used, in helicoids for materials of crystallographic
class D2d, or in cycloids for materials of class Cnv. These two modulated
structures differ in the way the staggered magnetization l rotates, which
yields ψ = π/2 for helicoids and ψ = 0 for cycloids, i.e., the propagation
direction for helicoids and cycloids are perpendicular to each other. The
Lifshitz invariants wD are then:

wD = D
∂θ

∂x
, for helicoids;

wD = D
∂θ

∂y
, for cycloids.

(15)
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Figure 6: Solutions of Eq. (17) θ(ξ, E) corresponding to multiple values of
E > 0. Thinner lines correspond to lower values of E.

The energy of Eq. (10) becomes a two-dimensional problem, which we
simplify by noting from Eq. (15) one can obtain a reduced length ξ = xi/x0
from the reduced unit x0 of Eq. (12). Applying this in Eq. (10), and
absorbing the ξ-perpendicular integrations in the z direction yields:

˜̃W =

√
A|K|
λ

∫
dξ

{(
∂θ

∂ξ

)2

+ Φ(θ) +
4D

πD0

(
∂θ

∂ξ

)}
. (16)

Applying the Euler equation on Eq. (16) then yields:(
∂θ

∂ξ

)2

− Φ(θ) = E, (17)

where E is an integration constant. The behaviour of the system depends on
the three possible values of E: E < 0 or closed trajectories, E = 0, and E >
0 or open trajectories. Since E < 0 describes states which do not minimize
inhomogeneous Dzyaloshinskii-Moriya interactions, open trajectories E > 0
will be discussed solely from this point. Integrating Eq. (17) with Φ(θ) from
Eq. (14) yields a set of solutions θ(ξ, E). These solutions are parametrized
by the integration constant E, and numerical integrations of Eq. (14) with
varying values of E > 0 are shown in Fig. 6.

Averaging the energy from Eq. (16), by dividing over a period Ξ, yields
an averaged energy w̄. This averaged energy can, by using Eq. (17), be
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written as functions of the integration constant E1:

w̄ =

√
A|K|
λ

1

Ξ(E)

∫ 2π

0

E + 2Φ(θ)√
Φ(θ) + E

dθ +
2πD

Ξ(E)
; (18)

Ξ(E) =

∫ 2π

0

dθ√
Φ(θ) + E

. (19)

Despite Eq. (17) being independent from inhomogeneous chiral
Dzyaloshinskii-Moriya interactions, the averaged energy w̄ from Eq. (18)
does, however, depend on Lifshitz invariants contributions. Since the val-
ues w̄ vary with different solutions of θ(ξ, E), this implies the equation
dw̄/dE = 0, used to determine the optimal values Ẽ, can be rewritten
as: ∫ 2π

0
dθ
√

Φ(θ) + E =
4D

D0
. (20)

2.2.3 Calculating energies of homogeneous and spiral states

In homogeneous states, as noted before in Subsubsection 2.2.1, only the term
w̃ = |K|Φ(θ)/λ is used for calculating the energy W̃ . There are several types
of homogeneous states, and we shall, for indicative purposes, discuss two of
them: the anti-ferromagnetic phase and the spin-flop phase.

For the anti-ferromagnetic phase, θ = 0, and therefore the average energy
of the system is zero. More interesting is the spin-flop phase, with θ =
π
2 , which simplifies the energy integral over w̃ drastically. For a system
described by polar coordinates, the energy density εSF is given by:

εSF =
1

πR2

∫ R

0
dρ w̃(θ =

π

2
)ρ

=
1

πR2

∫ R

0
dρ
|K|
λ

sgn(K)

(
1− h2z

h20

)
(1− ν)2ρ

=
K(1− ν)2

πR2λ

(
1− h2z

h20

)∫ R

0
dρ ρ

=
K(1− ν)2

2πλ

(
1− h2z

h20

)
.

(21)

The energy density of the spin-flop phase is therefore independent of the
Dzyaloshinskii-Moriya constant D.

For spiral states, one can calculate the average energy by evaluating the
integral of Eq. (16). This, however, must be preceded by finding the value
of the integration constant E and the correct form of the function θ(ξ), for

1The original article of Bogdanov et al. (2002) [10] contains two typos in the equation
for w̄.
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a value of the Dzyaloshinskii-Moriya constant D and external magnetic field
h.

Firstly, we evaluate the integral of Eq. (20) for a certain value of h,
since from Eq. (14) we know Φ(θ) depends on h, for various values of E,
until a certain value of E is reached such that the integral yields a value
4D/D0 for a desired value of D. Secondly, this found value of E is then
used to solve Eq. (17), in order to obtain an appropriate (elliptic) function
θ(ξ, E). Thirdly, using Ξ(E) from Eq. (18) as its upper boundary and zero
as its lower boundary, the integral of Eq. (16) can then be evaluated for the
desired values of h and D.

For comparison with other modulated structures, one can use the density
of the spiral state energy, which is the energy divided by the length of the
state:

εspi =
˜̃W

Ξ(E)
. (22)

2.2.4 Phase diagram for homogeneous and spiral states

Now that methods of calculating energy densities of homogeneous and spiral
states are known, a phase diagram of anti-ferromagnetic materials can be
constructed. Again, we take favourable circumstances, the most notable be-
ing the external magnetic field to be completely aligned along the tetragonal
axis of the material, i.e., h = hz. Consequently, this yields h⊥ = 0, ν = 0
and simplifies the spin-flop energy density εSF from Eq. (21).

The phase boundaries are then mainly determined by the critical values
Dc of the Dzyaloshinskii-Moriya interaction constant. These are defined2

as:

Dc

D0
=

√∣∣∣∣h2K − 1

∣∣∣∣, (23)

for easy-plane systems (K < 0) and easy-axis systems (K > 0) for an
external magnetic field larger than the spin-flop field (h > h0). For easy-
axis systems where h < h0, the critical values Dc are given by:

Dc

D0
=

√
1− h2

h0
. (24)

Furthermore, let us introduce two new quantities to measure the rela-
tive external magnetic field and Dzyaloshinskii-Moriya interaction constant
respectively:

h̄ =
h

h0
; D̄ =

D

D0
, D̄c =

Dc

D0
. (25)

2For more details on the derivation of Eqs. (23) and (24) , see Bogdanov et al.
(2002) [10].
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Figure 7: Phase diagrams for anti-ferromagnetic material lacking inversion
symmetry, in an external magnetic field along the tetragonal axis of the
material.

Eqs. (23) and (24) can then be rewritten as

D̄c =
√∣∣sgn(K)h̄2 − 1

∣∣; D̄c =
√

1− h̄2, (26)

respectively.
Using Eq. (26), one can construct phase diagrams for easy-axis and easy-

plane systems. The constructed diagrams, plotted in the (D̄, h̄) parameter
space, are given in Fig. 7.
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3 The skyrmion configuration

In Section 2, we set up a model for magnetic structures, and their energies,
in anti-ferromagnetic materials. Now, we shift our attention to the skyrmion
configuration in order to calculate its energy in various circumstances, and
compare this energy with those of the homogeneous and spiral states.

3.1 Model of the skyrmion configuration

As we have seen in Subsection 1.1, skyrmion configurations — like other
rotationally invariant systems — are spatially described by cylindrical coor-
dinates. In our case, we define the spatial variables x of Eq. (10) as

x = x0(ρ cosφ, ρ sinφ, z), (27)

where x0 is the reduced length introduced in Eq. (12). Since our system
is rotationally invariant, the Lifshitz invariants wD, which normally depend
on the type of material used, can be written, for all types of materials, as:

wD = D

[
cosφ

∂θ

∂x
+ sinφ

∂θ

∂y
− sin θ cos θ

(
sinφ

∂φ

∂x
− cosφ

∂φ

∂y

)]
. (28)

The rotational invariance of the skyrmion also means it prefers to align
its rotational axis along the tetragonal axis of the material. It is therefore
convenient to choose the external magnetic field h to be aligned along the
tetragonal z axis, i.e., h = hz. This leads directly to h⊥ = 0, and using Eq.
(14) then yields:

w̃ =
|K|
λ

sgn(K)

(
1− h2

K

)
sin2 θ. (29)

Using Eq. (27), (28), (29), the reduced quantities used in Eq. (12), (25),
and the jacobian determinant for cylindrical coordinates into the energy of
Eq. (10), one obtains the energy of a skyrmion of size R:

W̃sk(R) =
|K|
λ

∫ R

0
dρ

{(
dθ

dρ

)2

+
sin2 θ

ρ2
+

8

π
D̄

(
dθ

dρ
+

sin θ cos θ

ρ

)
+

+ sgn(K)(1− h̄2) sin2 θ

}
ρ.

(30)

Using the Euler-Lagrange equations on Eq. (30) yields the equation of
motion for θ(ρ):

d2θ

dρ2
+

1

ρ

dθ

dρ
− sin θ cos θ

ρ2
+

8

π
D̄

sin2 θ

ρ
−
(
1− h̄

)
sin θ cos θ = 0, (31)

with boundary conditions θ(0) = π and θ(R) = 0 for localized structures in
h < h0, and θ(0) = π, θ(R) = π/2 for delocalized structures in h > h0. From
this point, we will discuss the localized structures in h < h0.
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3.2 Calculating energies of skyrmion configurations

As one can observe from Eq. (30), the energy of a skyrmion configuration
of size R is determined by the parameters h̄ and D̄, and an appropriate
function θ(ρ) with boundary conditions θ(0) = π, θ(R) = 0. In fact, the
position of the skyrmion configuration in the (D̄, h̄) parameter space influ-
ences the function θ(ρ). We therefore investigate the stability of skyrmion
configurations with respect to the states described in the phase diagrams
of Fig. 7, since these diagrams are plotted in the (D̄, h̄) parameter space,
for the tetragonally aligned external magnetic field h = hz the skyrmion
configuration model of Subsection 3.1 is based on.

To investigate a skyrmion configuration, we choose a single point in the
(D̄, h̄) parameter space, and — for convenience — let us assume an easy-
axis system, i.e. K > 0, so that we can use the phase diagram of Fig. 7b
to compare with other states in the anti-ferromagnetic material. We then
define an energy density εsk(R) of the skyrmion configuration of size R:

εsk(R) =
1

πR2
W̃sk(R). (32)

The energy density εsk is calculated for various values of R, until the mini-
mum value εmin(Rmin) is found. We now know the minimal skyrmion energy
density for one point in the (D̄, h̄) parameter space. Since we discuss the
localized structures of h < h0, i.e. h̄ < 1, the freedom in parameter h̄ is
restricted, and thus we choose two values of h̄: h̄ = 1

2 , and h̄ = 1
20 . These

choices reflect a noticeable external field, and a small external field, respec-
tively.

We can now effectively calculate the minimum energy density εmin, and
its associated size Rmin, at multiple points in the (D̄, h̄) space by varying
D̄, while using the previously chosen values of h̄. The results shown in Fig.
8 show the results for both h̄ = 1

2 and h̄ = 1
20 . One may notice from Fig.

8, that the choice of h̄ is less important when investigating the behaviour of
the skyrmion configuration, than the choice of D̄.

When compared to the homogeneous anti-ferromagnetic phase described
in Subsubsection 2.2.1, the skyrmion configuration is stable, i.e., it possesses
a negative minimum energy density, for 5 out of 9 cases, where the values
of D̄ and h̄ of the investigated skyrmion configuration were in the anti-
ferromagnetic phase.

Calculated along with the skyrmion configuration up to D̄ = 2, the
spiral state energy described in Subsubsection 2.2.2 — and its associated
density εspi from Eq. (22) — was found to have a positive value for both
h̄ = 1

2 and h̄ = 1
20 . A comparison between the energy densities of the

skyrmion and spiral states can be seen in Fig. 9. Since the skyrmion energy
density tends to attain a negative value, this results in stable skyrmion
configurations in the spiral states phase. Furthermore, Fig. 9 suggests the
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0 1 2 3 4 5
D0

R

h = 1

2
h = 1

20

(c) (D̄, R) plot.

Figure 8: Obtained datasets for cases h̄ = 1
2 , h̄ = 1

20 . Notice the barely
noticeable differences between the datasets for h̄ = 1

2 and for h̄ = 1
20 .
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skyrmion configuration is the most stable state found among the modulated
structures phase, in the phase diagram of Fig. 7b, for h̄ ≤ 1

2 and D̄ ≥ D̄c.
This yields a ‘rough’ area in the (D̄, h̄) parameter space, where one could

find stable skyrmion configurations; this area is part of a skyrmion phase in
(D̄, h̄) space, which is now partially identified, as can be seen in Fig. 10.
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(a) Energy densities for h̄ = 1
2 .
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(b) Energy densities for h̄ = 1
20 .

Figure 9: Energy density plots of spiral and skyrmion states, plotted for the
relevant area D̄ ≥ D̄c.
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Figure 10: Stability, with respect to the homogeneous state of the anti-
ferromagnetic (AF) phase and the spiral state, of various skyrmion configu-
ration in the (D̄, h̄) parameter space.

4 Conclusions

In this Thesis, we found stable skyrmion configurations in anti-ferromagnetic
materials with inversion asymmetry. Whether these skyrmion configurations
are stable or not, depends on the strength D of the Dzyaloshinskii-Moriya
interaction, and somewhat less on the strength h of the external field. For
h̄ = h

h0
≤ 1

2 , with h0 the so-called spin-flop field, the skyrmion configuration
as a stable state is dominant, especially among other modulated structures
governed by D.

For future investigations, a further refinement of the ‘primitive’ phase
diagram of Fig. 10 is a prime priority. This can be achieved by investigat-
ing more coordinates of (D̄, h̄) for the skyrmion configuration. Since stable
skyrmion configurations tend to occur near the critical line D̄c = Dc/D0

between anti-ferromagnetic and modulated chiral phases, it is recommend-
able that future Monte-Carlo simulations on the skyrmion phase should
begin near this critical line. Another guide for future research is to use
the model and methods described in this Thesis for delocalized structures,
where h > h0.
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