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#### Abstract

The electronic properties of graphene are influenced by both geometric confinement and strain. In this thesis, we study the electronic structure of in-plane bent graphene nanoribbons, a confined strained graphene system. We develop a tight-binding model that has a small computational cost and is based on three parameters: hopping, overlap and an exponential decay rate. This model predicts that the bandgap of armchair graphene nanoribbons after bending behaves similarly to the bandgap after a uniform longitudinal strain, and in general is not very sensitive to bending. However, it also predicts that the edge states within zigzag graphene nanoribbons are sensitive to bending and develop an effective 1D chain dispersion. Because the slope of the dispersion is connected to the velocity of the electrons at the edge, this means that the edge states change from localized to delocalized upon increasing the degree of bending. We also take the first steps in an analysis of bent graphene nanoribbons using the massless Dirac fermion continuum description of graphene by combining boundary conditions and a pseudomagnetic field.
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## Chapter 1

## Introduction

Ever since the synthesis of graphene by Geim and Novoselov in 2004, graphene has been hailed as a wonder material both on a fundamental level for its unique properties and because of its potential applications [1, 2]. Interest has not waned, as can for instance be seen from the continuing stream of publications, increasing number of centers dedicated to graphene research, startup companies and big funding schemes such as the graphene flagship.

Many of graphene's remarkable features stem from two facts. The first is that graphene's charge carriers have a linear dispersion for low energy and can be effectively described as Dirac fermions. The other fact is that graphene is a two-dimensional ultra thin membrane. In this thesis, we study the interplay between these two properties through a specific case: in-plane bent graphene nanoribbons (GNRs). A study of this specific system fits naturally in two somewhat separate areas of research in graphene.

The first is the study of GNRs. GNRs were already studied before the advent of graphene through research inspired by carbon nanotubes (CNTs). The electronic properties of GNRs are very sensitive to their termination. In particular, zigzag graphene nanoribbons (ZGNRs) show localised edge states with interesting properties [3]. More general is the development of a bandgap for all ribbons, though the size and cause of this bandgap exhibit an interesting dependence on the termination and width of the ribbon [4]. Because of their bandgap, GNRs have been proposed as a potential material for electronics and have been used to create a field-effect transistor out of graphene [5].

The second research area to which bent GNRs are related is the study of deformations in graphene. Interest in this topic originated mainly from the theoretical prediction that strain couples as a pseudo magnetic field (a magnetic field that preserves time-reversal symmetry) to the Dirac fermions of graphene. This was initially studied in the light of deformations in CNTs [6]. After the rise of graphene, this field grew in prominence by the vision of using strain as a way to tune graphene's properties and use it in developing an all-graphene electronics. This pursuit is called strain engineering [7]. Experi-
mental evidence of the pseudo-magnetic field was found by the observation of "pseudo"-Landau levels in strained graphene [8].

Graphene systems that are both geometrically confined and strained, thus combining these two research areas, have recently been studied with a focus on the resulting mechanical properties [9]. In this study, the paper-art analogy that exist for graphene (see Fig. 1.1) is taken to include kirigami. This analogy describes the study of straight GNRs as the art of paper cutting graphene. Graphene origami (the traditional Japanese art of folding paper) is the study of strain in graphene. These two come together in graphene kirigami in which both cutting and folding is allowed. A bent GNR is a very specific and not so complicated type of graphene kirigami, but because it is a relatively simple system, it is possible to study its electronic properties in depth. For this reason, the system is a good probe to understand how electronic effects that arise from confinement and termination of graphene combine with effects from strain. Another motivation to study this system is that more complicated graphene kirigami could consist in part of bent GNRs. Knowing what is to be expected in this simple case, therefore, helps to understand more complicated graphene kirigami.

The direct inspiration to study the specific case of bent GNRs was the experimental synthesis of such a ribbon in an affiliated research group, see Fig. 1.2. Their research consisted of growing an armchair graphene nanoribbon (AGNR) which had 14 carbon atoms in its unit cell. Using the tip of an atomic-force microscope, they were able to bent the ribbon by pushing one end of the ribbon. Electronic transport measurements were made before and after bending using a scanning tunneling microscope. From these measurements, a dependence of the bandgap with respect to the bending angle could be deduced. Though the preliminary results require further confirmation by performing more measurements, they found that the bandgap decreases slightly with bending (Fig. 1.2). This thesis is not meant as an analysis of these results, as they have been carefully discussed in Ref. [12] and also agree with first-principle predictions from Ref. [13].

Instead the goal of this thesis is to investigate more broadly the effects of bending on GNRs and we will not limit ourselves to one specific GNR. We will, however, only consider the effects on the electronic band structure. The band structure will primarily be calculated using a tight-binding model that takes three parameters into account: hopping, overlap, and a decay parameter. This, as we will argue, represents a minimal model that can describe bent GNRs. Next to that, we attempt to describe the electronic structure using an effective Dirac-fermion continuum description of graphene.

This thesis is organised as follows. In Chapter 2 and Chapter 3 we review the electronic structure of graphene and GNRs using tight-binding theory. Chapter 4 is the main chapter of this thesis, where the electronic structure of bent GNRs is studied using tight-binding theory. Specifically, we look at the effect on the bandgap structure for AGNR and at the effect on the edge states
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Figure 1.1: (a) A graphene transistor made from GNRs (cut graphene), figure adapted from Ref. [5]. (b) Strain engineering (graphene origami) by patterning the substrate, figure adapted from Ref. [7]. (c) Mechanical response of cut and stretched graphene (graphene kirigami) [9][10], figure adapted from Ref. [11] (d) A bent GNR, a simple building block of graphene kirigami and the system we will study in this thesis.
for ZGNR. An important result is an emerging band structure for the edge states that results from bending. In Chapter 5, we study bent graphene ribbons using the effective Dirac theory of graphene. This theory is first reviewed for graphene and GNRs, in which the Dirac equation is supplemented with appropriate boundary conditions. Then, an attempt is made to combine it with the gauge field method for describing strained graphene with the boundary conditions to describe bent GNRs. At this stage, however, it is not clear


Figure 1.2: (a) Experimental realisation of an in-plane bent GNR (armchair ribbon with 14 atoms in the unit cell), adapted from Ref. [12] (b) Band gap dependence on bending for 5 ribbons; crosses are data points from the measurements and lines are linear fittings through the data points. Different color represent different ribbons (black line at zero is axes). The thick black dotted line is the average of the 5 ribbons and the thin dotted lines are the standard deviation. Bending is measured in units of degree $\mathrm{nm}^{-1}$ (the amount of degrees 1 nm of ribbon is curved).
to what extend this combination is appropriate. Conclusion are provided in Chapter 6.

## Chapter 2

## Electronic structure of graphene

This chapter reviews the electronic structure of graphene using tight-binding theory. First, the lattice geometry of graphene is introduced. Then, a tightbinding theory with orthogonal basis states is considered. Next, we study graphene in a tight-binding theory with non-orthogonal basis states. We argue that a minimal model that can be expected to give reasonable results for bent GNRs uses non-orthogonal basis states and exponentially decaying parameters.

### 2.1 Graphene: carbon in a honeycomb lattice

Graphene, a 2D allotrope of carbon, consists of carbon atoms arranged in a honeycomb lattice. The configuration of the electrons in a carbon atom is $1 s^{2} 2 s^{2} 2 p^{2}$. The four electrons in the second shell are valence electrons, which can hybridize. In graphene, these electrons hybridize into $3 s p^{2}$ orbitals that form covalent $\sigma$ bonds. These $\sigma$ bonds are triangular and are responsible for the honeycomb structure of graphene. The remaining valence electron is in the $p_{z}$ orbital, which points perpendicularly to the lattice plane and forms $\pi$ bonds.

A honeycomb consists of two inequivalent triangular sublattices, labeled $A$ and $B$, see Fig.2.1a. The sublattice sites are connected to each other by the nearest neighbor (NN) vectors. For the orientation chosen here, these are given by $\delta_{1}=\frac{a}{2}(1, \sqrt{3}), \delta_{2}=\frac{a}{2}(1,-\sqrt{3})$ and $\delta_{3}=-a(1,0)$, with $a=0.142$ nm denoting the distance between NNs. The lattice vectors of the honeycomb are given by $\mathbf{a}_{1}=\frac{a}{2}(3, \sqrt{3})$ and $\mathbf{a}_{2}=\frac{a}{2}(3,-\sqrt{3})$, which form a triangular Bravais lattice. We can define a unit cell with a diamond shape enclosing two inequivalent sublattice sites, see Fig.2.1a. We use lower case, $\mathbf{r}_{i}$, for sites of the honeycomb lattice with $i \in 1, \ldots, \bar{N}$ and $\bar{N}$ the number of lattice sites in the honeycomb. We will use upper case, $\mathbf{R}_{l}$, for sites of the Bravais lattice
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Figure 2.1: (a) The graphene honeycomb lattice. Depicted are the diamond shaped unit cell, lattice vectors and nearest-neighbor vectors. (b) Reciprocal space, showing the reciprocal lattice vectors and the hexagonal first Brillouin zone of the triangular Bravais lattice.
with $l \in 1, \ldots, N$ and $N=\bar{N} / 2$. Thus, if $\mathbf{r}_{i}$ is an $A$ lattice site $\mathbf{r}_{i}=\mathbf{R}_{l}+\delta_{A}$ and if $\mathbf{r}_{i^{\prime}}$ is a $B$ lattice site $\mathbf{r}_{i^{\prime}}=\mathbf{R}_{l^{\prime}}+\delta_{B}$. Here $\delta_{A / B}$ is the position of the $A / B$ lattice site in the unit cell. We will assume that the origin of our coordinate system coincides with the first Bravais lattice site and the $A$ sublattice site such that $\delta_{A}=(0,0)$ and $\delta_{B}=-\delta_{3}$.

The reciprocal lattice vectors are given by $\mathbf{b}_{1}=\frac{2 \pi}{3 a}(1, \sqrt{3})$ and $\mathbf{b}_{2}=$ $\frac{2 \pi}{3 a}(1,-\sqrt{3})$. From these, we can determine the Brillouin zone $(B Z)$, which turns out to be a hexagon, see Fig. 2.1b. The corners of the hexagon can be divided into two inequivalent sets of points $K$ and $K^{\prime}$, which can be represented by the vectors $K_{ \pm}= \pm\left(b_{1}-b_{2}\right) / 3$.

### 2.2 Tight-binding model of graphene

The electronic properties of graphene are dominated by the electrons in the $\pi$ bonds that are due to the $p_{z}$ atomic orbitals. This suggests that we can effectively describe the band structure by a tight-binding model of electrons restricted to a single state per honeycomb site. In most standard treatments of tight-binding in graphene, the dispersion relation is derived from a secondquantized Hamiltonian [14]. We first use this approach to derive the spectrum for orthogonal basis states. However, it turns out to be useful to derive the spectrum also from non-orthogonal basis states. It is more convenient to do this starting from a first-quantized Hamiltonian.

## Tight-binding model using orthogonal basis states

For a general number of hopping parameters, the second-quantized tightbinding Hamiltonian takes the form
$H=\sum_{n, n^{\prime}}\left[\sum_{\left\langle l, l^{\prime}\right\rangle_{n}} \bar{t}_{n}\left(a_{l}^{\dagger} b_{l^{\prime}}+b_{l^{\prime}}^{\dagger} a_{l}\right)+\sum_{\left\langle\left\langle l, l^{\prime}\right\rangle\right\rangle_{n^{\prime}}} \bar{t}_{n^{\prime}}^{\prime}\left(a_{l}^{\dagger} a_{l^{\prime}}+b_{l}^{\dagger} b_{l^{\prime}}\right)\right]+\sum_{l} \bar{\epsilon}_{0}\left(a_{l}^{\dagger} a_{l}+b_{l}^{\dagger} b_{l}\right)$.

Here, $a_{l}^{\dagger}$ and $b_{l}^{\dagger}$ are creation operators that, respectively, create basis states $\left|a_{l}\right\rangle$ and $\left|b_{l}\right\rangle$ associated with the $A$ and $B$ sublattice site at $l$. The sum over $\left\langle l, l^{\prime}\right\rangle_{n}$ runs over those Bravais lattice points $l$ and $l^{\prime}$, for which the $A$ and $B$ sublattices are $d_{n}$ apart, where $d_{n}$ is the $n$-th inter-sublattice distance, i.e. $\left|\mathbf{R}_{l^{\prime}}+\delta_{B}-\mathbf{R}_{l}-\delta_{A}\right|=d_{n}$. The sum over $\left\langle\left\langle l, l^{\prime}\right\rangle\right\rangle_{n}$ runs over those Bravais lattice points $l$ and $l^{\prime}$, for which sites at the $A$ sublattice are $d_{n}^{\prime}$ apart, where $d_{n}^{\prime}$ is the $n$-th intra-sublattice distance, i.e. $\left|\mathbf{R}_{l}-\mathbf{R}_{l^{\prime}}\right|=d_{n}^{\prime}$ (equivalently for $B)$. We have singled out the on-site energies $\epsilon_{0}$, therefore, $d_{n}^{\prime}$ is taken to be larger than zero. We assume here that there is no difference between hopping from $A$ to $B$ or from $B$ to $A$, nor is there a difference in the on-site energy between $A$ and $B$. This follows from the symmetry of the honeycomb lattice under sublattice exchange.

Usually, the creation operators are taken to create orthogonal basis states and satisfy the standard fermionic anticommutation relations. This approach has the advantage of being quickly solvable by the Fourier transformation,

$$
\begin{equation*}
a_{l}=\frac{1}{\sqrt{N}} \sum_{1 B Z} \alpha_{\mathbf{k}} e^{i \mathbf{R}_{l} \cdot \mathbf{k}}, \quad b_{l}=\frac{1}{\sqrt{N}} \sum_{1 B Z} \beta_{\mathbf{k}} e^{i \mathbf{R}_{l} \cdot \mathbf{k}} \tag{2.2}
\end{equation*}
$$

where we have introduced the crystal momentum $\mathbf{k}$. The sum runs over the first Brillouin zone denoted by $1 B Z$. Note that we adopt the convention of using the same phase for defining the $a_{l}$ and the $b_{l}$ Fourier transform [15]. We can now rewrite the Hamiltonian (2.1) in terms of the $\alpha_{\mathbf{k}}$ and $\beta_{\mathbf{k}}$ operators and introduce a one-particle state

$$
\begin{equation*}
|\bar{\psi}(\mathbf{k})\rangle=\left(\bar{A}_{\mathbf{k}} \alpha_{\mathbf{k}}^{\dagger}+\bar{B}_{\mathbf{k}} \beta_{\mathbf{k}}^{\dagger}\right)|0\rangle . \tag{2.3}
\end{equation*}
$$

Here, $\bar{A}_{\mathbf{k}}$ and $\bar{B}_{\mathbf{k}}$ are functions of the crystal momentum and $|0\rangle$ is the vacuum state. The Schrödinger equation $H|\bar{\psi}(\mathbf{k})\rangle=\bar{E}|\bar{\psi}(\mathbf{k})\rangle$ can then be written as a matrix eigenvalue problem,

$$
\left(\begin{array}{cc}
\bar{H}^{\prime}(\mathbf{k}) & \bar{H}(\mathbf{k})  \tag{2.4}\\
\bar{H}^{*}(\mathbf{k}) & \bar{H}^{\prime}(\mathbf{k})
\end{array}\right)\binom{\bar{A}_{\mathbf{k}}}{\bar{B}_{\mathbf{k}}}=\bar{E}_{\mathbf{k}}\binom{\bar{A}_{\mathbf{k}}}{\bar{B}_{\mathbf{k}}}
$$

with

$$
\begin{gather*}
\bar{H}(\mathbf{k})=\sum_{n} \bar{t}_{n} f_{n}(\mathbf{k}), \quad f_{n}(\mathbf{k})=\sum_{\langle l\rangle_{n}} e^{-i \mathbf{k} \cdot \mathbf{R}_{l}},  \tag{2.5}\\
\bar{H}^{\prime}(\mathbf{k})=\sum_{n} \bar{t}_{n}^{\prime} g_{n}(\mathbf{k}), \quad g_{n}(\mathbf{k})=\sum_{\langle\langle l\rangle\rangle_{n}} e^{-i \mathbf{k} \cdot \mathbf{R}_{l}} .
\end{gather*}
$$

Here, the sum over $\langle l\rangle_{n}$ runs over inter sublattice pairs, these are $l$ such that $\left|\mathbf{R}_{l}+\delta_{B}-\delta_{A}\right|=d_{n}$. The sum over $\langle\langle l\rangle\rangle_{n}$ runs over intra sublattice pair, these are $l$ such that $\left|\mathbf{R}_{l}\right|=d_{n}^{\prime}$. Solving this matrix equation yields the dispersion,

$$
\begin{equation*}
\bar{E}_{\mathbf{k}}^{\lambda}=\bar{H}^{\prime}(\mathbf{k})+\lambda|\bar{H}(\mathbf{k})|+\bar{\epsilon}_{0} . \tag{2.6}
\end{equation*}
$$

The eigenstates corresponding to the dispersion relation (2.6) are given by those $\bar{\psi}_{\mathbf{k}}$ for which $\bar{A}_{\mathbf{k}}=\frac{\bar{H}(\mathbf{k})}{|\bar{H}(\mathbf{k})|} \bar{B}_{\mathbf{k}}$.

Studies have been done in which the hopping parameters between orthogonal states are fitted against ab-initio calculations [16]. A dispersion using these parameters reproduces first-principle calculations very well, as will later be demonstrated. We would, however, like to use a model that is as simple as possible.

A way to reduce the complexity is to take only NN and next nearestneighbor (NNN) hopping into account. In that case, the dispersion reduces to,

$$
\begin{equation*}
\bar{E}_{\mathbf{k}}^{\lambda}=-3 \bar{t}^{\prime}+\bar{t}^{\prime}\left|\gamma_{\mathbf{k}}\right|^{2}+\lambda\left|\bar{t} \gamma_{\mathbf{k}}\right|+\bar{\epsilon}_{0} . \tag{2.7}
\end{equation*}
$$

Here $t\left(t^{\prime}\right)$ is the (N)NN hopping parameter and $\gamma_{\mathbf{k}}=1+e^{i \mathbf{k} \cdot \mathbf{a}_{1}}+e^{i \mathbf{k} \cdot \mathbf{a}_{2}}$. This dispersion is often found in the literature because it captures the most important features of the graphene dispersion, i.e. the linear dispersion and the intra-sublattice hopping that breaks the electron-hole symmetry. There is currently, however, no clear consensus of what hopping parameters to take for the orthogonal dispersion with NN and NNN hopping. One convention is to take $\bar{t}=-2.8 \mathrm{eV}$ and $-0.02 \bar{t} \leq \bar{t}^{\prime} \leq-0.2 \bar{t}[14]$. We will use the values $\bar{t}=-3.00236 \mathrm{eV}$ and $\bar{t}^{\prime}=0.20509 \mathrm{eV}[16]$.

The dispersion of graphene along a line connecting high-symmetry points is shown in Fig. 2.2. In this figure, different graphene dispersions and choices of hopping parameters are compared. One can observe the two-parameter orthogonal model of Eq. (2.7) and also the dispersion of Eq. (2.6), where the first 15 hopping parameters of Ref. [16] are used. For both orthogonal bases, $\bar{\epsilon}_{0}$ has been chosen such that the zero energy is reached at the $K$ and $K^{\prime}$ points. The figure also depicts the energy dispersion from a first-principle calculation of graphene that was made using QuantumWise software [17]. From the figure we can observe that the 15 parameter orthogonal basis model reproduces very well the dispersion relation obtained by first-principle calculations. The two-parameter orthogonal model captures the essential features, but differs markedly at the $M$ point for the chosen parameters. A fourth dispersion, based on non-orthogonal basis states and exponentially decaying parameters, is also depicted. We will introduce and discuss this dispersion in the next section.

Now, we discuss whether this two-parameter model is convenient to study bent GNRs. To study bent GNRs in a tight-binding scheme, there are two criteria that are important:


Figure 2.2: Several plots of the dispersion relation for graphene along the line connecting the $\Gamma-M-K-\Gamma$ points. The dashed (shortest dashes) green curve corresponds to the two-parameter orthogonal dispersion given by Eq. (2.7). The NN and NNN hopping parameters are $t=-3.00236 \mathrm{eV}$ and $t^{\prime}=0.20509 \mathrm{eV}$, and $\overline{\epsilon_{0}}$ has been chosen such that the $K$ points are at zero energy. The blue dashed (longer dashes) curve depicts the orbital dispersion with exponentially decaying hopping and overlap parameter, given by Eq. (2.18). We assumed exponential decay for the hopping and overlap parameters, described by Eq. (2.21), with values $t_{0}=-2.8 \mathrm{eV}, s_{0}=0.2$, $\kappa=2.6$, and $\epsilon_{0}=-1.28 \mathrm{eV}$, chosen so that the zero energy is at the $K$ points. The black dashed curve with smaller dashes corresponds to an orthogonal-basis dispersion taking into account the first 15 hoppings [16]. The continuous black line corresponds to first-principle calculations, made using the QuantumWise software [17].

1. The model should use parameters that are still valid when a system is geometrically confined, i.e. when graphene is confined to a GNR.
2. We need a relation between the distance between two sites and the hopping parameter between them in order to describe the effect of strain.

As the model is presented above, the second criteria is obviously not satisfied. However, we could introduce some kind of function that would describe how the NN and NNN hopping depend on the distance. An exponential decay has been used, for instance, in Ref. [18]. One confusing issue in this case is, however, that usually the NNN and NN are taken to be opposite sign. Therefore, an exponential decay does not connect the NN and NNN hopping
parameter (this issue was avoided in Ref. [18] by only considering absolute sizes). In fact, checking the orthogonal hopping-parameters of Ref. [16], which are given up to the first 20 neighbors, one can see that these do not satisfy an exponential decay very well, as the signs are not always the same and some more distant hopping-parameters are larger than nearer ones.

However, a more serious problem occurs when we consider the first criterium. Indeed, it is not reasonable to expect that these two hopping parameters will remain the same for sites closer to the edge of the ribbon. To understand this point, we recall that the orthogonal hopping parameters can be expressed in terms of integrals over space of the orthogonal basis functions and the lattice potential. Because of their orthogonality, these states do not represent the $p_{z}$ orbitals of the different lattice sites. It is however possible to construct a set of orthogonal states from linear combinations of the $p_{z}$ orbitals that keeps their localized character by using the Löwdin orthogonalization scheme [19]. One can calculate these Löwdin orthogonalized states. They will be identical at each lattice site because of the translational symmetry of the graphene lattice. One finds that if one calculates hopping parameters between these states, they are close to the orthogonal parameters because the $p_{z}$ orbitals are dominant in graphene. However ,if one would calculate the Löwdin orthogonalized basis state for a GNR, these will no longer be the same for every site because translational symmetry is broken in one direction. Therefore, also the hopping parameters will not be identical throughout the lattice.

In conclusion, for our purposes the non-orthogonal basis states are more convenient, and we will therefore use these hereafter.

## Tight-binding model using non-orthogonal basis states

In the first-quantized approach, one starts directly from the lattice Hamiltonian given by

$$
\begin{equation*}
\mathcal{H}=-\frac{\hbar^{2}}{2 m} \Delta+\sum_{l} V^{(A)}\left(\mathbf{r}-\mathbf{R}_{l}-\delta_{A}\right)+V^{(B)}\left(\mathbf{r}-\mathbf{R}_{l}-\delta_{B}\right) . \tag{2.8}
\end{equation*}
$$

Here, $l$ runs over the Bravais lattice and $V^{(A / B)}$ is a potential that is due to the $A / B$ carbon atom. Because of the symmetry of the honeycomb lattice, $V^{(A)}(\mathbf{r})=V^{(B)}\left(\mathcal{R}_{\pi}^{z} \mathbf{r}\right)$, where $\mathcal{R}_{\pi}^{z}$ represents a rotation by $\pi$ around the z -axis. The orbital basis states, $\phi^{(j)}$, are eigenstates of the single-atom Hamiltonian, i.e.

$$
\left[-\frac{\hbar^{2}}{2 m} \Delta+V^{(j)}(\mathbf{r})\right] \phi^{(j)}(\mathbf{r})=\epsilon^{(j)} \phi^{(j)}(\mathbf{r}),
$$

where $j \in\{A, B\}$. The orbital basis states also satisfy $\phi^{(A)}(\mathbf{r})=\phi^{(B)}\left(\mathcal{R}_{\pi}^{z} \mathbf{r}\right)$. Because of this symmetry, it follows that $\epsilon^{(A)}=\epsilon^{(B)}$, which we denote $\epsilon_{0}$ from now on. In tight-binding, one assumes that the eigenfunctions are given by a
linear combination of the orbital basis states [15],

$$
\begin{equation*}
\psi(\mathbf{r})=\sum_{l}\left[A_{\mathbf{R}_{l}} \phi^{(A)}\left(\mathbf{r}-\delta_{A}-\mathbf{R}_{l}\right)+B_{\mathbf{R}_{l}} \phi^{(B)}\left(\mathbf{r}-\delta_{B}-\mathbf{R}_{l}\right)\right], \tag{2.9}
\end{equation*}
$$

where $l$ runs over the triangular Bravais lattice. From Bloch's theorem, it follows that the orbital coefficients should satisfy $A_{\mathbf{R}_{l}}=A_{\mathbf{k}} e^{i \mathbf{k} \cdot \mathbf{R}_{l}}$ and $B_{\mathbf{R}_{l}}=$ $B_{\mathbf{k}} e^{i \mathbf{k} \cdot \mathbf{R}_{l}}$ and thus,

$$
\begin{equation*}
\psi_{\mathbf{k}}(\mathbf{r})=A_{\mathbf{k}} \psi_{\mathbf{k}}^{(A)}(\mathbf{r})+B_{\mathbf{k}} \psi_{\mathbf{k}}^{(B)}(\mathbf{r}), \tag{2.10}
\end{equation*}
$$

with

$$
\psi_{\mathbf{k}}^{(j)}(\mathbf{r})=\sum_{l} e^{i \mathbf{k} \cdot \mathbf{R}_{l}} \phi^{(j)}\left(\mathbf{r}-\delta_{j}-\mathbf{R}_{l}\right) .
$$

To find the energy spectrum, we have to look for eigenstates of the Hamiltonian, i.e. states $\psi_{\mathbf{k}}$ that satisfy the time-independent Schrödinger equation $\mathcal{H} \psi_{\mathbf{k}}=E_{\mathbf{k}} \psi_{\mathbf{k}}$. Here, $\mathcal{H}$ is the first-quantized Hamiltonian (2.8). If we multiply the Schrödinger equation by $\psi_{\mathbf{k}}^{*}$ on both sides and integrate over space, we obtain

$$
\begin{equation*}
\left(A_{\mathbf{k}}^{*}, B_{\mathbf{k}}^{*}\right) \mathcal{H}_{\mathbf{k}}\binom{A_{\mathbf{k}}}{B_{\mathbf{k}}}=E_{\mathbf{k}}\left(A_{\mathbf{k}}^{*}, B_{\mathbf{k}}^{*}\right) \mathcal{S}_{\mathbf{k}}\binom{A_{\mathbf{k}}}{B_{\mathbf{k}}} \tag{2.11}
\end{equation*}
$$

with

$$
\mathcal{H}_{\mathbf{k}}=\left(\begin{array}{ll}
\int d \mathbf{r} \psi_{\mathbf{k}}^{(A) *} \mathcal{H} \psi_{\mathbf{k}}^{(A)} & \int d \mathbf{r} \psi_{\mathbf{k}}^{(A) *} \mathcal{H} \psi_{\mathbf{k}}^{(B)} \\
\int d \mathbf{r} \psi_{\mathbf{k}}^{(B) *} \mathcal{H} \psi_{\mathbf{k}}^{(A)} & \int d \mathbf{r} \psi_{\mathbf{k}}^{(B) *} \mathcal{H} \psi_{\mathbf{k}}^{(B)}
\end{array}\right)
$$

and

$$
\mathcal{S}_{\mathbf{k}}=\left(\begin{array}{ll}
\int d \mathbf{r} \psi_{\mathbf{k}}^{(A) *} \psi_{\mathbf{k}}^{(A)} & \int d \mathbf{r} \psi_{\mathbf{k}}^{(A) *} \psi_{\mathbf{k}}^{(B)} \\
\int d \mathbf{r} \psi_{\mathbf{k}}^{(B) *} \psi_{\mathbf{k}}^{(A)} & \int d \mathbf{r} \psi_{\mathbf{k}}^{(B) *} \psi_{\mathbf{k}}^{(B)}
\end{array}\right) .
$$

The energy dispersion is determined by solving the secular equation

$$
\begin{equation*}
\operatorname{det}\left[\mathcal{H}_{\mathbf{k}}-E_{\mathbf{k}}^{\lambda} \mathcal{S}_{\mathbf{k}}\right]=0 \tag{2.12}
\end{equation*}
$$

with $\lambda$ determining the energy band.
In order to solve Eq. (2.12), we can rewrite the first-quantized Hamiltonian matrix as

$$
\begin{equation*}
\mathcal{H}_{\mathbf{k}}^{i j}=\bar{N}\left(\epsilon_{0} s_{\mathbf{k}}^{i j}+t_{\mathbf{k}}^{i j}\right), \tag{2.13}
\end{equation*}
$$

where we have defined the overlap and hopping matrix parameters as

$$
\begin{gather*}
s_{\mathbf{k}}^{i j}=\sum_{\mathbf{R}_{l}} e^{i \mathbf{k} \cdot \mathbf{R}_{l} s^{(i j)}\left(\mathbf{R}_{l}+\delta_{i}-\delta_{j}\right)=\frac{\mathcal{S}_{\mathbf{k}}^{i j}}{N}, \quad \text { with } \quad s^{(i j)}(\mathbf{r})=\int d \mathbf{r}^{\prime} \phi^{(i) *}\left(\mathbf{r}^{\prime}-\mathbf{r}\right) \phi^{(j)}\left(\mathbf{r}^{\prime}\right),} \\
t_{\mathbf{k}}^{i j}=\sum_{\mathbf{R}_{l}} e^{i \mathbf{k} \cdot \mathbf{R}_{l} t^{(i j)}\left(\mathbf{R}_{l}+\delta_{i}-\delta_{j}\right), \quad \text { with } \quad t^{(i j)}(\mathbf{r})=\int d \mathbf{r}^{\prime} \phi^{(i) *}\left(\mathbf{r}^{\prime}-\mathbf{r}\right) \Delta V^{(j)}\left(\mathbf{r}^{\prime}\right) \phi^{(j)}\left(\mathbf{r}^{\prime}\right) .} \tag{2.14}
\end{gather*}
$$

Here, we have defined the perturbative part of the Hamiltonian corresponding to sublattice $A$ as

$$
\begin{equation*}
\Delta V^{(A)}(\mathbf{r})=\sum_{l}\left[V^{(A)}\left(\mathbf{r}-\mathbf{R}_{l}\right)+\sum_{l} V^{(B)}\left(\mathbf{r}-\mathbf{R}_{l}-\delta_{B}\right)\right]-V^{(A)}(\mathbf{r}), \tag{2.15}
\end{equation*}
$$

and $\Delta V^{(B)}(\mathbf{r})=\Delta V^{(A)}\left(\mathcal{R}_{\pi}^{z} \mathbf{r}\right)$. Sublattice symmetry implies that $t^{(A B)}(\mathbf{r})=$ $t^{(B A)}\left(\mathcal{R}_{\pi}^{z} \mathbf{r}\right)$ and $t^{(A A)}(\mathbf{r})=t^{(B B)}(\mathbf{r})$, and the same for the overlaps. From this we can derive that $t_{\mathbf{k}}^{A A}=t_{\mathbf{k}}^{B B}, t_{\mathbf{k}}^{A B *}=t_{\mathbf{k}}^{B A}, s_{\mathbf{k}}^{A A}=s_{\mathbf{k}}^{B B}, s_{\mathbf{k}}^{A B *}=s_{\mathbf{k}}^{B A}$, and $s_{\mathbf{k}}^{A B} t_{\mathbf{k}}^{A B *}=t_{\mathbf{k}}^{A B} s_{\mathbf{k}}^{A B *}$. In order to simplify notation, we will define $t_{\mathbf{k}}^{\prime} \equiv t_{\mathbf{k}}^{A A}$ and $s_{\mathbf{k}}^{\prime} \equiv s_{\mathbf{k}}^{A A}$, which correspond to intra-sublattice orbital hopping and overlap respectively, and $t_{\mathbf{k}} \equiv t_{\mathbf{k}}^{A B}$ and $s_{\mathbf{k}} \equiv s_{\mathbf{k}}^{A B}$, which correspond now to intersublattice. We can rewrite these expressions in a similar form as Eq. (2.5),

$$
\begin{array}{ll}
t_{\mathbf{k}}=\sum_{n} t_{n} f_{n}(\mathbf{k}), & s_{\mathbf{k}}=\sum_{n} s_{n} f_{n}(\mathbf{k}),  \tag{2.16}\\
t_{\mathbf{k}}^{\prime}=\sum_{n} t_{n}^{\prime} g_{n}(\mathbf{k}), & s_{\mathbf{k}}^{\prime}=\sum_{n} s_{n}^{\prime} g_{n}(\mathbf{k}) .
\end{array}
$$

Here, $f_{n}$ and $g_{n}$ are defined as in Eq. (2.5) and $t_{n}=t^{A B}\left(\mathbf{R}_{l}+\delta_{B}-\delta_{A}\right), s_{n}=$ $s^{A B}\left(\mathbf{R}_{l}+\delta_{B}-\delta_{A}\right)$, where $l$ is such that $\left|\mathbf{R}_{l}+\delta_{B}-\delta_{A}\right|=d_{n}$, and $t_{n}^{\prime}=t^{A A}\left(\mathbf{R}_{l}\right)$, $s_{n}^{\prime}=s^{A A}\left(\mathbf{R}_{l}\right)$, where $l$ is such that $\left|\mathbf{R}_{l}\right|=d_{n}^{\prime}$. These parameters are the $n$-th intra- and inter-orbital hopping and overlap parameters respectively. Using these definitions, the problem is reduced to finding the spectrum of the matrix equation

$$
\left(\begin{array}{cc}
s_{\mathbf{k}}^{\prime} & s_{\mathbf{k}}  \tag{2.17}\\
s_{\mathbf{k}}^{*} & s_{\mathbf{k}}^{\prime}
\end{array}\right)^{-1}\left(\begin{array}{cc}
t_{\mathbf{k}}^{\prime} & t_{\mathbf{k}} \\
t_{\mathbf{k}}^{*} & t_{\mathbf{k}}^{\prime}
\end{array}\right)\binom{A_{\mathbf{k}}}{B_{\mathbf{k}}}=\left(E_{\mathbf{k}}^{\lambda}-\epsilon_{0}\right)\binom{A_{\mathbf{k}}}{B_{\mathbf{k}}} .
$$

Solving for $E_{\mathbf{k}}^{\lambda}$ yields the orbital dispersion

$$
\begin{equation*}
E_{\mathbf{k}}^{\lambda}=\frac{H_{\mathbf{k}}^{\prime}+\lambda\left|H_{\mathbf{k}}\right|}{S_{\mathbf{k}}}+\epsilon_{0} \tag{2.18}
\end{equation*}
$$

with $\lambda= \pm$. Here, we have introduced

$$
\begin{equation*}
H_{\mathbf{k}}^{\prime}=s_{\mathbf{k}}^{\prime} t_{\mathbf{k}}^{\prime}-s_{\mathbf{k}}^{*} t_{\mathbf{k}}, \quad H_{\mathbf{k}}=s_{\mathbf{k}}^{\prime} t_{\mathbf{k}}-t_{\mathbf{k}}^{\prime} s_{\mathbf{k}}, \quad S_{\mathbf{k}}=\left(s_{\mathbf{k}}^{\prime}\right)^{2}-s_{\mathbf{k}} s_{\mathbf{k}}^{*} . \tag{2.19}
\end{equation*}
$$

Note the similarity between the dispersion obtained from the orthogonal basis states of Eq. (2.6) and the dispersion given by Eq. (2.18). If the orbital basis states would turn out to be orthogonal the orbital dispersion would be identical to the orthogonal dispersion because $S_{\mathbf{k}}$ would be the identity matrix. In fact, we can show in general that for graphene we can make a mapping from the orbital parameters to the orthogonal parameters that reproduce the same dispersion. This relation is further discussed in Appendix A.

We can illustrate this correspondence by taking only NN and NNN orbital hopping and NN orbital overlap into account and comparing that to Eq. (2.7). We find, after some algebra, that with this assumption Eq. (2.18) reduces to

$$
\begin{equation*}
E_{\mathbf{k}}^{\lambda}=\frac{t^{\prime}\left(\left|\gamma_{\mathbf{k}}\right|^{2}-3\right)+\lambda\left|t \gamma_{\mathbf{k}}\right|}{1+\lambda\left|s \gamma_{\mathbf{k}}\right|}+\epsilon_{0} \tag{2.20}
\end{equation*}
$$

For $s \ll 1$ and $t^{\prime} \ll t$, this relation can be approximated by $E_{\mathbf{k}}^{\lambda}=\left(t^{\prime}-\right.$ $s t)\left|\gamma_{\mathbf{k}}\right|^{2}+\lambda t\left|\gamma_{\mathbf{k}}\right|+\epsilon_{0}-3 t^{\prime}$. This result is also equivalent to the two-parameter orthogonal dispersion of Eq. (2.7) if we choose our parameters such that $\bar{t}^{\prime}=$ $t^{\prime}-s t$ and $\bar{t}=t$. If we assume that in the first-quantized formalism the hoppings are negative and the overlaps positive, and that $|s t|>\left|t^{\prime}\right|, \bar{t}^{\prime}$ has to be positive. This approximate relation already explains that it was indeed not unreasonable to take a positive $\bar{t}^{\prime}$ hopping but a negative $\bar{t}$.

We are looking for a minimal model that satisfies the two criteria that were stated in the previous section: the parameters have to be valid also after confinement and their dependence on the distance should be known. To achieve this aim, we assume that the orbital hopping and overlap parameters satisfy an exponential decay given by

$$
t(\mathbf{r})=\left\{\begin{array}{ll}
t_{0} e^{\kappa(1-|r| / a)} & |r|>0  \tag{2.21}\\
0 & |r|=0
\end{array}, \quad s(\mathbf{r})= \begin{cases}s_{0} e^{\kappa(1-|r| / a)} & |r|>0 \\
1 & |r|=0\end{cases}\right.
$$

where $a$ is the NN distance and $t_{0}$ and $s_{0}$ are the values of the NN hopping and the overlap parameter, respectively. Note that hopping to the same site is zero, and that the overlap of an orbital with itself is one, which means that the orbitals are normalized. The dimensionless constant $\kappa$ determines the fall-off rate of the hopping. We further assume that the hopping and overlap parameters are proportional to each other, which implies that $\kappa$ is the same for both.

This model satisfies the two criteria to potentially describe a bent GNR. The first criterion, which demands that the model is still valid in a confined geometry, is satisfied because we here explicitly include the overlap. Therefore, the basis states are not orthogonal and a Löwdin orthogonalization scheme is not necessary. Thus, the basis state will not become site dependent after geometric confinement. The second criterion is satisfied because we assumed an exponential decay.

One could argue that we can also assume $s_{0}=0$. This is basically used in Ref. [18]. However, this model would miss essential features. For instance such a model does not reproduce the correct particle-hole asymmetry. For low energies, however, the overlap becomes unimportant and this model would yield a good estimate.

By fitting the dispersion of Eq. (2.18) to the reference first-principle spectrum, we find that $t_{0}=-2.8 \mathrm{eV}, s_{0}=0.2$, and $\kappa=2.6$ is a reasonable match, which is also not very far away from the parameters used in [20]. Though
with a more elaborate fitting method, parameters that reproduce the reference spectrum more closely could be found, we settle with these as we are mostly interested in global trends and not in the minute exactness of the spectra.

The dispersion relation, given by Eq. (2.18), along the line connecting highsymmetry points is shown in Fig. 2.2. Here, exponentially decaying hopping and overlap parameters were used and $\epsilon_{0}$ was chosen such that zero energy lies at the $K$ point. The dispersion displays a linear behavior around the $K$ point and the same asymmetry between the $\pi$ and $\pi^{*}$ band as before. In general, the two-parameter orthogonal dispersion appears to be similar to the exponential non-orthogonal dispersion. At the $M$ point, the different dispersions seem to differ the most. This is not surprising, as it has been shown that the behaviour around the $M$ point is strongly influenced by higher-order hoppings [21].

In conclusion, we can state that a tight-binding model using exponentially decaying hopping and overlap parameters represents a minimal model that still reproduces the spectrum of graphene reasonably well. Therefore we will use this model for the calculations of the electronic structure of bent GNRs considered in this thesis.

## Chapter 3

## Electronic structure of graphene nanoribbons

This chapter first reviews the geometry of GNRs. Then, we calculate the electronic spectrum of ribbons assuming a periodic boundary condition and using tight-binding theory. Specifically, the bandgap structure of armchair GNRs (AGNRs) and the edge states in zigzag GNRs (ZGNRs) are studied. The assumption of periodic boundary conditions significantly reduces the size of the matrices involved in the calculations. In the appendix B, we argue that long finite ribbons approach the periodic case by comparing their density of states.

### 3.1 Geometry of graphene nanoribbons

GNRs are pieces of graphene with a rectangular shape. In Figs. 3.1a and 3.1b the lattice points of an AGNR and a ZGNR are depicted, respectively. A GNR is determined by its length, width and the type of terminations on its sides. We can precisely characterize a GNR by defining its 1D lattice vector, a, and its 1D unit cell, see Fig. 3.1. The vector a lies parallel to the long side of the ribbon, in such a way that it would be the smallest translational symmetry vector if the length would be infinite. The 1D unit cell is the set of lattice points such that by adding multiples of a to the 1D unit cell, we can construct the complete ribbon. Two important GNRs are armchair (AGNRs) and zigzag ribbons (ZGNRs). If we assume that the carbon atoms in the GNR are oriented in the same way as for graphene in Section 2.1, then for AGNRs $\mathbf{a}=\mathbf{a}_{1}+\mathbf{a}_{2}=(3 a, 0)$, with $\mathbf{a}_{1}, \mathbf{a}_{2}$, and $a$ as defined in that section. ZGNRs satisfy $\mathbf{a}=\mathbf{a}_{1}=\frac{a}{2}(3, \sqrt{a})$ in that orientation.
(a)

(b)


Figure 3.1: (a) Armchair ribbon; the red dots in the dotted box are the points $\mathbf{R}_{n}+\delta_{B}$ and $\mathbf{R}_{n}+\delta_{A}$ of the 1D unit cell and the vector a is the 1D lattice vector. The orientation is the same as we took for the description of graphene. (b) Zigzag ribbon, the orientation is now rotated by $\pi / 3$ radians.

### 3.2 Tight-binding model of graphene nanoribbons

As motivated in Chapter 2, we will treat GNRs using a non-orthogonal tightbinding model. We assume here that all dangling bonds at the GNR edges are terminated by hydrogen atoms. This allows us to approximate the GNR also as a system with purely $p_{z}$ electrons, at least around the Fermi level. If we assume a periodic boundary condition along the ribbon, a GNR can be treated as a 1D crystal. We start with the general tight-binding form of the wavefunction given by Eq. (2.9). In that equation, $\mathbf{R}_{l}$ now runs over those graphene Bravais lattice points that are inside the ribbon. Note that Eq. (2.9) assumes that for every $\mathbf{R}_{l}$ both, the associated $A$ and $B$ atom are in the GNR, but this is not necessarily true for every GNR geometry. For AGNR and ZGNR, which we consider here, this is however the case. We could also start without this restriction, but it would make it less obvious to recognize effects that are specifically due to the structure of the honeycomb lattice.

Because of the periodic boundary condition, translation by the lattice vector a leaves the lattice invariant. We can then use the 1D Bloch's theorem, which states that the components $A_{\mathbf{R}_{l}}$ and $B_{\mathbf{R}_{l}}$ in Eq. (2.9) transform as

$$
\begin{aligned}
A_{\mathbf{R}_{l}+\mathbf{a}} & =e^{i \mathbf{k}^{1 d} \cdot \mathbf{a}} A_{\mathbf{R}_{l}} \\
B_{\mathbf{R}_{l}+\mathbf{a}} & =e^{i \mathbf{k}^{1 d} \cdot \mathbf{a}} B_{\mathbf{R}_{l}}
\end{aligned}
$$

Here, $\mathbf{k}^{1 d}$ is some vector in the 1D BZ of the 1D lattice spanned by the lattice vector $\mathbf{a}$. We can write $\mathbf{k}^{1 d}$ as $\mathbf{k}^{1 d}=k \mathbf{a} /|\mathbf{a}|^{2}$ with $k \in[0,2 \pi]$, then $\mathbf{k}^{1 d} \cdot \mathbf{a}=k$. We now split the sum over $\mathbf{R}_{l}$ in Eq. (2.9) into a part that is proportional to the lattice vector a and a part that contains the positions $\mathbf{R}_{l}$ of the 1D unit cell of this ribbon, see Fig. 3.1. We thus write for $\mathbf{R}_{l}=t \mathbf{a}+\mathbf{R}_{n}^{1 d}$, where $n \in\{1, \cdots, N\}$ and $t \in\left\{1, \cdots, N^{u}\right\} . N$ is the number of $\mathbf{R}_{l}$ coordinates and $N^{u}$ is the number of 1 D unit cells that there are in the complete ribbon. With
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 NANORIBBONSthese definitions, Bloch's theorem states that the eigenstates are of the form
$\psi_{k}(\mathbf{r})=\sum_{n, t} e^{i k \cdot t} A_{k, n} \phi^{(A)}\left(\mathbf{r}-\delta_{A}-\mathbf{R}_{n}^{1 d}-t \mathbf{a}\right)+e^{i k \cdot t} B_{k, n} \phi^{(B)}\left(\mathbf{r}-\delta_{B}-\mathbf{R}_{n}^{1 d}-t \mathbf{a}\right)$.
As for the graphene case, we now solve the time-independent Schrödinger equation. We multiply the Schrödinger equation by $\psi_{k}^{*}(\mathbf{r})$, and integrate over space to get $\int d \mathbf{r} \psi_{k}^{*}(\mathbf{r}) \mathcal{H} \psi_{k}(\mathbf{r})=E_{k} \int d \mathbf{r} \psi_{k}^{*}(\mathbf{r}) \psi_{k}(\mathbf{r})$, where $\mathcal{H}$ is the Hamiltonian given by Eq. (2.8). Using the 1D Bloch form of the eigenstates, we can rewrite this integral equation as

$$
\begin{equation*}
u_{k}^{\dagger} \mathcal{H}_{k} u_{k}=E_{k} u_{k}^{\dagger} \mathcal{S}_{k} u_{k}, \tag{3.2}
\end{equation*}
$$

where

$$
u_{k}=\left(\begin{array}{c}
A_{k, 1}  \tag{3.3}\\
\vdots \\
A_{k, N} \\
B_{k, 1} \\
\vdots \\
B_{k, N}
\end{array}\right)
$$

and

$$
\begin{align*}
\mathcal{H}_{k} & =\left(\begin{array}{ll}
\mathrm{H}_{k}^{(A A)} & \mathrm{H}_{k}^{(A B)} \\
\mathrm{H}_{k}^{(B A)} & \mathrm{H}_{k}^{(B B)}
\end{array}\right), \\
\mathcal{S}_{k} & =\left(\begin{array}{ll}
\mathrm{S}_{k}^{(A A)} & \mathrm{S}_{k}^{(A B)} \\
\mathrm{S}_{k}^{(B A)} & \mathrm{S}_{k}^{(B B)}
\end{array}\right) . \tag{3.4}
\end{align*}
$$

Here, each $\mathrm{H}_{k}^{(i j)}$ and $\mathrm{S}_{k}^{(i j)}$ is a $N \times N$ matrix. Its components are given by

$$
\begin{equation*}
\mathrm{H}_{k, m n}^{(i j)}=N^{u}\left(\epsilon_{0} s_{k, m n}^{i j}+t_{k, m n}^{i j}\right), \tag{3.5}
\end{equation*}
$$

where $N^{u}$ is the number of 1 D ribbon unit cells in the a direction, $m, n \in$ $\{1, \ldots, N\}$, and

$$
\begin{gather*}
s_{k, m n}^{i j}=\sum_{t} e^{i k \cdot t} s\left(\delta_{j}+t \mathbf{a}+\mathbf{R}_{n}^{1 d}-\delta_{i}-\mathbf{R}_{m}^{1 d}\right)=\frac{\mathcal{S}_{k, m n}^{i j}}{N^{u}},  \tag{3.6}\\
t_{k, m n}^{i j}=\sum_{t} e^{i k \cdot t} t\left(\delta_{j}+t \mathbf{a}+\mathbf{R}_{n}^{1 d}-\delta_{i}-\mathbf{R}_{m}^{1 d}\right) . \tag{3.7}
\end{gather*}
$$

The parameters $t(\mathbf{R})$ and $s(\mathbf{R})$ are defined as in Eq. (2.14). Using this notation, the derivation of the tight-binding model is reduced to solving the matrix equation,

$$
\begin{equation*}
s_{k}^{-1} t_{k} u_{k}=\left(E_{k}^{\lambda}-\epsilon_{0}\right) u_{k} . \tag{3.8}
\end{equation*}
$$
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where the matrices are of $2 N \times 2 N$ form. To find the dispersion, we solve the secular equation,

$$
\begin{equation*}
\operatorname{det}\left[t_{k}-\left(E_{k}^{\lambda}-\epsilon_{0}\right) s_{k}\right]=0 \tag{3.9}
\end{equation*}
$$

We can then use the different conventions for $t$ and $s$ to obtain the dispersion relation for ribbons. One aspect that is not considered here, but could be worth investigating, is the possibility to include different hopping values for lattice points on the boundary of the ribbon. This can be argued to be the case, as the $p_{z}$-orbitals on the boundary are different due to the chemical termination and the edge atoms can be closer or further apart than the bulk atoms. Note that this is a different argument than the one used to discard orthogonal tight-binding theory for GNRs in Chapter 2. Because the matrices in Eq. (3.9) become large very fast, it is not obvious how to solve Eq. (3.9) analytically and it is more straightforward to rely on numerics. As numeric methods for solving polynomials are not efficient, it turns out to be more convenient to directly solve the matrix equation, Eq. (3.8). In practice, this is done by sampling different $k$ values, then calculating the matrices, and finally solving for the spectrum numerically.

In Ref. [22], however, analytical solutions are presented for the orthogonal NN hopping case. There, it is shown that the spectrum and eigenstates of AGNRs can be expressed in simple closed formulas, reminiscent of the solution for zigzag carbon nanotubes. For ZGNRs, the spectrum and eigenstates can also be expressed as closed functions, but they are more complicated than for AGNRs because they dependent on the roots of a non-trivial transcendental equation. We will not reproduce these expressions here. We will however refer to the analytical solution later on to study some specific aspects of the zigzag ribbon.

We will now discuss the spectra of AGNRs and ZGNRs and their characteristic features.

## Armchair graphene nanoribbon spectrum

Fig. 3.2 shows the 1D dispersion relation for exponentially decaying hopping and overlap parameters, as defined in Eq. (2.21). Here, we choose the same overlap parameter as for the graphene calculation, $s_{0}=0.2$, and also the same decaying factor $\kappa=2.6 ; \epsilon_{0}$ is chosen such that the Fermi energy is at zero. Because we here do not compare to a reference spectra, we have left $t_{0}$ unspecified. This procedure is allowed because it can be seen from Eq. (3.9) that the dispersion scales linearly with $t_{0}$ when the scale is normalized around the Fermi level. We will adopt this procedure in all future calculations.

The most striking thing of AGNRs is that their band structure is gapped, and the size of the gap depends on the width and type. One can distinguish three types of armchair GNRs:


Figure 3.2: Spectra of three different sized AGNRs representing type I ( $N=$ 12), type II $(N=13)$ and type III $(N=14)$. All spectra were calculated using exponentially decaying hopping and overlap with $t_{0}=-1 \mathrm{eV}, s_{0}=0.2$, $\kappa=2.6$, and $\epsilon_{0}$ such that the Fermi energy is at zero.

- Type I has a number $N$ of $A, B$ pairs such that $N=3 p$ for a certain $p$. In a NN tight-binding description, this type has a bandgap $\Delta_{3 p}$.
- Type II has $N=3 p+1$ and also has a bandgap in NN tight-binding $\Delta_{3 p+1}$.
- Type III has $N=3 p+2$ and is metallic in NN tight-binding $\Delta_{3 p+2}=0$.

The order of sizes of bandgaps within a NN tight-binding description is $\Delta_{3 p} \gtrsim$ $\Delta_{3 p+1}>\Delta_{3 p+2}$. However, if higher order hoppings are introduced, also type III develops a small bandgap. These observations require adjustments in a first-principle treatment, in which case type III develops quite a significant bandgap and the order of the bandgaps is changed to $\Delta_{3 p}>\Delta_{3 p+1}>\Delta_{3 p+2}$ [4].

In Fig. 3.2, spectra of type I,II, and III AGNRs are depicted using the exponentially decaying non-orthogonal parameters.


Figure 3.3: (a,b,c) Spectra of different sized ZGNRs with periodic boundary conditions. All spectra are calculated using exponentially decaying hopping and overlap with $t_{0}=-1 \mathrm{eV}, s_{0}=0.2, \kappa=2.6$, and $\epsilon_{0}$ such that the Fermi energy is at zero. (d) detail of (c) showing the slight dispersion of the edge states.

## Zigzag graphene nanoribbon spectrum

In Fig. 3.3, the results of spectra calculations for different sized ZGNRs are shown. We reproduce the most striking feature is the emergence of two almost degenerate bands around the Fermi level [3]. These states are localized on the edge of the GNR. At $k=\pi$, these states are maximally localised on the edge. Toward the $k=2 \pi / 3$ and $k=4 \pi / 3$ points, the edge states acquire a larger decay length. If one only considers $N N$ hopping, the edge states are degenerate at $k=\pi$. They split between a bonding and antibonding pair of two states localised on either edge if $k$ moves further away from $\pi$.

What is remarkable about the results obtained from our tight-binding calculation using exponentially decaying non-orthogonal parameters is that the edge states are dispersive. We can see in Fig. 3.3 that the dispersion is slightly upwardly curved around the $k=\pi$ point. This can be most easily explained from a perturbation theory on the edge state of a semi-infinite graphene sheet with a zigzag edge within a model including only NN hopping. In that case the exact solution is particularly simple [22]. We will not reproduce this here,
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but only recall that because the states which are being perturbed are at zero energy, a perturbation by the overlaps is not of first order. However, the NNN neighbor hopping is. Because of the increasing decay length of the state as $k$ deviates from $\pi$, it turns out that a negative NNN hopping results in an effective 1D band structure with a positive hopping. This is indeed what is observed in Fig. 3.3. We explained this in detail because this emergence of a 1 D band structure is similar to what will be observed later in the bending of a ZGNR. Note also that the orthogonal parameters typically used for graphene assume a positive NNN hopping, which would result in a negative hopping for the effective 1 D band structure. If we compare to first-principle studies, which is not depicted here, we however observe that the effective 1D band structure has a positive hopping. This reinforces our claim that nonorthogonal hopping parameters are better suited than orthogonal parameters to study confined geometries.

Another interesting result for the edge states of ZGNRs is obtained when one takes interaction into account. Already in the initial prediction of the zigzag edge states in Ref. [3], it was anticipated from a Hubbard interaction that the edge states will become magnetically polarized. This leads ZGNRs to also develop a bandgap, with the lower state consisting of an edge state in which has spin up on one edge and the opposite spin on the other [4]. This effect was recently experimentally measured [23].

## Chapter 4

## Electronic structure of bent graphene nanoribbons

This chapter contains the main results concerning the electron properties of bent GNRs from tight-binding theory. First, we introduce the necessary geometrical notions of a bent GNR and define a specific type of bending deformation called a lattice-preserving bending. Then, we describe the two particular lattice-preserving bending deformations that we use. We prove that for lattice-preserving deformations, a tight-binding theory almost identical to the one for straight GNRs can be applied. After introducing these conventions and methods, we present the results of the spectrum calculations for AGNRs and ZGNRs. We also calculate the effect of uniform strain on the spectrum of GNRs and use this result as a reference to analyse in depth the deformations of the spectra of AGNRs and ZGNRs. In particular, we show that the bandgap of AGNR with respect to bending behaves similarly to a compressive uniform strain along the ribbon. Lastly, we discuss an interesting emergent 1 D band structure for the edge states of ZGNRs that is tunable by bending.

### 4.1 Geometry of bent graphene nanoribbons

We can describe a bending, or in fact any type of deformation, by a deformation function $\mathbf{F}(\mathbf{r})$, or equivalently by a displacement function $\mathbf{u}(\mathbf{r})$. These are defined such that the coordinates after bending, $\mathbf{R}_{i}^{\prime}$, of a lattice site $i$ are given by $\mathbf{R}_{i}^{\prime}=\mathbf{F}\left(\mathbf{R}_{i}\right)=\mathbf{R}_{i}+\mathbf{u}\left(\mathbf{R}_{i}\right)$.

We will define a type of bending deformation that we call a lattice-preserving bending. This type of bending deformation allows us to calculate the electronic spectrum of the ribbon using similar tight-binding techniques as we used for the straight GNR. However, this type of bending deformation is still general enough to entail various types of bending. We consider two types of latticepreserving bending deformations in this thesis: width-preserving bending and bondlength-preserving bending.
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To describe a bent ribbon, we introduce some geometrical parameters. First of all, we assume a bending such that the ribbon can be imagined to live inside an annulus segment, see Fig. (4.1). We define: $R_{\text {in }}\left(R_{\text {out }}\right)$, the distance from the center of the annulus to the inner (outer) edge, $W^{\prime}=R_{\text {out }}-R_{\text {in }}$, the width of the ribbon after bending and $R=\left(R_{\text {out }}+R_{\text {in }}\right) / 2$, the mean bending radius. We also define the full bending angle $\theta_{\text {full }}$, which describes the curvature of the left side with respect to right side of the ribbon. Then $L^{\prime}=\theta_{\text {full }} R$ is the length of the ribbon and $A^{\prime}=W^{\prime} L^{\prime}$ is the area of the ribbon after bending.

However, $R$ is not a convenient parameter to use for bending because it is not dimensionless. One dimensionless parameter is $\Theta^{\prime}=W^{\prime} / 2 R$, as proposed in Ref. [13]. $\Theta^{\prime}=0$ corresponds to a straight ribbon. $\Theta^{\prime}=1$ corresponds to a completely bent ribbon with no hole in the middle, i.e. all the lattice sites at the inner edge are on top of each other. For convenience, however, we use a slightly different bending parameter, namely $\Theta=W / 2 R$. $\Theta$ together with $W^{\prime}$ and $L^{\prime}$ completely describes the annulus in which the bent ribbon is situated.

We are now ready to define a lattice preserving bending. The points $\mathbf{R}_{n}^{11 d}=$ $\mathbf{F}\left(\mathbf{R}_{n}^{1 d}\right)$, where $n \in\{1, \cdots, N\}$ and $\mathbf{R}_{n}^{1 d}$ are the sites of the undeformed ribbon unit cell. In Fig. (4.1), these are the sites in the dotted region. The definition of a lattice-preserving bending is that each lattice site $\mathbf{R}_{i}^{\prime}$ after bending is related to a lattice site in the deformed 1D unit cell rotated by a multiple $t$ of a certain angle. Here, $t$ is such that $\mathbf{R}_{i}=t \mathbf{a}+\mathbf{R}_{n}^{1 d}$ for some $n$. The angle with which the unit cell is rotated is the same along the whole ribbon, denoted by $\theta_{1 d}$. It satisfies $\theta_{1 d}=\theta_{\text {full }} / N^{u}$, where $N^{u}$ is the number of unit cells in the ribbon. We also define $|\mathbf{a}|^{\prime}=\theta_{1 d} R=L^{\prime} / N^{u}$ which is the arc length of the center of the bent unit cell. Choosing the center of the annulus to be in the origin, we can define a lattice-preserving bending in a more compact way. A lattice-preserving bending is a deformation that satisfies the discrete rotational symmetry

$$
\begin{equation*}
\mathbf{F}\left(\mathbf{R}_{i}+\mathbf{a}\right)=\mathcal{R}_{-\theta_{1 d}} \mathbf{F}\left(\mathbf{R}_{i}\right) \tag{4.1}
\end{equation*}
$$

where $\mathcal{R}_{-\theta_{1 d}}$ is the rotation matrix that rotates by $\theta_{1 d}$ clockwise.
From the previous definitions, we can see that $\theta_{1 d}=\Theta|\mathbf{a}|^{\prime} /(W / 2)$. Note that $\Theta, W^{\prime}$ and $|a|^{\prime}$ (or $L^{\prime}$ ) were also the three parameters that determine the annulus and vice versa. So, if we know the shape of the annulus segment, we only have to know how the bent unit cell looks like to construct the complete ribbon.

The bending parameter $\Theta$ has an intuitive interpretation for small values, if the length and width of the ribbon stay approximately the same. In that case, it is equal to the absolute value of the strain at the outer and inner edge of the ribbon in the direction along the ribbon. We can understand this statement by considering two points on the edge of a bent ribbon separated by an angle $\theta_{1 d}$. If $\theta_{1 d}$ is small, their distance apart is $\left(R \pm W^{\prime} / 2\right) \theta_{1 d}=\left|\mathbf{a}^{\prime}\right|\left(1 \pm \Theta W^{\prime} / W\right)$, where $+(-)$ corresponds to the outer (inner) edge. Originally, these points


Figure 4.1: Depiction of the parameters $R_{\text {in }}, R_{o u t}, R, W, W^{\prime}, L, L^{\prime},|\mathbf{a}|^{\prime}, \theta_{1 d}$, $\theta_{\text {full }}$ and $\Theta$ used to define a lattice preserving bending.
were $|\mathbf{a}|$ apart. Therefore the strain, for small $\Theta$, in the inner edge and outer edge is

$$
\epsilon_{\text {in } / \text { out }}=\frac{\left|\mathbf{a}^{\prime}\right|-|\mathbf{a}|}{|\mathbf{a}|} \pm \Theta \frac{W^{\prime}\left|\mathbf{a}^{\prime}\right|}{W|\mathbf{a}|} .
$$

If $L^{\prime} \approx L$ and $W^{\prime} \approx W$, this implies $\epsilon_{i n} \approx-\Theta$ and $\epsilon_{\text {out }} \approx \Theta$.
One important point is that a lattice-preserving bending still allows for quite a lot of freedom in the type of bending deformations possible. For a certain bending parameter $\Theta$, for instance, bends with a very large $\theta_{1 d}$ could be created by making $L^{\prime}$ really long, stretching the ribbon, or $W^{\prime}$ really small. In order to further restrict the types of bends, we can set extra requirements that should be preserved after bending. One possibility, which we will not use, is to require that the area remains unchanged after bending. In that case $|\mathbf{a}| W=|\mathbf{a}|^{\prime} W^{\prime}$ and $\theta_{1 d}=\Theta|\mathbf{a}| /\left(W^{\prime} / 2\right)$. We, however, require that the distances along the middle of the GNR remain unchanged after bending. In that case $|\mathbf{a}|=|\mathbf{a}|^{\prime}$. This results in the relation $\theta_{1 d}=\Theta|\mathbf{a}| /(W / 2)$, which is more convenient for later calculations.

After this general definition of lattice-preserving bending deformations, we will present two specific examples that we will use in our calculations.


Figure 4.2: (Top panel) A bent AGNR with $N=7$ and $\Theta=0.15$ for bondlength-preserving (red dots) and width preserving (blue dots). (Bottom panel) Similar for a ZGNR with $N=5$ and $\Theta=0.15$.

## Width-preserving bending

We first consider width-preserving bending, shown in Fig. 4.2. We can explicitly describe the deformation function by

$$
\begin{equation*}
\mathbf{F}^{w}(\mathbf{r}, \Theta)=\mathcal{R}_{-r_{x} 2 \Theta / W}\binom{0}{r_{y}+W / 2 \Theta}=\left(r_{y}+R\right)\binom{\sin \left(r_{x} / R\right)}{\cos \left(r_{x} / R\right)} . \tag{4.2}
\end{equation*}
$$

Here, $\mathbf{r}=\left(r_{x}, r_{y}\right), \Theta$ is the bending parameter, $W$ is the width of the ribbon before bending, $\mathcal{R}_{-r_{x} 2 \Theta / W}$ is the rotation matrix that rotates by $r_{x} 2 \Theta / W$ clockwise, and $R=W / 2 \Theta$. This deformation assumes that the ribbon has been positioned such that the 1 D lattice vector points along the $x$-direction and the ribbon is balanced in the $y$-direction such that the middle of the GNR is on the $x$-axis. Therefore the $y$ coordinate of the undeformed site runs inside $[-W / 2, W / 2]$. One can easily confirm that this bending satisfies the definition of a lattice preserving bending $\mathbf{F}^{w}\left(\mathbf{r}+\mathbf{a}_{1 d}, \theta_{b}\right)=\mathcal{R}_{-\theta_{1 d}} \mathbf{F}^{w}\left(\mathbf{r}, \theta_{b}\right)$. Note that for $\Theta=0$, the corresponding displacement function sends the ribbon to a straight ribbon, but positioned at infinity.

We call this type of bending width preserving bending, because the distance between sites in the direction along the width of the GNR is unchanged. Namely, for any $r_{x}$ and $\Theta, W^{\prime}=\mathbf{F}^{w}\left(r_{x}, W / 2, \Theta\right) \hat{r}-\mathbf{F}^{w}\left(r_{x},-W / 2, \Theta\right) \hat{r}=W$.
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Another feature of this bending is that the strain in the direction along the ribbon increases linearly from the inner to the outer edge. Because of this reason and because we consider a bending equally compressed on the inside as stretched on the outside, this bending has the property that exactly at the middle of the ribbon the strain is zero. One can visualize this bending by imagining horizontally spaced stiff vertical rods of a uniform length connected by a horizontal rod placed in the middle. If one then bends this horizontal rod exactly along a circle, the points on the vertical rods will be described by $\mathbf{F}^{w}(\mathbf{r}, \Theta)$.

## Bondlength-preserving bending

The width-preserving deformation may not be energetically favorable because bond-length deformations require more energy than deformations in the angles between bonds. However, we can construct a lattice-preserving bending that is completely bond-length preserving. We will call this bending the bondlengthpreserving bending, $\mathbf{F}^{N N}(\mathbf{r}, \Theta)$.

We construct its operations $\mathbf{F}^{N N}\left(\mathbf{R}_{i}, \Theta\right)$ on specific ribbon sites $\mathbf{R}_{i}$ recursively, and then show that it indeed satisfies the discrete rotational symmetry condition given by Eq. (4.1), and that it preserves the length of the bonds. We also have to treat the zigzag and the armchair case separately, as for these $\mathbf{F}^{N N}$ is not identical. Here, we consider only these two cases.

Before we explain the construction, we observe some features of $\mathbf{F}^{N N}$ (see Fig. 4.2). The bondlength-preserving bending is similar to the width preserving but has a non-linear strain profile from the bottom to the top of the ribbon. At the inner edge, the ribbon experiences not only longitudinal compressive strain, but also transverse tensile strain. At the outer edge, on the other hand, a compressive transverse strain is present. It is also important to note that the total width becomes reduced. This reduction of width needs to be taken into account when comparing effects of the bondlength-preserving with the width-preserving bending. As a consequence of the reduction of width, the longitudinal strains at the inner $\left(\epsilon_{i n}\right)$ and outer edge $\left(\epsilon_{\text {out }}\right)$ are not identical for the two methods.

Let us now construct $\mathbf{F}^{N N}$ for a ZGNR. We start by constructing the bent 1 D unit cell. If we choose our orientation in the right way, we can say that the first site in the bent unit cell is positioned at $\mathbf{R}_{1}^{\prime 1 d}=\left(0, R-W^{\prime} / 2\right)$. Note that we do not know $W^{\prime}$ and $R$ yet, but they will be obtained using a recursive procedure outlined below. We can now recursively generate the next atoms in the deformed 1D unit cell using the following rule:

$$
\begin{aligned}
\mathbf{R}_{i}^{\prime 1 d} & = \begin{cases}f\left(\mathbf{R}_{i-1}^{\prime 1 d}, \theta_{1 d}\right) \mathcal{R}_{-\theta_{1 d} / 2} \widehat{\mathbf{R}_{i-1}^{\prime 1 d}} & \text { if } i \text { is even } \\
\left(\left|\mathbf{R}_{i-1}^{\prime 1 d}\right|+a\right) \widehat{\mathbf{R}_{i-1}^{\prime 1 d}} & \text { if } i \text { is odd }\end{cases} \\
f\left(\mathbf{R}_{i-1}^{\prime 1 d}, \theta_{1 d}\right) & =\left|\mathbf{R}_{i-1}^{\prime 1 d}\right| \cos \left(\theta_{1 d} / 2\right)+\sqrt{(a)^{2}-\left|\mathbf{R}_{i-1}^{\prime 1 d}\right|^{2} \sin ^{2}\left(\theta_{1 d} / 2\right)}
\end{aligned}
$$
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Here, $\widehat{\mathbf{R}_{i-1}^{\prime \prime d}}$ is the unit vector in the direction of $\mathbf{R}_{i-1}^{\prime 1 d}$. We still assume that the distance along the middle of the GNR remains unchanged, and therefore $\theta_{1 d}=\Theta|\mathbf{a}|^{\prime} /(W / 2)$. If we follow this recursion until $\mathbf{R}_{2 N_{u}}^{\prime 1 d}$, where $N_{u}$ is the number of $A$ sites in the 1D unit cell, we have generated the deformed 1D unit cell $\mathbf{R}_{i}^{\prime 1 d}$. However, we started with $\mathbf{R}_{1}^{\prime 1 d}$ defined in terms of the bent GNR width $W^{\prime}$, which was unknown. We can now use the identity $W^{\prime}=$ $\left|\mathbf{R}_{2 N_{u}}^{\prime 1 d}\right|-\left|\mathbf{R}_{1}^{\prime 1 d}\right|$, which is an equation with $W^{\prime}$ on both sides, to write out the recursion explicitly. However, this is a rather involved equation. We can, on the other hand, easily find a good approximation iteratively for $W^{\prime}$. We start with the assumption that $W^{\prime} \approx W$. Then, after running the recursion, we calculate the $W^{\prime}$ of that ribbon. If it differs by more than a set test value, we use that value of $W^{\prime}$ to generate a new unit cell. This iterative procedure runs until the test condition, that gives the minimal difference between a new and old width, is satisfied. Note also that this deformation does not work for every $\Theta$, as for large enough bending the square root in the definition will become complex. This is understandable, as there should be a maximum bend when the lattice sites on the outer edge of the ribbon are all separated by $a$. Once the bent unit cell is generated, the complete bent GNR is obtained by copying the unit cell through multiples of rotations by $\theta_{1 d}$. Thus, we can describe the bondlength-preserving bending as

$$
\begin{equation*}
d^{b}\left(\mathbf{R}_{i}^{1 d}+t \mathbf{a}_{1 d}, \theta_{b}\right)=\mathcal{R}_{-t \theta_{1 d}} \mathbf{R}_{i}^{\prime 1 d} . \tag{4.3}
\end{equation*}
$$

Here, $t \in\left\{1, \cdots, N_{1 d}\right\}$ and we explicitly used that the lattice sites of a GNR can be described by a site in the 1D unit cell plus a multiple of a. One can show, using simple trigonometry, that each site now has 3 neighbors that are at a distance equal to $a$. Due to the construction, it is obvious that the discrete rotational symmetry is satisfied.

In a similar fashion, we can construct a bondlength-preserving bending for an armchair GNR. We again recursively construct a bent 1D unit cell. For the construction, it is convenient to define a reference point $\mathbf{r}_{0}=\frac{a}{2}\left(1,\left[\sin ^{-1}\left(\theta_{1 d} / 2\right)+\right.\right.$ $\left.\left.\tan ^{-1}\left(\theta_{1 d} / 2\right)\right]\right)$. The initial site is now $\mathbf{R}_{1}^{\prime 1 d}=\left(a / 2, R_{b}-W^{\prime} / 2\right)$. The recursive relation to generate the bent unit cell is

$$
\mathbf{R}_{i}^{\prime 1 d}= \begin{cases}\mathbf{r}_{0}+f\left(\mathbf{R}_{i-1}^{\prime 1 d}-\mathbf{r}_{0}, \theta_{b}\right) \mathcal{R}_{-\theta_{1 d} / 2}\binom{0}{1} & \text { if } i \text { is even }, \\ \mathbf{r}_{0}+f\left(\mathbf{R}_{i-1}^{\prime 1 d}-\mathbf{r}_{0}, \theta_{b}\right)\binom{0}{1} & \text { if } i \text { is odd. }\end{cases}
$$

Here, $f$ is the same as for the zigzag case. We follow this recursion until $\mathbf{R}_{N_{u}}^{\prime 1 d}$, which yields one half of the unit cell. The other half is obtained by the mirror reflection of the generated lattice points through the $y$-axis. We now use the same iterative process presented in the zigzag case to determine $W^{\prime}$. Lastly, a description of the entire ribbon is obtained using Eq. (4.3). Also here, one
can show that each lattice site has three neighbors, which are separated by a distance $a$, and that the discrete rotational symmetry is satisfied.

### 4.2 Tight-binding model of bent graphene nanoribbons

As stated before, the bending deformations that we consider satisfy $\mathbf{F}_{\theta}(\mathbf{r}+\mathbf{a})=$ $\mathcal{R}_{\theta_{1 d}} \mathbf{F}_{\theta}(\mathbf{r})$. Therefore, the Hamiltonian commutes with the rotation operator that rotates coordinates by $\theta_{1 d}$. This symmetry allows us to assume a 1D Bloch-type wavefunction for a bent GNR, given by

$$
\begin{equation*}
\left.\psi_{k}(\mathbf{r})=\sum_{t, n} e^{i t k} c_{\mathbf{k}, n} \phi\left(\mathbf{r}-\mathcal{R}_{-t \theta_{1 d}} \mathbf{R}_{n}^{\prime 1 d}\right)\right) \tag{4.4}
\end{equation*}
$$

where $k \in[0,2 \pi], n$ runs over the atoms in the bent unit cell $\mathbf{R}_{n}^{\prime 1 d}=\mathbf{F}_{\theta}\left(\mathbf{R}_{n}^{1 d}\right)$, and $t$ runs over the number of unit cells in the ribbon. Note that we do not distinguish here between $A$ and $B$ lattice sites. Thus, even though the 1D translational symmetry of the nanoribbon is broken by bending, for latticepreserving bending we can define a quantum number $k$ that allows us to reduce the complexity of our equations in the same way as done for straight ribbons. The $k$ here defined can be directly compared to the $k$ defined in Section 3.2, and for this reason we have chosen to use the same parameter. In Appendix C, a more general corollary of Bloch's theorem is obtained for the socalled lattice-preserving transformations of which a lattice-preserving bending is a special case. In App. C, it is shown that for this type of transformations the eigenstates can always be expressed using a continuous quantum number $k \in[0,2 \pi]$.

From the time-independent Schrödinger equation, we can derive a matrix equation for the vector of orbital components $c_{\mathbf{k}}$ and the corresponding secular equation,

$$
\begin{align*}
& \left(s_{k}^{\theta}\right)^{-1} t_{k}^{\theta} c_{\mathbf{k}}=\left(E_{k}^{\theta}-\epsilon_{0}\right) c_{\mathbf{k}}  \tag{4.5}\\
& \operatorname{det}\left[t_{k}^{\theta}-\left(E_{k}^{\theta}-\epsilon_{0}\right) s_{k}^{\theta}\right]=0 . \tag{4.6}
\end{align*}
$$

Here, $t_{k}$ and $s_{k}$ are $2 N_{u} \times 2 N_{u}$ matrices with components

$$
\begin{align*}
& s_{k, m n}^{\theta}=\sum_{t} e^{i k t} s\left(\mathcal{R}_{-t \theta_{1 d}} \mathbf{R}_{m}^{\prime 1 d}-\mathbf{R}_{n}^{\prime 1 d}\right)  \tag{4.7}\\
& t_{k, m n}^{\theta}=\sum_{t} e^{i k t} t\left(\mathcal{R}_{-t \theta_{1 d}} \mathbf{R}_{m}^{\prime 1 d}-\mathbf{R}_{n}^{\prime 1 d}\right) \tag{4.8}
\end{align*}
$$

where $t$ and $s$ are defined as in Eq. (2.14).

### 4.3 Spectra of bent graphene nanoribbons and comparison with uniform strain

We have calculated the dispersion relations for bent GNRs by solving Eq. (4.6) numerically. This was done both, for width-preserving and for bondlengthpreserving bending. In Fig. 4.3, the dependence of the dispersion relation for a ZGNR on the bending parameter is depicted, whereas in Fig. 4.4 this dependence is shown for an AGNR. We will first discuss two general observations that can be deduced from these figures. Then, we will calculate the spectra for uniform strained ribbon, in order to better analyse the results from curvature. Afterwards, we will perform two in-depth analyses. The first is an analysis of the dependence of the bandgaps for AGNRs. The second and most elaborate analysis will be done on the effect of bending on the edge states of ZGNRs.

Let us start with some general remarks. By inspecting Fig. 4.3 and Fig. 4.4, one can observe two effects. The first is a general deviation with respect to the straight dispersion. This deviation, though not everywhere well pronounced or even visible, holds for all bands and at every point in the BZ. This effect is comparable to what happens to the bands when one applies a uniform strain to the ribbon. For a uniform strain, however, all bands generally will move in the same direction, whereas for bending some bands move up and some move down. A more careful treatment of uniform strain is given in the next section. In most cases, the sign of the uniform strain determines whether the absolute energy of a band increases or decreases. A positive strain (stretching) results in a lower absolute energy and a negative strain (compression) leads to an increase in absolute energy. However, as will be shown later, already for uniform strain some bands in AGNRs behave contrarily to this general rule. The difference between the uniform case and the bending is explained by the fact that for a bending deformation, the strain is not uniform. In the outer part of the ribbon, bending causes a positive strain; in the middle there, is a point with no strain, whereas in the inner part the strain is negative. Whether the energy of a state is increased or decreased depends on where they are localised. In general, thus, we expect states that increase (decrease) the absolute value of their energy to be localised more on the inside (outside) part of the ribbon. Interestingly, we can thus learn something about the spacial localisation of a state from studying the effects of a bending deformation on the dispersion and knowing how a reference uniform-train system behaves.

The second effect that we can observe from looking at Fig. 4.3 and Fig. 4.4 is the splitting of band crossings. Bending seems to lift many of the band degeneracies. This is especially visible at the edge states of the zigzag ribbons, which become significantly gapped already for relatively small bending angles. Because bending breaks the symmetry between the two edges, it can lift these degeneracies. It is interesting to note that some degeneracies are much less sensitive to bending effects than others. This is especially visible in the AGNR
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spectrum, Fig. 4.4. Degeneracies that are more stable with respect to bending are expected to be more due to the other symmetries in the ribbons, like the sublattice symmetry. Next to splitting, one can also observe that some degeneracies move their position in $k$ space. It is also curious that the robustness of some degeneracies with respect to bending depends substantially on the bending methods. In particular, the bondlength-preserving bending seems to preserve some degeneracies that the width-preserving bending breaks. This suggests that these degeneracies are possibly more related to the sublattice symmetry, which is preserved more significantly in the bondlength-preserving bending than in the width-preserving bending geometry.


Figure 4.3: Dispersion relations and DOS for a $N=4$ ZGNR as a function of the bending parameter $\Theta$ for width-preserving bending (blue) and bondlengthpreserving bending (red). The thin black line corresponds to a straight ribbon. On the left side, we show the spectrum over the complete $B Z$, for $\Theta$ varying from 0 at the top to 0.15 on the bottom panel, with steps of 0.05 . On the right side, we zoom in on the edge state with $k$ ranging from $2 \pi / 3$ to $4 \pi / 3$, for $\Theta$ varying from 0 at the top to 0.15 on the bottom panel, with steps of 0.025 . All pictures have the same scale as shown in the bottom. Calculations were made using non-orthogonal parameters with exponential decay, given by Eq. (2.21), and using $s_{0}=0.2, \kappa=2.6$, and $\epsilon_{0}$ such that the Fermi energy (dotted line) of the straight ribbon lies at zero. The DOS is calculated using a Lorentzian broadening with a width of 0.03 eV (DOS normalized to 1 ).


Figure 4.4: Dispersion relations for $N=5,6,7$ AGNR as a function of increasing bending parameter $\Theta$ for width preserving bending (blue line) and bondlength-preserving bending (red). The thin black line corresponds to a straight ribbon.. On the top row is shown the spectrum over the complete $B Z$ of a $N=5$ AGNR and $\Theta$ varying from 0 at the top to 0.2 on the bottom picture, with steps of 0.1 . The middle row the same for a $N=6$ AGNR and the bottom for $N=7$ AGNR. Calculations were made using non-orthogonal parameters with exponential decay, Eq. (2.21), $s_{0}=0.2, \kappa=2.6$, and $\epsilon_{0}$ such that the Fermi energy (dotted line) of the straight ribbon lies at 0 .
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## Comparison with uniform strain

It is interesting to compare the obtained spectra with spectra obtained from a simple uniform strain in the longitudinal direction. We assume here a strain that is purely longitudinal and does not induce a variation in the transverse direction of the ribbon. This implies that we can write the deformation function as

$$
F^{\epsilon}(\mathbf{r}, \epsilon)=\left(\begin{array}{cc}
1+\epsilon & 0  \tag{4.9}\\
0 & 1
\end{array}\right) \mathbf{r}
$$

with $\epsilon$ parameterizing the strain. For negative values bigger then -1 it shrinks the ribbon uniformly in the $x$-direction (for $\epsilon=-1$ exactly all points are shrunk to the same x coordinate), while for positive values it expands the ribbon in the $x$-direction. This deformation is a lattice preserving deformation as defined in Eq. (C.2). Therefore we can do a tight-binding calculation on the ribbon when this deformation is applied in an analogous manner as for bent GNR. In fact a uniform strain completely preserves translational symmetry and we can write a reciprocal space for it, so we do not necessarily need to invoke the Bloch's theorem for lattice preserving deformations.

## Uniform strain in zigzag ribbons

Fig. 4.5 depicts the effect of positive and negative strain on a $N=4$ ZGNR. We can see that indeed a negative strain, where lattice sites are brought closer together, results in raising of the absolute value of the energy of all the states. A positive strain, on the other hand, lowers the absolute value of the energy. This effect occurs for all states except for state in the valence bands around the band crossing point at $k=\pi$. Therefore, a raising or lowering of the energy of a state corresponds to a respectively negative or positive strain, as asserted in the previous section.

We now consider the effect of uniform strain on the edge states. We can see that the energy of the edge states increases (decreases) for negative (positive) strain. In fact when we compare these two cases with a ribbon bent using width preserving bending, we can see that the edge states with energy increased after bending agree quite well with the edge states experiencing uniform strain $\epsilon=-0.1$. It is important to note that the dispersion of the top edge states after bending is opposite to those of $\epsilon=-0.1$. On the other hand the edge states with energy decreased after bending agrees well with the edge states experiencing uniform strain $\epsilon=0.1$. These observations indicate that the dispersion of ribbons bent by $\Theta$ is quantitatively related to the dispersion of a uniformly strained ribbon with strain $\epsilon= \pm \Theta$. We can understand this as it has been pointed out earlier that $\epsilon_{\text {in }} \approx-\Theta$ and $\epsilon_{\text {out }} \approx \Theta$. We are therefore led to think that the edge state decreasing in energy after bending is localised on the outside of the ribbon (experiencing strain $\Theta$ ) and that the edge state increasing in energy after bending is localised on the outside of the ribbon
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(experiencing strain $-\Theta$ ). This is an example of the principle mentioned before that we can infer the localisation of a state by comparing with uniform strain. Indeed we will later show by direct investigation of the components of the edge state that the lower E edge state is localised on the outside and the higher E edge state is localised on the inside.

## Uniform strain in armchair ribbons

Fig. 4.6 depicts the effect of positive and negative strain on $N=5,6,7$ AGNR, respectively representatives of type III, I and II AGNRs, as defined in Sec. 3.2. Similar behaviour as for uniformly strained ZGNR can be observed, with negative strain causing a general increase in energy and positive a decrease.

We first consider the $N=5$ ribbon which belongs to the metallic (in a NN tight-binding model) type III. For negative strain, we see that all bands act as expected, except the second conduction and second valence band. This is visible at the boundaries of the $B Z$ where we can see that the second conduction band remained almost the same but moved slightly down (opposite to all the other bands) and the second valence band clearly moved up close to the boundaries of the $B Z$. For positive strain we can see that not only these two bands behave opposite to the general shift down but also the first conduction and first valence band behave opposite close to the boundaries of the $B Z$. This behaviour obviously has effect on the bandgap, namely for big enough negative strain the initially second conduction and valence band will become the first valence and conduction band and will thus determine the bandgap. It might thus be the case that first the bandgap will increase and later decrease again. For positive strain we can observe a bandgap opening due to the anomalous movement instead of a closing.

Next consider the $N=6$ AGNR of type I. For negative strain we see that the first and third conduction and valence bands behave anomalous. Therefore the bandgap decreases. Also for positive strain it are these band that behave anomalous causing an initial increase of the bandgap and a later decrease, when the second band takes over determining the band.

Finally consider the $N=7$ AGNR of type II. For negative strain the second and third band which behave anomalously, in fact for $\epsilon=-0.1$ the initially second band already took over determining the bandgap. Also this has the effect that the bandgap gets smaller. It could however have been, in contrast to the type II bandgap, be preceded by a slight increase in the bandgap when the second band didn't yet take over from the first band. Also for positive strain the second and third behave anomalously. Because the first band behaves as expected for positive strain it decrease the bandgap.

We have thus seen that the different types of AGNR respond quite differently with respect to strain. This is especially visible at the bandgap. In the middle picture of Fig. 4.7 we can see a graph of the bandgap with respect to the longitudinal strain $\epsilon_{x}$ for the three types of AGNR. Indeed we
can see the behaviour described above and the points where the slope of the bandgap changes discontinuously are points were another band takes over determining the bandgap. Also in Fig. 4.7 a graph is shown for strain in the transverse direction $\epsilon_{y}$, we can see that approximately the bandgap for a certain $\epsilon_{y}$ corresponds to $-\epsilon_{x}$. Though not shown here this behaviour is repeated for wider ribbons, the anomalous behaving bands are determined by the type of AGNR. This extensive analysis will help us interpret the effect of bending on the bandgap of AGNR.


Figure 4.5: Dispersion relations and DOS for a $N=4$ ZGNR for increasing uniform strain $\epsilon=-0.1$ (left picture, red line) and $\epsilon=0.1$ (middle picture, blue line). The thinner black line corresponds in the left and middle picture corresponds to the straight ribbon. The right picture shows the $\epsilon=-0.1,0.1$ (red,blue) and the dispersion after width preserving bending for $\Theta=0.1$ (black). Calculations were made using non-orthogonal parameters with exponential decay, Eq. (2.21), using $s_{0}=0.2, \kappa=2.6$, and $\epsilon_{0}$ such that the Fermi energy (dotted line) of the straight ribbon lies at 0 .


Figure 4.6: Dispersion relations for $N=5,6,7$ AGNR for uniform strain $\epsilon=-0.1$ (left column, red line) and $\epsilon=0.1$ (right column, blue line). The thinner black line corresponds to the straight ribbon. Calculations were made using non-orthogonal parameters with exponential decay, Eq. (2.21), using $s_{0}=0.2, \kappa=2.6$, and $\epsilon_{0}$ such that the Fermi energy (dotted line) of the straight ribbon lies at 0 .


Figure 4.7: a) dependence of bandgap on bending angle for a $N=5,6,7$ AGNR and for width preserving and NN preserving bending. b) Dependence on uniform strain in the x-direction (longitudinal direction). c) Dependence on uniform strain in the y-direction (transverse direction). All data are obtained using our standard set of exponentially decaying non-orthogonal hopping parameters.

### 4.4 Bent armchair ribbons: Band-gap behaviour

The dependence of the bandgap of AGNRs on bending was studied using a DFT-TB method in Ref.[13]. We considered this problem using our tightbinding model and the two ways of bending. The results are shown in Fig. (4.7). We have taken again the three representatives $N=5,6,7$. We observe that for increased bending the bandgap behaves in the following way:

- For type I $(N=6)$ the bandgap decreases
- For type II $(N=7)$ the bandgap increases slightly and later decreases
- For type III $(N=5)$ the bandgap increases

This behaviour is pretty independent of the two methods of bending. Observe that the behaviour is qualitatively similar to small values of negative longitudinal strain or positive transverse strain, also shown in Fig. (4.7). It is as if the ribbon on the whole experiences an average compressive longitudinal strain.

One thing to note is that the effect is not very big. For $\Theta=0.1$, which is already a sizeable curvature, the changes are of the order 0.05 eV . We should therefore be careful to infer experimentally observable effects from this prediction. Because it is a small effect it will probably be sensitive to details of the geometry and other electronic effects that are not taking into account in tight-binding.

We can compare our result to the experimental results obtained in Ref. [12] and shown in Fig. 1.2. Note that the units relate to each other by $\left(1\left[\mathrm{onm}^{-1}\right] \approx\right.$ $0.01[\Theta]$, so the experiments only bent to around $\Theta=0.02$. The experiments show a type $I I$ AGNR (with $N=7$ ) of which the bandgap decreases by $3 \%$
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after $\Theta \approx 0.02$. Our tight-binding model however predicted an increase. However these changes are small, and the experimental results are still tentative, predicting them exactly would require a subtle and detailed description of the situation. We for instance in our model did not take into account the fact that the sample is situated on a substrate. Also a small difference in the geometry can already give a big change in the predicted effect.

To elucidate the effect of a change in bending geometry it is interesting to compare our results to the one in Ref. [13], obtained using first principle methods. The results in Ref. [13] show that for increasing bending the behaviour of the bandgap is similar in nature to a ribbon that is experiencing a small positive longitudinal strain. Our model however predicts that it is similar to a small negative longitudinal strain.

The reason for this is probably the different bending geometries used. In Ref. [13] it is stated that their ribbon (the geometry of which is energetically optimized using first-principle calculations) experiences on average a longitudinal strain of $\epsilon_{\text {avg }}=\frac{1}{2} \gamma \Theta^{\prime 2} \approx \frac{1}{2} \gamma \Theta^{2}$ with $\gamma=1.7$, which is positive. It is also mentioned that this stretching effect is the dominant observable effect. Therefore it is not unreasonable that their bandgap behaviour mimics that of a ribbon experiencing uniform positive longitudinal strain. The two bending methods we considered however do not have that big of a positive average strain because we required that the length of the ribbon after bending equals the length before. In fact for the width preserving bending $\epsilon_{a v g}=0$, for the bondlength-preserving bending $\epsilon_{\text {avg }}$ is slightly positive. Indeed when we look closely we can see that the bondlength-preserving bending shows signs of behaving more similarly to the positive longitudinal strain case then the width preserving bending. We can argue further that in fact it is not unreasonable for us to observe effects similar to $\epsilon_{\text {avg }}<0$ because our relation between strain and hopping is not a linear one but an exponential one. Therefore bond-lengths that get decreased receive a stronger weight when a comparison between a uniform strain is attempted. In this way it can be qualitatively argued that an effective compression is not unlikely.

For a future study it will be good to attempt to change our bending method to see if the first principle results can be reproduced using our tight-binding theory.

We can conclude that the effects of bending on the bandgap are not very big and are sensitive to the exact geometry. The underlying reason for this is that the states that are responsible for the bandgap of AGNRs are bulk states. These are not very sensitive to symmetry breaking between bottom and top edge induced by bending. However in some experimental situations it might be easier to bent a ribbon then to uniformly stretch or compress it. If effects similar to uniform strain in AGNRs are desired it is therefore also an option to bent.

### 4.5 Bent zigzag ribbons: Edge state dispersion

Also ZGNRs were studied using a DFT-TB method in Ref.[13]. It was fount that the most important effect is on the edge states which split and this effect is dominated by the broken symmetry between the edges (in contrast to the effect of stretching). We considered this problem using our tight-binding model and the two ways of bending. We find that we agree with the prediction of Ref.[13] but go further by describing an effective emerging 1D band structure for the edge states.

We have seen in Fig. 4.3 that the edge states split into a band with higher energy and a band lower energy. In Fig. 4.5 we see that the band that goes up in energy is similar to edge states experiencing negative uniform strain whereas the one that goes down in energy is similar to edge states experiencing positive uniform strain. As mentioned before this is observed for both bending methods and therefore we expect that the top band after bending corresponds to localised states on the inner edge of the ribbon and the lower band to states localised on the outer edge. We can confirm this by looking at the real space depiction of the edge state wavefunction in Fig. 4.8.

An even more striking observation from Fig. 4.3 is that the two states do not only split but also develop an opposite dispersion. The top band gets curved downward with the $k=\pi$ at a maximum, the lower band remains curved upwards with the $k=\pi$ point in a minimum. This contrasts to what we see for positive or negative uniform strain in Fig. 4.5. There the edge states get shifted but keep the same dispersion as the unstretched ribbon.

The minimal model to which we could compare the dispersion of the edge states which captures this behaviour is a 1D chain with a NN hopping and an on-site energy. We then use four effective parameters which will depend on $\Theta$ : There are two effective parameters for the higher energy band, $t^{h}(\Theta), \epsilon_{0}^{h}(\Theta)$, and two for the lower energy band, $t^{l}(\Theta), \epsilon_{0}^{l}(\Theta)$. The effective dispersion is then given by the 1D NN hopping dispersion

$$
\begin{equation*}
E_{k}^{h / l}(\Theta)=\epsilon_{0}^{h / l}(\Theta)+2 t^{h / l}(\Theta) \cos (k) \tag{4.10}
\end{equation*}
$$

By just looking at Fig. 4.3 we expect that this can give quite a reasonable approximation of the dispersion of the edge states. A positive or negative $t^{h / l}$ relates to the dispersion that has a respectively upwards or downwards curved dispersion around $\pi$.

In Fig. 4.9 we have plotted the fitted parameters for various bending strain $\Theta$. These fittings have been obtained using a relatively wide ZGNR of width $N=14$, to avoid effects of hybridization across the ribbon. We can see that both the lower and the higher energy edge state start out with the same positive hopping parameter. However, the emergent band structure at the edge depends crucially on the type of bending. We will first discuss width preserving bending.
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Effective parameters for width preserving and bondlength-preserving bending. For width preserving bending $t^{h}$ initially increases slightly but from around $\Theta \approx 0.06$ it starts to decrease and even crosses the 0 for $\Theta \approx 0.16$. $\epsilon_{0}^{h}$ shows a behaviour approximately proportional to $t^{h}$. The $t^{l}$ on the other hand decreases in a linear-like fashion. For $\Theta>0.18 t^{l}$ tends to zero for width preserving bending. However for such a high bending parameter the edge states hybridise with other bands. $\epsilon^{l}$ behaves again proportionally to $t^{l}$.

For bondlength-preserving $t^{h}$ decreases approximately linear and crosses 0 for $\Theta \approx 0.12$. $\epsilon_{0}^{h}$ is again proportional to $t^{h}$ but crosses 0 for $\Theta \approx 0.08$. $t^{l}$ and $\epsilon^{l}$ on the other hand increase linearly.

The most striking difference between the two bending methods is thus that for the lower edge state an opposite development of the effective parameters with bending is observed. The two bending methods agree that the higher edge state effective parameters decrease and even become 0 for increased bending but width preserving does not show as much of a linear behaviour as bondlength preserving.

A most important observation is that, in both bending schemes, $t^{h}$ crosses zero. This means that for a certain bending parameter the band becomes dispersionless. This is an interesting observation as many-body effects can be expected to become important for that bending parameter.

The difference between bond-length and width preserving bending. We would like to understand the difference between the two bending methods. One reason could be the fact that the width and bondlength-preserving bending schemes produce different strain on the edges $\left(\epsilon_{i n}, \epsilon_{o u t}\right)$. This is, as mentioned in section 4.9, because the bondlength-preserving bending decreases the width of the ribbon and thus has smaller values for $\epsilon_{i n}, \epsilon_{\text {out }}$. To check if this explains the difference we have also plotted the effective fitted parameters directly against the strain (shown in the insets in Fig. 4.9). We can clearly see that this does not change the behaviour significantly and cannot explain the difference.

We can conclude from this that the difference in behaviour is solely due to the fact that the width preserving bending also perturbs the nearest neighbors. The complicated nonlinear behaviour is therefore due to the change of the nearest neighbor distance whereas changes in the higher distances cause a more linear behaviour.

At this stage it is useful to consider the localisation of the edge state. These are explicitly depicted the edge states in Fig. 4.8. Here the orbital components of the eigenstates of four edge states, $c_{t, n}$, as defined in Eq. (4.4), are plotted for increasing $\Theta$. The width preserving bending scheme was used for these pictures. First, we note that the edge state are localised on one sublattice at each edge. With increasing bending we can see that states that were initially a combination between a state localised on one edge and a state localised on
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the other are transformed into a high energy state localised on the inner edge and a low energy state localised on the outer edge. It is interesting to note that this process takes place already for the very small bending parameter of $\Theta=0.0001$ we can see that the edge states start to become localised only on one edge. Another interesting observation is that for the $k=7 \pi / 8$ states after bending the state on the inner edge shows a slower decay of intensity towards the middle as the state localised on the outer edge. It is not depicted here but a similar plot after bondlength-preserving bending would also show a slightly slower decay of intensity but the difference is smaller then for width preserving bending.

We can now understand better what to expect for the change of the edge dispersion and why there is a difference in the two methods. Because the edge states are localised on a single sublattice for each edge, we expect that a perturbation in the NN distance does have an effect mainly through the hybridization between the edge states on opposite sides (the two edge states are localised on different sublattices). This is a more complicated effect and it is therefore understandable that it appears in non-linear behaviour of the effective parameters for width-preserving bending. Also this effect will be very dependent on the width of the ribbon and is expected to decrease as the ribbon gets wider. A perturbation in the NNN hopping however has a more basic effect because it works on the energy of a localised edge state directly. Therefore we will here only attempt to explain the effect of the change in NNN hopping and focus on the results of the bondlength-preserving bending.

Understanding the effective parameters for bondlength-preserving bending. As has been stated for bondlength-preserving bending that effective hopping at the inner edge linearly decreases and changes sign whereas the hopping at the outer edge linearly increases. We could try to understand this behaviour by assuming a perfectly localised edge state. The inner edge experiences a negative strain, so the hopping will become more negative and the 1D dispersion would curve downwards. This indeed corresponds to what we observe in Fig. 4.9. Assuming a perfect localised edge state, the hopping at the outer edge will decrease because the distance increases and therefore a flat band should develop. However, for bondlength-preserving bending, the opposite behaviour is visible in Fig. 4.9. It is also good to remark that this argument would fail to predict the effective positive dispersion for straight ribbons as explained in Sec. 3.2. Still a perfect localisation gives the right prediction for the inner edge. This is because in that case the site at the complete inner edge experiences most strain and the amplitude of the wavefunction of the edge state will be the dominant one in determining how the energy will change. On the other hand at the outer edge the weight of the wavefunction on sites closer to the bulk become more important in determining the energy of the state. This is because at the complete outer edge the
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atoms move away from each other, decreasing the hopping between them, and thus the amplitude of the edge state on the outer edge becomes less important in determining the energy. However the amplitude of the wavefunction on sites closer to the bulk become more important. Thus the fact that the edge state becomes less localised as it gets further from $k=\pi$ becomes more important. This enhances the effect that was already seen for straight ribbons and causes an increasing effective positive hopping. In conclusion we there is a competition between two effects due to NNN hopping and strain:

1. An effective positive hopping for increasing negative strain because of the increasing delocalisation nature of the edge state as it gets further from $k=\pi$.
2. An effective negative hopping for increasing negative strain because the edge state is localised in the first place.

For the edge state localised on the outer edge the first effect is always dominant and becomes even more dominant after bending. For the inner edge the second effect becomes dominant over the first after a certain bending parameter. This is also why the dispersion of the inner edge has to go through a point at which it is non-dispersive.

This qualitative argument explains the trends of the effective bondlengthpreserving parameters. A careful perturbation theory would have to be done to make these statements quantitative.

We can conclude that bending has an interesting effect on the edge states. The effects are more pronounced than those for AGNRs because the effect is due to the breaking of the symmetry between the edges whereas the effects for AGNRs (at least for the bandgap) were dominated by the average stretching or compression of the ribbon. Experimentally it would therefore be probably more interesting to study the effects of bending on ZGNRs rather than AGNRs.


Figure 4.8: Edge states in the real space: Components $c_{t, n}$ of edge states for a section of the ribbon at $k=\pi$ and $k=7 \pi / 8$ mapped to the corresponding $\mathbf{r}_{i}$ points of the bent GNR for different bending parameter values $\Theta$. The width preserving bending scheme was used here in combination with our standard orbital hopping parameters. $c_{t, n}$ are related to the eigenvector through the definition Eq. (4.4) and satisfy Eq. (4.5). The diameter of the disk is proportional to the absolute value of $c_{t, n}$ and the color to the phase is determined by the color wheel, one can also look at the little black lines at each point which are complex vectors that are proportional to $c_{t, n}$. The phase is chosen such that the lower left lattice site has phase zero. The top rows of the $k=\pi$ and $k=7 \pi / 8$ panels correspond to the high energy edge state and the bottom to the lower energy edge states.


Figure 4.9: Fittings of the effective 1D parameters $t^{h}, \epsilon_{0}^{h}$ (upper rectangular panel) and $t^{l}, \epsilon_{0}^{l}$ (lower rectangular panel) versus the bending parameter $\Theta$. These parameters are defined in Eq. (4.10). Fittings have been made for width-preserving bending (blue dots) and bondlength-preserving bending (red dots). The insets of each panel show these parameters with respect to the strain on the inner edge $\epsilon_{i n}$ for the higher energy edge state and with respect to the strain on the outer edge $\epsilon_{\text {out }}$ for the lower energy edge states. The relation between $\epsilon_{i n}, \epsilon_{o u t}$ and $\Theta$ is as explained in section. Fittings were done for a ZGNR of width $N=14$, and are based on data points chosen in the region around $\pi$ given by $k \in[2.41,3.86]$. Error bars are obtained from the standard deviation between the fitted spectra and the numerics on the lattice. All calculations were done using our standard set of exponentially decaying orbital hopping parameters.

## Chapter 5

## Continuum model for bent graphene nanoribbons

In this chapter we introduce the Dirac fermion description of graphene. We review the treatment of ZGNRs and AGNRs using boundary conditions in combination with the Dirac equation. We then introduce a gauge field that effectively acts as a strain. This gauge field results in a pseudo-magnetic field preserving time-reversal symmetry. We will argue that the width preserving bending results in an approximate constant pseudo-magnetic field in this description. Then we solve the Dirac equation including this constant pseudomagnetic field using the ZGNRs and AGNRs boundary conditions. Both turn out to be exactly solvable using special functions but their dispersion is expressed in terms of difficult transcendental equations. The ZGNR dispersion is still solvable using simple algorithms however the AGNRs dispersion turns out to be too difficult. However the results of the ZGNR do not obviously compare with results obtained from our tight-binding calculations, and we discuss reasons for this behaviour.

### 5.1 Dirac fermions in graphene

Next to the tight-binding description graphene's electronic properties are often described using a continuum model. This continuum model is only valid for electrons close to the Fermi surface and is given by a massless Dirac Hamiltonian in 2 dimensions. This is the reason that electrons in graphene are often described as massless Dirac fermions. Usually this effective continuum model is derived from a NN tight-binding model with orthogonal basis state. This effective model is however also valid for the tight-binding model with non-orthogonal basis states and higher neighbor hopping, at least if we only consider NN and NNN hopping and NN overlap. The tight-binding model was reduced to solving the matrix equation Eq. (2.17) which produces the dispersion $E_{\mathbf{k}}^{\lambda}$ given by Eq. (2.18). We will first show that the $K_{ \pm}$points lie
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on the Fermi surface. Because the nearest neighbor hopping terms are dominant $E_{\mathbf{k}}^{-} \leq E_{\mathbf{k}}^{+}$. The Fermi surface is therefore given by points $\mathbf{k}$ in which $H(\mathbf{k})=0$, where $H(\mathbf{k})$ is the function defined in Eq. (2.19). To prove that this is zero we look at $f_{n}\left(K_{ \pm}\right)$for each $n$, where $f_{n}(\mathbf{k})$ is as defined in Eq. (2.5). It will be convenient to define

$$
\begin{equation*}
\tilde{f}_{n}(\mathbf{k})=e^{-i \mathbf{k} \cdot\left(\delta_{B}-\delta_{A}\right)} f_{n}(\mathbf{k})=\sum_{\langle l\rangle_{n}} e^{-i \mathbf{k} \cdot \mathbf{r}_{l}^{B}} \tag{5.1}
\end{equation*}
$$

where $\mathbf{r}_{l}^{B}$ are points in the $B$ sublattice such that $\left|\mathbf{r}_{l}^{B}\right|=d_{n}$ for some constant distance $d_{n}$. Because of the lattice symmetries then also $\left|\mathcal{R} \mathbf{r}_{l}^{B}\right|=\left|\mathcal{R}^{2} \mathbf{r}_{l}^{B}\right|=d_{n}$, where $\mathcal{R}=\mathcal{R}_{-2 \pi / 3}$ is the clockwise rotation matrix that rotates by $2 \pi / 3$. These are all distinct so the sum in $\tilde{f}_{n}$ over $\langle l\rangle_{n}$ should include these points at least. Suppose we have only one of such a triplet, then we can write

$$
\begin{equation*}
\tilde{f}_{n}(\mathbf{k})=\sum_{s=0}^{s=2} e^{-i \mathbf{k} \cdot \mathcal{R}^{s} \mathbf{r}_{l}^{B}} \tag{5.2}
\end{equation*}
$$

Now, $\mathbf{r}_{l}^{B}=i \mathbf{a}_{1}+j \mathbf{a}_{2}+\left(\delta_{B}-\delta_{A}\right)$ for some pair of integers $i, j, \delta_{B}-\delta_{A}=$ $\left(\mathbf{a}_{1}+\mathbf{a}_{2}\right) / 3, K_{ \pm}= \pm \frac{4 \pi}{3\left|\mathbf{a}_{1}\right|^{2}}\left(\mathbf{a}_{1}-\mathbf{a}_{2}\right)$. Using these identities we get

$$
\begin{aligned}
\tilde{f}_{n}\left(K_{+}\right)=\sum_{s=0}^{s=2} e^{-i \frac{4 \pi}{3\left|\mathbf{a}_{1}\right|^{2}}\left(\mathbf{a}_{1}-\mathbf{a}_{2}\right) \cdot \mathcal{R}^{s}\left(\left(i+\frac{1}{3}\right) \mathbf{a}_{1}+\left(j+\frac{1}{3}\right) \mathbf{a}_{2}\right)} & = \\
\sum_{s=0}^{s=2} e^{-i \frac{2 \pi}{3}(i-j+1-s)} & =0
\end{aligned}
$$

Because this is the hermitian conjugate also $\tilde{f}_{n}\left(K_{-}\right)=0$. Thus we can conclude that $K_{ \pm}$lies on the Fermi surface even if higher hoppings and overlaps are taking into account.

We now perform a linear approximation to the matrix hamiltonian of Eq. (2.17) but we will restrict this to NN hopping and thus only look at $f_{1}(\mathbf{k})$. We will expand the $f_{1}(\mathbf{k})$ function and not the $\tilde{f}_{1}(\mathbf{k})$ because it results in an easier effective hamiltonian [24].

$$
\begin{array}{r}
f_{1}\left(K_{+}+\mathbf{q}\right)=1+e^{-i \mathbf{a}_{1} \cdot \mathbf{K}_{ \pm}+\mathbf{k}}+e^{-i \mathbf{a}_{2} \cdot \mathbf{K}_{ \pm}+\mathbf{k}} \approx-i\left(e^{-i \mathbf{a}_{1} \cdot \mathbf{K}_{ \pm}} \mathbf{a}_{1} \cdot \mathbf{k}+e^{-i \mathbf{a}_{2} \cdot \mathbf{K}_{ \pm}} \mathbf{a}_{2} \cdot \mathbf{k}\right)= \\
-\frac{3 a}{2} i\left(\mathbf{k} \cdot \mathbf{a}_{x}\left(-e^{-i \mathbf{a}_{2} \cdot \mathbf{K}_{ \pm}}+e^{-i \mathbf{a}_{1} \cdot \mathbf{K}_{ \pm}}\right) / \sqrt{3}+\mathbf{k} \cdot \mathbf{a}_{y}\left(-e^{-i \mathbf{a}_{2} \cdot \mathbf{K}_{ \pm}}-e^{-i \mathbf{a}_{1} \cdot \mathbf{K}_{ \pm}}\right)\right)= \\
-\frac{3 a}{2} i\left(\mp i \mathbf{a}_{x} \cdot k+\mathbf{a}_{y} \cdot k\right)=-\frac{3 a}{2}\left( \pm q_{x}+i q_{y}\right), \tag{5.3}
\end{array}
$$

where $\mathbf{a}_{y}=-\left(\mathbf{a}_{1}+\mathbf{a}_{2}\right) /(3 a)$ and $\mathbf{a}_{x}=\left(\mathbf{a}_{1}-\mathbf{a}_{2}\right) /(\sqrt{3} a)$. So $\gamma\left(\mathbf{K}_{ \pm}+\mathbf{k}, \phi\right) \approx$ $\frac{3 a}{2} e^{i \phi}\left( \pm \mathbf{k} \cdot \mathbf{a}_{x}+i \mathbf{k} \cdot \mathbf{a}_{y}\right)$. We have here chosen our coordinates such that the x -axis is parallel to $\mathbf{a}_{x}$ and the y -axis parallel tot $\mathbf{a}_{x}$. Note that this is not the
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same coordinate system as was defined in Fig. 2.1a. The most common form of the effective hamiltonian also has the $A$ and $B$ sublattices exchanged with respect to the basis we just defined. If we adopt the standard convention we arrive at the usual form of the effective hamiltonian,

$$
\mathcal{H}_{\mathbf{q}}^{e f f, \mu}=v_{F}\left(\begin{array}{cc}
0 & \mu q_{x}-i q_{y}  \tag{5.4}\\
\mu q_{x}+i q_{y} & 0
\end{array}\right) .
$$

Here we defined the Fermi velocity as $v_{F}=-\frac{3 t a}{2}$ and $t$ is NN hopping. We also introduced $\mu= \pm$ which denotes the linearization around the $K_{ \pm}$point this degree of freedom is called the valley pseudospin. This indeed is the same hamiltonian as the massless dirac hamiltonian in 2 dimensions. If we replace $q_{x} \rightarrow-i \partial_{x}$ and $q_{y} \rightarrow-i \partial_{y}$ we arrive at the continuum real space dirac hamiltonian. We stress that it is with respect to a specific coordinate system that this hamiltonian is valid, this becomes important when we look at finite size systems because then we have to know the basis to describe the boundary condition. Namely, for Eq. (5.4) to hold we have to use the coordinates defined in Fig. 2.1a but then shifted $30^{\circ}$ anticlockwise. We can combine the valley dependent Hamiltonian in one form working on the state $\left(\psi_{A}, \psi_{B}, \psi_{A}^{\prime}, \psi_{B}^{\prime}\right)^{t}$ by defining

$$
\begin{equation*}
\mathcal{H}_{\mathbf{q}}=v_{F}\left(\tau_{z} \otimes q_{x} \sigma_{x}+\tau_{0} \otimes q_{y} \sigma_{y}\right) \tag{5.5}
\end{equation*}
$$

Here $\sigma_{x}$ and $\sigma_{y}$ are the standard Pauli matrices, $\tau_{z}$ is the sigma-z matrix, $\tau_{0}$ the identity two by two matrix and $\otimes$ a tensor product between matrices. In fact it is possible and sometimes more convenient to write the Dirac Hamiltonian in the so-called valley isotropic form, it then works on the state $\left(\psi_{A}, \psi_{B},-\psi_{B}^{\prime}, \psi_{A}^{\prime}\right)$ and is given by

$$
\begin{equation*}
\mathcal{H}_{\mathbf{q}}^{i s o}=v_{F} \tau_{0} \otimes \sigma \cdot \mathbf{q} \tag{5.6}
\end{equation*}
$$

Here, $\sigma=\left(\sigma_{x}, \sigma_{y}\right)^{t}$. It is useful to square this matrix,

$$
\begin{equation*}
\mathcal{H}_{\mathbf{q}}^{2}=v_{F}^{2}\left(q_{x}^{2}+q_{y}^{2}\right) \tag{5.7}
\end{equation*}
$$

From this we can calculate the energy dispersion,

$$
\begin{equation*}
E_{\mu}^{\lambda}(\mathbf{q})=\lambda v_{F}|\mathbf{q}| \tag{5.8}
\end{equation*}
$$

Note the inclusion of both the lattice pseudospin $\lambda$ and the valley pseudospin $\mu$ as degrees of freedom. The energy eigenstates are given by $\psi_{\mathbf{q}, \lambda}^{\mu=+}=$ $\frac{1}{2}\left(1, \lambda e^{i \phi_{\mathbf{q}}}, 0,0\right)$ and $\psi_{\mathbf{q}, \lambda}^{\mu=-}=\frac{1}{2}\left(0,0,-\lambda e^{i \phi_{\mathbf{q}}}, 1\right)$, with $\phi_{\mathbf{q}}=\arctan \left(q_{y} / q_{x}\right)$.

### 5.2 Dirac fermions in straight ribbon geometry

We have shown that graphene at low energies is described by massless Dirac fermions. However we are mainly interested in GNRs in this thesis. So far we
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studied the GNRs in a tight-binding model that was reduced to the matrix equations Eq. (3.8) and Eq. (4.5) for respectively straight and bent ribbons. The matrices in these equations are of size $2 N \times 2 N$. It is not obvious if we can derive a continuum model that approximates these equations as well. However, as it turns out this can be done by adding boundary conditions to the solutions of the Dirac equation [25]. These boundary conditions depend on the termination of the GNR. We will not try to motivate this directly from the tight-binding model but instead apply it to zigzag and armchair GNRs to demonstrate that this gives reasonable results.

## Dirac fermions in zigzag nanoribbons

We can write the wave function in real space in the following spinor form:

$$
\begin{equation*}
\binom{\Psi_{A}(\mathbf{r})}{\Psi_{B}(\mathbf{r})}=e^{i \mathbf{K}^{+} \cdot \mathbf{r}}\binom{\psi_{A}(\mathbf{r})}{\psi_{B}(\mathbf{r})}+e^{i \mathbf{K}^{-} \cdot \mathbf{r}}\binom{\psi_{A}^{\prime}(\mathbf{r})}{\psi_{B}^{\prime}(\mathbf{r})} \tag{5.9}
\end{equation*}
$$

Where $\psi_{A}$ and $\psi_{B}$ are spinor wave functions of hamiltonian $\mathcal{H}_{\mathbf{q}}^{e f f,+}$ and $\psi_{A}^{\prime}$ and $\psi_{B}^{\prime}$ of $\mathcal{H}_{\mathbf{q}}^{e f f,-}$ of Eq. (5.4) and $K_{ \pm}=\left( \pm \frac{4 \pi}{3 \sqrt{3} a}, 0\right)$. In the coordinate system in which Eq. (5.4) holds a zigzag termination results in a translational symmetry along the $x$ axis. Therefore we can write

$$
\begin{equation*}
\psi^{\left({ }^{\prime}\right)}(\mathbf{r})=e^{i k_{x} x}\binom{\phi_{A}^{\left({ }^{\prime}\right)}(y)}{\phi_{B}^{\left.()^{\prime}\right)}(y)} \tag{5.10}
\end{equation*}
$$

Because of the zigzag edges have to use the boundary conditions (See Ref. [25] for motivation),

$$
\begin{equation*}
\Psi_{A}(y=L)=0, \quad \Psi_{B}(y=0)=0 \tag{5.11}
\end{equation*}
$$

It is important to not that here $L$ is not the same as the $L$ defined in chapter 4. From now on $L$ as the length of the ribbon if one layer of atoms as added below and above the ribbon. For ZGNR this means that $L=(3 N / 2+1) a$. We can argue that these boundary conditions are reasonable because in our coordinate orientation we can position a zigzag ribbon with an extra row of $B$ sites at the bottom and $A$ at the top. Then the wavefunction at this added bottom and top row should be zero because these sites do not actually exist and should not contribute to the hopping. If we assume that this is the case we can combine Eq. (5.9) and (5.10) such that,

$$
\begin{equation*}
\phi_{A}(L)=\phi_{A}^{\prime}(L)=\phi_{B}(0)=\phi_{B}^{\prime}(0)=0 . \tag{5.12}
\end{equation*}
$$

To get an expression for $\phi(y)$ we use that they are eigenfunctions of the Hamiltonian (5.6) and the squared Hamiltonian (5.7). In the position representation we exchange $q_{y}$ for $-i \partial_{y}$ and $q_{x}$ for $k_{x}-i \partial_{x}$. This results in the differential equations

$$
\begin{array}{ll}
\left(-\partial_{y}^{2}+q_{x}^{2}\right) \phi_{B}=\widetilde{E}^{2} \phi_{B}, & \widetilde{E} \phi_{A}=\left(q_{x}-\partial_{y}\right) \phi_{B},  \tag{5.13}\\
\left(-\partial_{y}^{2}+q_{x}^{2}\right) \phi_{B}=\widetilde{E}^{2} \phi_{A}, & \widetilde{E} \phi_{B}=\left(q_{x}+\partial_{y}\right) \phi_{A},
\end{array}
$$
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where $\widetilde{E}=\frac{E}{v_{F}}$. And similar for the $K^{\prime}$ valley with $q_{x}$ replaced by $-q_{x}$. Using the boundary conditions we can see that if $\widetilde{E}=0, \phi_{A}$ and $\phi_{B}$ only have the trivial solution which is non-normalizable. If $\widetilde{E} \neq 0$ the solution has the form

$$
\begin{equation*}
\phi_{B}=A e^{z y}+B e^{-z y} \quad \text { with } \quad \widetilde{E}^{2}=q_{x}^{2}-z^{2} \tag{5.14}
\end{equation*}
$$

Note that $z=0$ also gives non-normalizable solutions, therefore we can assume $\widetilde{E} \neq 0$ and $z \neq 0$. Thus from the boundary conditions $A+B=0$ and $\left(q_{x}-z\right) A e^{z L}+\left(q_{x}+z\right) B e^{-z L}=0$ which leads to an equation relating $z$ to $q_{x}$

$$
\begin{equation*}
e^{-2 z L}=\frac{q_{x}-z}{q_{x}+z} \tag{5.15}
\end{equation*}
$$

The solution to this transcendental equation determines the energy spectrum of the ribbon. If we split $z$ in a real and imaginary part $z=\alpha+i \beta$, after rewriting we obtain two equations:

$$
\begin{array}{r}
\left(\left(q_{x}+\alpha\right)^{2}+\beta^{2}\right) \cos (\beta L) \sin (\beta L)=\beta q_{x} e^{2 \alpha L} \\
\left(\left(q_{x}+\alpha\right)^{2}+\beta^{2}\right)\left(2 \cos ^{2}(\beta L)-1\right)=\left(q_{x}^{2}-\alpha^{2}-\beta^{2}\right) e^{2 \alpha L} \tag{5.16}
\end{array}
$$

This set of equations only has solutions when $\alpha \beta=0$, otherwise E is imaginary. Therefore $z$ is purely imaginary or purely real. Using this fact, we find two types of solutions:

$$
\begin{array}{r}
e^{-2 \alpha L}=\frac{q_{x}-\alpha}{q_{x}+\alpha}, \quad \text { with } \quad \beta=0,  \tag{5.17}\\
q_{x} \sin (\beta L)=\beta \cos (\beta L), \quad \text { with } \quad \alpha=0 .
\end{array}
$$

The purely real solutions correspond to the edge states and the purely complex solutions to the confined modes. These two equations can be solved numerically to give the spectrum depicted in Fig. (5.1). We have to calculate this spectrum only for one $L$. This is because a multiplication $c L$ results in the same dispersion only with a rescaling of $E \rightarrow E / c$ and $q_{x} \rightarrow q_{x} / c$. In the semi-infinite case find that there are bulk states for each $q_{x}$ of $E>q_{x}$ and edge states for all $q_{x}>0$, with $E=0$. The edge state are given in real space by

$$
\begin{align*}
& \phi_{b}(y) \propto \sinh (z y) \\
& \phi_{a}(y)=-\operatorname{sign}(\widetilde{E}) \phi_{b}(L-y) \tag{5.18}
\end{align*}
$$

Because $e^{z l}\left(q_{x}+z\right)$ is positive we see that, when $t$ is negative, an antibonding combination between an edge state on the $A$ edge and $B$ edge is the higher energy state and a bonding the lower energy state. We can apply the same procedure to $\phi^{\prime}$, which is obtained by $q_{x} \rightarrow-q_{x}$. Note that the $\phi$ and $\phi^{\prime}$ solutions are independent solutions of the system. In Fig. 3.3 we compare the Dirac dispersion around $K$ and $K^{\prime}$ to a NN tight-binding model. Close to $k=2 \pi / 3$ and $k=4 \pi / 3$ there is a fairly good agreement especially for low energies. Note that the edge state dispersion is reproduced rather well.
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Figure 5.1: Dispersion obtained from the continuum description using zigzag boundary condition, Eq. (5.12). Here $L=7$ and $v_{f}=3 / 2$. The edge states correspond to the thick blue line, the bulk states are thick purple. The black line is the dispersion of a NN tight-binding model of an $N=4$ zigzag ribbon with $t=-1$. The horizontal $k$ axes lies in the 1D BZ of the ribbon. (a) The Dirac dispersion around the $K$ point. We used that $q_{x}=k-2 \pi / 3$ (b) Similar around the $K^{\prime}$ point, now $q_{x}=k+2 \pi / 3$.

## Armchair nanoribbons in linear approximation

For an AGNR there is translational symmetry in the $y$ direction if we use the coordinate system for which Eq. (5.4) holds. That ensures that the spinor wave functions of Eq. (5.9) can be written as

$$
\begin{equation*}
\psi^{\left({ }^{\prime}\right)}(\mathbf{r})=e^{i k_{y} y}\binom{\phi_{A}^{\left({ }^{\prime}\right)}(x)}{\phi_{B}^{\left({ }^{( }\right)}(x)} \tag{5.19}
\end{equation*}
$$

In the armchair case the boundary conditions of the dirac equation are [25],

$$
\begin{equation*}
\Psi_{A}(x=0)=\Psi_{B}(x=0)=\Psi_{A}(x=L)=\Psi_{B}(x=L)=0 \tag{5.20}
\end{equation*}
$$

Here $L$ now is the length of the AGNR plus two additional lines at the upper and lower edge of $A$ and $B$ sites, so $L=(N+1) \sqrt{3} a / 2$. Notice that now $A$ and $B$ are both zero at both edges in contrast to the boundary conditions of a zigzag ribbon. In terms of $\phi^{(')}$ :

$$
\begin{equation*}
\phi_{A / B}(0)+\phi_{A / B}^{\prime}(0)=0, \quad e^{i K L} \phi_{A / B}(L)+e^{-i K L} \phi_{A / B}^{\prime}(L)=0 \tag{5.21}
\end{equation*}
$$

where $\mu=A, B$. From 5.4 we see that $\phi$ and $\phi^{\prime}$ satisfy:

$$
\begin{array}{ll}
\left(-\partial_{x}^{2}+q_{y}^{2}\right) \phi_{B}=\widetilde{E}^{2} \phi_{B}, & \widetilde{E} \phi_{A}=\left(-i \partial_{x}-i q_{y}\right) \phi_{B}, \\
\left(-\partial_{x}^{2}+q_{y}^{2}\right) \phi_{B}^{\prime}=\widetilde{E}^{2} \phi_{B}^{\prime}, & \widetilde{E} \phi_{A}^{\prime}=\left(i \partial_{x}-i q_{y}\right) \phi_{B}^{\prime} \tag{5.22}
\end{array}
$$
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The corresponding solutions are,

$$
\begin{align*}
\phi_{B} & =A e^{i q_{n} x}+B e^{-i q_{n} x} \\
\phi_{B}^{\prime} & =C e^{i q_{n} x}+D e^{-i q_{n} x} \\
\widetilde{E} \phi_{A} & =\left(q_{n}-i q_{y}\right) A e^{i q_{n} x}-\left(q_{n}+i q_{y}\right) B e^{-i q_{n} x}  \tag{5.23}\\
\widetilde{E} \phi_{A}^{\prime} & =-\left(q_{n}+i q_{y}\right) C e^{i q_{n} x}+\left(q_{n}-i q_{y}\right) D e^{-i q_{n} x}
\end{align*}
$$

The dispersion is given by $\widetilde{E}^{2}=q_{y}^{2}+q_{n}^{2}$. From the boundary conditions of Eq. (5.21) it follows that

$$
\begin{align*}
& A+D+B+C=0 \\
& \widetilde{E}(A+D)=0 \\
& \widetilde{E} A \sin \left(\left(q_{n}+K\right) L\right)+\widetilde{E} C \sin \left(\left(q_{n}-K\right) L\right)=0  \tag{5.24}\\
& \left(q_{n}-i k_{y}\right) \widetilde{E} A \sin \left(\left(q_{n}+K\right) L\right)-\left(q_{n}+i q_{y}\right) \widetilde{E} C \sin \left(\left(q_{n}-K\right) L\right)=0
\end{align*}
$$

Using this these equations reduce to $\widetilde{E} \sin \left[\left(q_{n}+K\right) L\right]=0$. If $\widetilde{E}=0$ we can derive that $q_{n}=q_{y}=0$ and $\sin [(K) L]$. Therefore all solutions are given by, $\sin \left[\left(q_{n}+K\right) L\right]=0$. In contrast to the zigzag case this is easy to solve exactly as the sine function equals zero only for real $q_{n}=\frac{n \pi}{L}-\frac{4 \pi}{3 a}$. In contrast to the zigzag case we do not get two separate dispersions for both valleys, but only one, because the $K$ and $K^{\prime}$ valley mix due to the boundary conditions. Note also that the armchair ribbon does not have a simple scaling relation between $L$ and $E$. Instead also this model reproduces the three types of ribbons that were discussed earlier in section 3.2. For instance ribbons with $N=3 r+2$ are metallic. Fig. (5.2) shows the Dirac dispersion for AGNR for ribbons of length $N=5,6,7$ representing the three types. The NN tight-binding model is shown for comparison. We observe that the correspondence is good only at exactly $k=0$ and at the lower bands the dispersions. In general the tightbinding dispersion seems to increase slower as a function of $k$ than the Dirac dispersion. Notice that the correspondence between the two dispersions is in general better for the zigzag case then for the armchair case.

### 5.3 Dirac equation with pseudo-magnetic field

It is a standard procedure to include the effects of strain in the Dirac hamiltonian by adding a gauge field [14]. This gauge field is such that it does not break time-reversal symmetry and its curl represents the so-called pseudomagnetic field. We can include the gauge field through a procedure similar to a Peierls substitution but with a field opposite in sign around the $K$ and $K^{\prime}$ point. The hamiltonian is given by

$$
\begin{equation*}
\mathcal{H}_{\mathbf{q}}^{\mu}=v_{F}\left(\mu\left(q_{x}-\mu A_{x}\right) \sigma^{x}+\left(q_{y}-\mu A_{y}\right) \sigma^{y}\right) \tag{5.25}
\end{equation*}
$$
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Figure 5.2: Dispersion obtained from the Dirac equation with armchair boundary condition, Eq. (5.21). Here $v_{f}=3 / 2$. The Dirac dispersion is depicted with a thick blue line. The black line is the dispersion of a NN tight-binding model with $t=-1$. The horizontal $k$ axes lies in the 1D BZ of the ribbon and we used that $q_{y}=k$ for armchair ribbons. (a) A ribbon of length $N=5$ (b) $N=6$ (c) $N=7$

Here $\mu$ denotes the pseudo spin degree of freedom. The gauge field $\mathbf{A}=$ $\left(A_{x}, A_{y}\right)$ is related to the strain through [26]

$$
\begin{equation*}
\mathbf{A}=\frac{\kappa}{a}\binom{u_{x x}-u_{y y}}{-2 u_{x y}} \tag{5.26}
\end{equation*}
$$

Here $\kappa=-\partial \ln t / \partial \ln a \approx 2.6$ is the exponential decay rate of hopping parameter, defined in Eq. (2.21). If the deformations are only in plane, as is the case for the bending deformations we consider,

$$
\begin{equation*}
u_{i j}=\frac{1}{2}\left(\partial_{i} u_{j}+\partial_{j} u_{i}\right), \quad u_{j}=F_{j}(\mathbf{r})-r_{j} \tag{5.27}
\end{equation*}
$$

$u_{j}$ is the $j$ th component of the displacement, whose relation to the deformation function $\mathbf{F}$, defined earlier in section 4.9, is specified.

The derivation of Eq. (5.25) and Eq. (5.26) is rather subtle, especially for non-uniform strain. We will not reproduce it here. A detailed derivation is given in references [27] [28]. As is explained in these references Eq. (5.25) and Eq. (5.26) are only part of the effect of strain. Other important effects include a space dependent renormalisation of the Fermi velocity and terms of higher order in strain in Eq. (5.26). However we study a minimal model first given by Eq. (5.25) and Eq. (5.26).

We now calculate the gauge field for the width preserving bending that was defined in Eq. (4.2)

$$
\begin{equation*}
\mathbf{A}(\Theta)=\frac{2 \kappa \Theta y}{a W}\binom{\cos (2 \Theta x / W)}{\sin (2 \Theta x / W)}, \tag{5.28}
\end{equation*}
$$

where $\Theta$ is the bending parameter and $W$ the width of the ribbon, defined in section 4.9. We changed convention with respect to Eq. (4.2) such that
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$r_{x}=x$ and $r_{y}=y$. We now assume that $W / 2 \Theta \gg x$, this seems reasonable if we consider a ribbon that has a finite length and is not too narrow and has a bending with a not too high bending parameter. Using this assumption we can do a first order approximation that reduces the gauge field to

$$
\begin{equation*}
\mathbf{A}(\Theta) \approx \frac{2 \kappa \Theta y}{a W}\binom{1}{0}=\binom{-\bar{B} y}{0} \tag{5.29}
\end{equation*}
$$

Here $\bar{B}=\partial_{x} A_{y}-\partial_{y} A_{x}=-2 \kappa \Theta /(a W)$ is the pseudo-magnetic field. So $\mathbf{A}(\Theta)$ is approximately a gauge field that corresponds to a constant pseudomagnetic field in the Landau gauge. It is possible to solve the dirac equation within a ribbon geometry in this gauge. A constant pseudo-magnetic field has been studied in reference [29]. However they assumed a semi-infinite ribbon geometry which we will not. First we solve the dirac equation with a gauge field given by Eq. (5.29) for graphene. Then we add the boundary conditions of the ribbon.

## Constant pseudo-magnetic field in graphene

In order to find the spectrum of the hamiltonian (5.25) we first square the hamiltonian,

$$
\begin{align*}
\left(\mathcal{H}_{\mathbf{q}}^{\mu}\right)^{2} & =v_{F}^{2}\left(\left(q_{x}-\mu A_{x}\right)^{2}+\left(q_{y}-\mu A_{y}\right)^{2}+i \sigma^{z}\left(\left[q_{y}, A_{x}\right]-\left[q_{x}, A_{y}\right]\right)\right) . \\
& =v_{F}^{2}\left(\left(q_{x}-\mu A_{x}\right)^{2}+\left(q_{y}-\mu A_{y}\right)^{2}-\bar{B} \sigma^{z}\right) . \tag{5.30}
\end{align*}
$$

If we insert the gauge field of Eq. (5.29) we see that there is a translational symmetry in the $x$ direction and we can again assume Eq. (5.10). In the real space representation Eq. (5.30) and Eq. (5.25) then reduce to

$$
\begin{align*}
\left(\mathcal{H}_{\mathbf{q}}^{\mu}\right)^{2} & =v_{F}^{2}\left(\left(q_{x}+\mu \bar{B} y\right)^{2}-\partial_{y}^{2}-\bar{B} \sigma^{z}\right), \\
\mathcal{H}_{\mathbf{q}}^{\mu} & =v_{F}\left(\mu\left(q_{x}+\mu \bar{B} y\right) \sigma^{x}-\left(i \partial_{y}\right) \sigma^{y}\right) . \tag{5.31}
\end{align*}
$$

This is the same problem as that of a quantum harmonic oscillator. We introduce the coordinate transformation

$$
\begin{equation*}
\xi^{\mu}=\sqrt{2}\left(y / l_{\bar{B}}+\operatorname{sign}(\bar{B}) \mu l_{\bar{B}} q_{x}\right) \tag{5.32}
\end{equation*}
$$

with the magnetic length $l_{\bar{B}}=1 /|\bar{B}|^{1 / 2}$. Leaving out the superscript $\mu$ of $\xi$, we rewrite the hamiltonian,

$$
\begin{align*}
\mathcal{H}_{\mathbf{q}}^{2} & =\omega_{c}^{2}\left(\frac{\xi^{2}}{4}-\partial_{\xi}^{2}-\frac{\operatorname{sign}(\bar{B})}{2} \sigma^{z}\right),  \tag{5.33}\\
\mathcal{H}_{\mathbf{q}} & =\omega_{c}\left(\operatorname{sign}(\bar{B}) \sigma^{x} \frac{\xi}{2}-\sigma^{y} i \partial_{\xi}\right) .
\end{align*}
$$
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where $\omega_{c}=\sqrt{2} v_{F} / l_{\overline{\bar{B}}}$ is the cyclotron frequency. If we assume a positive $\bar{B}$ then this second-order differential equation in combination with normalizability implies that

$$
\begin{aligned}
& E^{2}=\omega_{c}^{2} N \\
& \phi_{N, A}=c_{1} \psi_{N}(\xi / \sqrt{2}), \quad \phi_{N, B}=c_{2} \psi_{N-1}(\xi / \sqrt{2})
\end{aligned}
$$

for some constants $c_{1}$ and $c_{2}$. Here, $\psi_{N}(x)=2^{-N / 2}(N!)^{-1 / 2} e^{-x^{2} / 2} H_{N}(x)$ for $N \in \mathbb{N}_{>0}$ are the normalized 1D harmonic oscillator eigenstates and we also define $\psi_{-1}(x)=0$. Next to that

$$
\begin{gathered}
\omega_{c}\left(\frac{\xi}{2}-\partial_{\xi}\right) \phi_{N, B}=c_{2} \omega_{c}\left(\frac{\xi}{2}-\partial_{\xi}\right) \psi_{N-1}(\xi / \sqrt{2})= \\
c_{2} \omega_{c} \sqrt{N} \psi_{N}(\xi / \sqrt{2})=c_{2} \omega_{c} \sqrt{N} \phi_{N, A} / c_{1}=E \phi_{N, A}
\end{gathered}
$$

hence $c_{2} \omega_{c} \sqrt{N}=c_{1} E$. For $\phi^{\prime}$ the same eigenstates are found with $\xi^{-}$instead of $\xi^{+}$. Combining we find a doubly degenerate spectrum with spectrum with,

$$
\begin{align*}
\phi_{N, \pm}\left(y, q_{x}\right) & =\frac{1}{\sqrt{2}}\binom{\psi_{N}\left(\xi^{+}\right)}{ \pm \psi_{N-1}\left(\xi^{+}\right)}  \tag{5.34}\\
\phi_{N, \pm}^{\prime}\left(y, q_{x}\right) & =\frac{1}{\sqrt{2}}\binom{\psi_{N}\left(\xi^{-}\right)}{ \pm \psi_{N-1}\left(\xi^{-}\right)}
\end{align*}
$$

whose energies are the pseudo-landau levels given by

$$
\begin{equation*}
E_{ \pm}^{\mu}(N)= \pm \omega_{c} \sqrt{N} \tag{5.35}
\end{equation*}
$$

Note that these two degenerate eigenstates do not mix for graphene, they are separate solutions. We can see from Eq. 5.33 that a negative $\bar{B}$-field is equivalent to a sublattice interchange combined with a space inversion $y \rightarrow$ $-y$. Thus for negative $\bar{B}$ we find the same dispersion as Eq. (5.35). But the corresponding eigenstates have their sublattices interchanged and $y$ is changed to $-y$ with respect to the states of Eq. (5.34).

It is interesting to remark that the lowest pseudo-landau level is localised on the same sublattice for both the $K$ and $K^{\prime}$ valley. This is in contrast to the lowest landau level for a real magnetic field [30]. Eventhough this analysis concerned graphene it does give us the prediction that at least for wide ribbons we should see these pseudo-landau level emerging in the bandstructure of bent GNRs.

## Zigzag ribbon in a constant pseudo-magnetic field

We can also solve the Dirac equation with magnetic field in a zigzag ribbon geometry using the boundary conditions of Eq. (5.12). If we choose a positive

## CHAPTER 5. CONTINUUM MODEL FOR BENT GRAPHENE NANORIBBONS

$\bar{B}$ the equation for the $K$ valley, $\phi$, becomes

$$
\begin{align*}
\left(\partial_{\xi}^{2}-\frac{\xi^{2}}{4}+\frac{1}{2} \sigma^{z}+\tilde{\epsilon}^{2}\right) \phi & =0  \tag{5.36}\\
\left(-i \partial_{\xi} \sigma^{y}+\frac{\xi}{2} \sigma^{x}\right) \phi & =\tilde{\epsilon} \phi
\end{align*}
$$

where $\tilde{\epsilon}=E / \omega_{c}$. Now we cannot easily conclude that the eigenstates should be 1D harmonic oscillator states because in a finite geometry these are not the only normalizable states. The second-order equation in Eq. (5.36) is called Webers equation and it's general solution can be given in terms of parabolic cylindrical functions [31]:

$$
\begin{align*}
& \phi_{A}(\xi)=A U\left(-\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right)+\bar{B} V\left(-\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right) \\
& \phi_{B}(\xi)=C U\left(\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right)+D V\left(\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right) \tag{5.37}
\end{align*}
$$

Here $U$ is a function that is asymptotic to $e^{-\frac{\xi^{2}}{4}}$ as $\xi \rightarrow \infty$ and $V$ to $e^{\frac{\xi^{2}}{4}}$. By using the first-order differential relation between sublattice state and the properties of $U$ and $V$ it follows that,

$$
\begin{align*}
{\left[-\partial_{\xi}+\frac{\xi}{2}\right] \phi_{B}(\xi)=C U\left(-\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right)+D \tilde{\epsilon}^{2} V\left(-\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right) } & =\tilde{\epsilon} \phi_{A} \\
{\left[\partial_{\xi}+\frac{\xi}{2}\right] \phi_{A}(\xi)=A \tilde{\epsilon}^{2} U\left(\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right)+\bar{B} V\left(\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right) } & =\tilde{\epsilon} \phi_{B} \tag{5.38}
\end{align*}
$$

Therefore $C=\tilde{\epsilon} A, \tilde{\epsilon}^{2} D=\tilde{\epsilon} B$ and $B=\tilde{\epsilon} D, A \tilde{\epsilon}^{2}=\tilde{\epsilon} C$. We eliminate $C$ and $B$ in terms of $A$ and $D$. Now we need to solve for the zigzag boundary conditions. Around the $K$ point $\xi=\sqrt{2}\left(\frac{y}{l_{\bar{B}}}+l_{\bar{B}} q_{x}\right)$, as in Eq. 5.32. Therefore the boundary conditions translate in the equations

$$
\begin{align*}
A U\left(-\frac{1}{2}-\tilde{\epsilon}^{2}, k^{\prime}+L^{\prime}\right)+\tilde{\epsilon} D V\left(-\frac{1}{2}-\tilde{\epsilon}^{2}, k^{\prime}+L^{\prime}\right) & =0  \tag{5.39}\\
\tilde{\epsilon} A U\left(\frac{1}{2}-\tilde{\epsilon}^{2}, k^{\prime}\right)+D V\left(\frac{1}{2}-\tilde{\epsilon}^{2}, k^{\prime}\right) & =0
\end{align*}
$$

where $k^{\prime}=\sqrt{2} l_{\bar{B}} q_{x}$ and $L^{\prime}=\sqrt{2} L / l_{\bar{B}}$. Non-trivial solutions of these equations are at the zero points of the function

$$
\begin{align*}
F_{K}\left(k^{\prime}, \tilde{\epsilon}, L^{\prime}\right)= & U\left(-\frac{1}{2}-\tilde{\epsilon}^{2}, k^{\prime}+L^{\prime}\right) V\left(\frac{1}{2}-\tilde{\epsilon}^{2}, k^{\prime}\right)- \\
& \tilde{\epsilon}^{2} V\left(-\frac{1}{2}-\tilde{\epsilon}^{2}, k^{\prime}+L^{\prime}\right) U\left(\frac{1}{2}-\tilde{\epsilon}^{2}, k^{\prime}\right) \tag{5.40}
\end{align*}
$$

Solution to this trancendental equation determine the spectrum $E^{+}\left(q_{x}\right)$. From this spectrum we also derive the spectrum around the $K^{\prime}$ point. The only difference with respect to the spectrum around the $K$ point lies in the definition
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of $\xi^{-}$with respect to $\xi^{+}$. We see there that if we change $q_{x} \rightarrow-q_{x}$ in the spectrum around the $K$ point we should get the spectrum around the $K^{\prime}$ point, $E^{-}\left(q_{x}\right)=E^{+}\left(-q_{x}\right)$.

Also the solutions for $\bar{B}<0$ can be derived from these. If we change $y \rightarrow L-y$ and $q_{x} \rightarrow q_{x}-\mu L|\bar{B}|$ and interchange the sublattices we get the exact same equations and boundary conditions as for the positive $\bar{B}$ case. Therefore $E_{\bar{B}<0}^{\mu}\left(q_{x}\right)=E^{\mu}\left(q_{x}+\mu L|\bar{B}|\right)$.
(a)

(b)


Figure 5.3: (a) Spectrum of ZGNR of $L=5$ around $K$ point using Dirac equation and zigzag boundary conditions with $v_{F}=1$. (b) Spectrum including a pseudo magnetic field $\bar{B}=1$, obtained from solving Eq. 5.53

We would like to see if the spectrum obtained by inclusion of a pseudo magnetic field reproduces the effects observed from our tight-binding calculations, i.e. the splitting of the edge state and the emerging band structure. To study this we need to know how the spectrum scales with varying $\bar{B}$ field, however there is no simple relation between this. If we multiply $\bar{B}$ by a factor such that $\bar{B} \rightarrow \alpha \bar{B}$, then we have to solve 5.53 only with $\tilde{\epsilon} \rightarrow \tilde{\epsilon} / \sqrt{\alpha}, k^{\prime} \rightarrow k^{\prime} / \sqrt{\alpha}$ and $L^{\prime} \rightarrow \sqrt{\alpha} L^{\prime}$. The changes in $\tilde{\epsilon}$ and $k^{\prime}$ could be easily taken care of by rescaling the $E$ and $q_{x}$ axes accordingly en the dispersion, but because $L^{\prime}$ also changes this is not the complete solution. A simultaneous change of $\bar{B}$ with a factor $\alpha$ and a change in $L$ with a factor $1 / \alpha$ would leave the dispersion as it is with only a rescaling of the axes by $\alpha$. This is to be expected as a narrower ribbon should separate the levels more.

Therefore we have to solve Eq. 5.53 explicitly for different values of $\bar{B}$. Results are depicted in Fig. 5.3 for $\bar{B}=0$ and $\bar{B}=1$. We have not attempted here to relate this value of $\bar{B}$ to our bending parameter $\Theta$. This we have not done because it is already visible from this case that we do not reproduce the splitting and therefore also not the emergent band structure. The thing we observe in Fig. 5.3 is that the spectrum for non-zero $\bar{B}$ experiences a shift of the edge states to the left and an increase in the distance between the bands. One can also see a flattening developing around the valley of the bands. This becomes flatter for largen $\bar{B}$ (not depicted here). We can interpret these
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flattening bands as emerging Landau levels. A more detailed quantitative comparison between the tight-binding spectrum and the dirac spectrum could reveal that these two effects are also visible in tight-binding. However we currently wanted to check if the emergent band-structure could be explained from the pseudo-magnetic field but this seems not to be the case.

The reason for this discrepancy is most likely because the Dirac equation is derived from a NN tight-binding theory. However in our explanation of the emergent band structure for the edge states we emphasized the importance of the NNN hopping. It should be investigated wether inclusion of the NNN hopping can be included in the continuum model combined with strain.

## Armchair ribbon in a pseudo-magnetic field

If one want to use Eq. (5.25) for an AGNR one has to position the ribbon with its long side along the $y$-axis. The width preserving bending is then identical to Eq. 5.28 but with the $x \rightarrow-y$ and $y \rightarrow x$. In this case the pseudo gauge field becomes $\mathbf{A}=(0, \bar{B} x)$. Replacing $q_{y} \rightarrow q_{y}$ and $q_{x} \rightarrow-i \partial_{x}$ this gives

$$
\begin{align*}
& \mathcal{H}_{\mathbf{q}}^{2}=v_{F}^{2}\left(\left(q_{y}-\bar{B} x\right)^{2}-\partial_{x}^{2}-\bar{B} \tau^{z} \otimes \sigma^{z}\right), \\
& \mathcal{H}_{\mathbf{q}}=v_{F}\left(-\tau^{z} \otimes\left(i \partial_{x}\right) \sigma^{x}+i d \otimes\left(q_{y}-\bar{B} x\right) \sigma^{y}\right) \tag{5.41}
\end{align*}
$$

If we now make the coordinate transformation $\xi=\sqrt{2}\left(\operatorname{sign}(\bar{B}) \frac{x}{l_{\bar{B}}}-l_{\bar{B}} q_{y}\right)$ we get:

$$
\begin{align*}
& \mathcal{H}_{\mathbf{q}}^{2}=\omega_{c}\left(\frac{\xi}{4}-\partial_{\xi}^{2}-\frac{\operatorname{sign}(\bar{B})}{2} \tau^{z} \otimes \sigma^{z}\right)  \tag{5.42}\\
& \mathcal{H}_{\mathbf{q}}=\omega_{c}\left(-i d \otimes \frac{\xi}{2} \sigma^{y}-\operatorname{sign}(\bar{B}) \tau^{z} \otimes\left(i \partial_{\xi}\right) \sigma^{x}\right)
\end{align*}
$$

Notice that the squared Hamiltonian is identical to the zigzag one, Eq. (5.42). Let us now consider $\bar{B}>0$. Then we get for $\phi$ and $\phi^{\prime}$

$$
\begin{align*}
\left(\partial_{\xi}^{2}-\frac{\xi^{2}}{4}+\frac{1}{2} \sigma^{z}+\tilde{\epsilon}^{2}\right) \phi & =0 \quad\left(\partial_{\xi}^{2}-\frac{\xi^{2}}{4}-\frac{1}{2} \sigma^{z}+\tilde{\epsilon}^{2}\right) \phi^{\prime}=0  \tag{5.43}\\
\left(-\frac{\xi}{2} \sigma^{y}-i \partial_{\xi} \sigma^{x}\right) \phi & =\tilde{\epsilon} \phi \quad\left(-\frac{\xi}{2} \sigma^{y}+i \partial_{\xi} \sigma^{x}\right) \phi^{\prime}=\tilde{\epsilon} \phi^{\prime}
\end{align*}
$$

hence again, for $\phi$ Eq. (5.37) holds but now Eq. (5.38) changes to

$$
\begin{align*}
i\left[-\partial_{\xi}+\frac{\xi}{2}\right] \phi_{B}(\xi) & =i C U\left(-\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right)+i D \tilde{\epsilon}^{2} V\left(-\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right)= \\
\tilde{\epsilon} \phi_{A} & \\
-i\left[\partial_{\xi}+\frac{\xi}{2}\right] \phi_{A}(\xi) & =-i A \tilde{\epsilon}^{2} U\left(\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right)-i \bar{B} V\left(\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right)=  \tag{5.44}\\
\tilde{\epsilon} \phi_{B} &
\end{align*}
$$

## CHAPTER 5. CONTINUUM MODEL FOR BENT GRAPHENE

 NANORIBBONSTherefore $i C=\tilde{\epsilon} A, i \tilde{\epsilon}^{2} D=\tilde{\epsilon} B$ and $-i B=\tilde{\epsilon} D,-i A \tilde{\epsilon}^{2}=\tilde{\epsilon} C$. Therefore, we can write

$$
\begin{align*}
& \phi_{A}(\xi)=A U\left(-\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right)+i \tilde{\epsilon} D V\left(-\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right)  \tag{5.45}\\
& \phi_{B}(\xi)=-i \tilde{\epsilon} A U\left(\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right)+D V\left(\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right)
\end{align*}
$$

Around $K^{\prime}$ we find again the roles of the sublattices interchanged in the squared Hamiltonian, say

$$
\begin{array}{r}
\phi_{A}^{\prime}(\xi)=C^{\prime} U\left(\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right)+D^{\prime} V\left(\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right) \\
\phi_{B}^{\prime}(\xi)=A^{\prime} U\left(-\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right)+B^{\prime} V\left(-\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right) \tag{5.46}
\end{array}
$$

and

$$
\begin{array}{r}
i\left[\partial_{\xi}+\frac{\xi}{2}\right] \phi_{B}^{\prime}(\xi)=i \tilde{\epsilon}^{2} A^{\prime} U\left(\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right)+i B^{\prime} V\left(\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right)= \\
\tilde{\epsilon} \phi_{A}^{\prime} . \\
-i\left[-\partial_{\xi}+\frac{\xi}{2}\right] \phi_{A}^{\prime}(\xi)=-i C^{\prime} U\left(-\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right)-i \tilde{\epsilon}^{2} D^{\prime} V\left(\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right)=  \tag{5.47}\\
\tilde{\epsilon} \phi_{B}^{\prime} .
\end{array}
$$

Therefore $i \tilde{\epsilon}^{2} A^{\prime}=\tilde{\epsilon} C^{\prime}, i B^{\prime}=\tilde{\epsilon} D^{\prime}$ and $-i C^{\prime}=\tilde{\epsilon} A^{\prime},-i \tilde{\epsilon}^{2} D^{\prime}=\tilde{\epsilon} B^{\prime}$. So we can write

$$
\begin{array}{r}
\phi_{A}^{\prime}(\xi)=i \tilde{\epsilon} A^{\prime} U\left(\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right)+D^{\prime} V\left(\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right) \\
\phi_{B}^{\prime}(\xi)=A^{\prime} U\left(-\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right)-i \tilde{\epsilon} D^{\prime} V\left(-\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right) \tag{5.48}
\end{array}
$$

Now we want to impose the armchair boundary conditions, given by Eq. (5.21). These boundary condition translate into the four equations

$$
\begin{array}{r}
A U_{\xi_{0}}^{a}+i \tilde{\epsilon} D V_{\xi_{0}}^{a}+i \tilde{\epsilon} A^{\prime} U_{\xi_{0}}^{a+1}+D^{\prime} V_{\xi_{0}}^{a+1}=0 \\
-i \tilde{\epsilon} A U_{\xi_{0}}^{a+1}+D V_{\xi_{0}}^{a+1}+A^{\prime} U_{\xi_{0}}^{a}-i \tilde{\epsilon} D^{\prime} V_{\xi_{0}}^{a}=0 \\
e^{i K L}\left(A U_{\xi_{L}}^{a}+i \tilde{\epsilon} D V_{\xi_{L}}^{a}\right)+e^{-i K L}\left(i \tilde{\epsilon} A^{\prime} U_{\xi_{L}}^{a+1}+D^{\prime} V_{\xi_{L}}^{a+1}\right)=0  \tag{5.49}\\
e^{i K L}\left(-i \tilde{\epsilon} A U_{\xi_{L}}^{a+1}+D V_{\xi_{L}}^{a+1}\right)+e^{-i K L}\left(A^{\prime} U_{\xi_{L}}^{a}-i \tilde{\epsilon} D^{\prime} V_{\xi_{L}}^{a}\right)=0,
\end{array}
$$

where for convenience we denoted $V_{\xi}^{a}=V\left(-\frac{1}{2}-\tilde{\epsilon}^{2}, \xi\right)$ and $\xi_{0}=\xi(x=0)$, $\xi_{L}=\xi(x=L)$. We can rewrite the boundary conditions to eliminate two of the constants, namely $D^{\prime}$ and $D$. We find

$$
\begin{array}{r}
D\left(\tilde{\epsilon}^{2}\left(V_{\xi_{0}}^{a}\right)^{2}-\left(V_{\xi_{0}}^{a+1}\right)^{2}\right)=A^{\prime}\left(U_{\xi_{0}}^{a} V_{\xi_{0}}^{a+1}-\tilde{\epsilon}^{2} U_{\xi_{0}}^{a+1} V_{\xi_{0}}^{a}\right)+i \tilde{\epsilon} A\left(U_{\xi_{0}}^{a} V_{\xi_{0}}^{a}-U_{\xi_{0}}^{a+1} V_{\xi_{0}}^{a+1}\right) \\
D^{\prime}\left(\tilde{\epsilon}^{2}\left(V_{\xi_{0}}^{a}\right)^{2}-\left(V_{\xi_{0}}^{a+1}\right)^{2}\right)=A\left(U_{\xi_{0}}^{a} V_{\xi_{0}}^{a+1}-\tilde{\epsilon}^{2} U_{\xi_{0}}^{a+1} V_{\xi_{0}}^{a}\right)-i \tilde{\epsilon} A^{\prime}\left(U_{\xi_{0}}^{a} V_{\xi_{0}}-U_{\xi_{0}}^{a+1} V_{\xi_{0}}^{a+1}\right) \\
D\left(\tilde{\epsilon}^{2}\left(V_{\xi_{L}}^{a}\right)^{2}-\left(V_{\xi_{L}}^{a+1}\right)^{2}\right)=e^{-2 i K L} A^{\prime}\left(U_{\xi_{L}}^{a} V_{\xi_{L}}^{a+1}-\tilde{\epsilon}^{2} U_{\xi_{L}}^{a+1} V_{\xi_{L}}^{a}\right)+i \tilde{\epsilon} A\left(U_{\xi_{L}}^{a} V_{\xi_{L}}-U_{\xi_{L}}^{a+1} V_{\xi_{L}}^{a+1}\right) \\
D^{\prime}\left(\tilde{\epsilon}^{2}\left(V_{\xi_{L}}^{a}\right)^{2}-\left(V_{\xi_{L}}^{a+1}\right)^{2}\right)=e^{2 i K L} A\left(U_{\xi_{L}}^{a} V_{\xi_{L}}^{a+1}-\tilde{\epsilon}^{2} U_{\xi_{L}}^{a+1} V_{\xi_{L}}^{a}\right)-i \tilde{\epsilon} A^{\prime}\left(U_{\xi_{L}}^{a} V_{\xi_{L}}^{a}-U_{\xi_{L}}^{a+1} V_{\xi_{L}}^{a+1}\right) \tag{5.50}
\end{array}
$$

As the $D$ 's should be equal this leads to two equations in $A$ and $A^{\prime}$, for convenience cal $f_{\xi}^{a}=U_{\xi}^{a} V_{\xi}^{a+1}-\tilde{\epsilon}^{2} U_{\xi}^{a+1} V_{\xi}^{a}$ and $g_{\xi}^{a}=U_{\xi}^{a} V_{\xi}^{a}-U_{\xi}^{a+1} V_{\xi}^{a+1}$, then

$$
\begin{align*}
& A^{\prime}\left(f_{\xi_{0}}^{a}-e^{-2 i K L} f_{\xi_{L}}^{a}\right)+i \tilde{\epsilon} A\left(g_{\xi_{0}}^{a}-g_{\xi_{L}}^{a}\right)=0 \\
& -i \tilde{\epsilon} A^{\prime}\left(g_{\xi_{0}}^{a}-g_{\xi_{L}}^{a}\right)+A\left(f_{\xi_{0}}^{a}-e^{2 i K L} f_{\xi_{L}}^{a}\right)=0 \tag{5.51}
\end{align*}
$$

To find non-trivial solutions of this we have to find zeros of the function

$$
\begin{equation*}
F\left(q^{\prime}, \tilde{\epsilon}\right)=-\tilde{\epsilon}^{2}\left(g_{\xi_{0}}^{a}-g_{\xi_{L}}^{a}\right)^{2}+\left(f_{\xi_{0}}^{a}\right)^{2}+\left(f_{\xi_{L}}^{a}\right)^{2}-2 f_{\xi_{0}}^{a} f_{\xi_{L}}^{a} \cos (2 K L) \tag{5.52}
\end{equation*}
$$

This is function of order 4 in terms of the parabolic cylindrical functions $U, V$. If we define $u_{\xi}^{a}=\left(U_{\xi}^{a}\right)^{2}-\tilde{\epsilon}^{2}\left(U_{\xi}^{a+1}\right)^{2}$ and $v_{\xi}^{a}=\left(V_{\xi}^{a+1}\right)^{2}-\tilde{\epsilon}^{2}\left(V_{\xi}^{a}\right)^{2}$, then we can rewrite

$$
\begin{equation*}
F\left(q^{\prime}, \tilde{\epsilon}\right)=u_{\xi_{0}}^{a} v_{\xi_{0}}^{a}+u_{\xi_{L}}^{a} v_{\xi_{L}}^{a}+\tilde{\epsilon}^{2} g_{\xi_{0}}^{a} g_{\xi_{L}}^{a}-2 f_{\xi_{0}}^{a} f_{\xi_{L}}^{a} \cos (2 K L) \tag{5.53}
\end{equation*}
$$

For positive $\bar{B}$-field $\xi_{0}=-\sqrt{2}\left(l_{\bar{B}} q_{y}\right)=-q^{\prime}$ and $\xi_{L}=\sqrt{2}\left(\frac{L}{l_{\bar{B}}}-l_{\bar{B}} q_{y}\right)=L^{\prime}-q^{\prime}$. Again we can look for the roots of this function numerically, see Fig. (5.3).

We would now like to compare the dispersion one would obtain from Eq. 5.53 with the results obtained from our tight-binding theory. Especially we would like to look at the $q=0$ point and study the bandgap. However in their current form these transcendental equations seemed to be too difficult to solve using our numerical software. We do expect the results for the bandgap to maybe be in better comparison with the results from tight-binding as in contrast to edge states of the ZGNRs the bandgap of AGNRs is not as crucially dependent on NNN hopping.

## Chapter 6

## Conclusions and outlook

### 6.1 Conclusions

In this thesis we studied the electronic band structure of an in-plane bent GNR. This we mainly did using a tight-binding model. We made first steps in studying this system using the Dirac equation. Specifically we studied the dependence on the bending of the bandgap for AGNRs and of the edge states for ZGNRs. We used two different bending geometries: width-preserving and bond-length-preserving bending.

We conclude that a tight-binding model that assumes non-zero hopping and overlap which decay exponentially is a minimal tight-binding model with three parameters that can be used to study a system that is both geometrically confined and strained. Using the fact that our two bending geometries have a rotational symmetry we can reduce this tight-binding model to the numerically inexpensive problem of solving a matrix equation with $2 N \times 2 N$ matrices (with $2 N$ the number of sites in the unit cell of the GNR). From this model we observe two general effects for both AGNRs and ZGNRs

- Bands move up or down with respect to the straight dispersion. If the deviations are comparable after both bending methods one can attempt to predict whether the state is localised more on the inside or the outside of the bent ribbon. This is done by comparing the deviation to the deviation of the band due to uniform longitudinal strain.
- Some degeneracies in the band structure split because of the breaking of the symmetry between the top and bottom edge of the ribbon.

We conclude that the effects of bending on the bandgap of AGNRs as calculated by our tight-binding model are not very big because the states determining the bandgap are bulk states. Details of the exact geometry used for bending become important. In the two bending geometries we consider the following effects are observed:

- The bandgap for width preserving and bondlength-preserving bending increases with bending for type I, increases and then decreases for type II, and decreases for III AGNRs.
- This behaviour is reminiscent of uniform negative strain (compression) in the longitudinal direction or uniform positive strain (stretching) in the transverse direction.

We conclude that there are interesting effects of bending on the edge states of ZGNRs as calculated by our tight-binding model. This is because edge states are sensitive to the symmetry breaking between the top and bottom edge. We observe the following effects. Both width preserving and bondlengthpreserving bending predict a splitting of the two edge states (without considering interactions). A lower energy edge state localises on the outer edge and a higher energy edge state on the inner edge. In fact, there is an emergent band structure of the edge states that can be fitted to the tight-binding dispersion of a 1D chain with an effective hopping and on-site energy parameter. The dependence of these parameters on the degree of bending depends on the method of bending though both do predict that the higher energy edge state localised on the inner edge will have a hopping that gradually changes sign. Because of this there is a degree of bending where the band is effectively flat and interesting interaction effect are expected. The difference between the bending methods is due to extra hybridisation effects that occur for the width preserving bending, which cause a more complicated and width dependent relation between bending angle and effective parameter. We can understand the effects of bending on the emergent band structure that are due to the NNN hopping as a competition between the decreasing localisation for $k$-values differing from $\pi$ and the localised character of the edge state.

In chapter 5 we studied bent GNR by including a pseudo magnetic field in the Dirac hamiltonian and used the boundary conditions for AGNRs and ZGNRs. We approximated the gauge field by one that produces a constant pseudo-magnetic field. In conclusion we can say that:

- Simply combining the boundary conditions of AGNRs and ZGNRs with a constant pseudo magnetic field allows one to solve the Dirac equation exactly using parabolic harmonic functions.
- For ZGNRs: The dispersion starts to develop pseudo-Landau levels and shifts the starting point of edge states or ZGNRs. However no splitting of the edge state is observed nor an emerging band structure.
- For AGNRs: The equations are currently to difficult to solve using simple algorithms.

One possible explanation for the difference between the tight-binding model and the continuum model can be the importance of the NNN hopping in the
tight-binding model. A second reason can be that the assumption of a constant pseudo-magnetic field is not valid. Another can be the incomplete inclusion of strain effects when only considering the gauge field, a more full treatment would for instance also include a recanalization of the Fermi velocity. Finally the boundary conditions could change when one considers a bent geometry.

### 6.2 Outlook

## Emergent band structure of edge states

Probably the most interesting result of this thesis is the emergent band structure that is observable for the edge states of a ZGNR.

For future research into this area it would first of all be beneficial to understand more clearly the exact relation between the bending parameter and the effective parameters. We have explained it qualitatively in this thesis as a competition between two effect resulting in a positive and negative hopping. We have not discussed how to understand the effective on-site energy that was observed to develop in a similar fashion with respect to bending as the effective hopping. One way to predict the effective parameters would be to develop a perturbation theory on the exact solution of a straight ribbon with NN hopping. From this one could more clearly understand what effects of the change in NN hopping due to bending and the effects of the change in NNN hopping due to bending.

A next step would be to include interaction effects as these are important for edge states. One could try to answer the question how bending combines with the known effect of magnetic polarisation of the edge states [4].

## Continuum model

We have seen that we can solve the Dirac equation for massless fermions with a constant pseudo-magnetic field and AGNR and ZGNR boundary conditions. However it is currently unclear how these relate to the physically more transparent tight-binding results.

One could first try to solve the Dirac equation (numerically) without making the assumption of a constant pseudo magnetic field. Next different boundary conditions could be tried.

To include effects of NNN neighbor in the Dirac hamiltonian extra terms could be added, see section 2.2 of Ref. [32]. However one would also need to think how to combine this NNN neighbor term with strain.

## Finite-size effects and geometry

We show in the appendix B that for straight ribbons at least the DOS of finite ribbons approach that of period ribbons. However we haven't discussed
in this thesis the relation between finite sized bent ribbons and period bent ribbons. It would be interesting to investigate if we still can see remains of the emergent band structure. Next to that, using molecular dynamics we could try to answer to what extend a lattice preserving bending is accurate.

Another future research area could be the study of different but related geometries. We can use almost the exact same tight-binding model, with the same computational effort, to study the $p_{z}$ electrons of other lattice preserving deformation (appendix C). For instance, we could study a helically twisted GNR. This has been studied but without an emphasize on the edge states within ZGNRs in Ref. [33], also descriptions of this system using Dirac theory have been made [34].
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## Appendix A

## Relation between orbital- and orthogonal-hopping parameters in graphene

By comparing Eq. (2.6) and Eq. (2.18), we can see how the tight-binding model assuming orthogonal basis states and the tight-binding model assuming non-orthogonal basis states are related in graphene. Namely, both secular equations give the same spectrum if we require that

$$
\begin{equation*}
\mathcal{S}_{\mathbf{k}}^{-1 / 2} \mathcal{H}_{\mathbf{k}} \mathcal{S}_{\mathbf{k}}^{-1 / 2}=H_{\mathbf{k}} \tag{A.1}
\end{equation*}
$$

where $H_{\mathbf{k}}$ is the second-quantized Hamiltonian matrix. This identity is permitted because $\mathcal{S}_{\mathbf{k}}^{-1 / 2} \mathcal{H}_{\mathbf{k}} \mathcal{S}_{\mathbf{k}}^{-1 / 2}$ is automatically hermitian. The eigenstates $\bar{C}$ of $\mathcal{S}_{\mathrm{k}}^{-1 / 2} \mathcal{H}_{\mathrm{k}} \mathcal{S}_{\mathrm{k}}^{-1 / 2}$, and thus of $H_{\mathrm{k}}$ if Eq. (A.1) is satisfied, are related to the states $C$ that solve Eq. (2.11) by $\bar{C}=\mathcal{S}_{\mathbf{k}}^{1 / 2} C$. Thus if the second- and first-quantized matrices satisfy Eq. (A.1) they describe the same system and we have shown how they are related.

In graphene $\mathcal{S}_{\mathbf{k}}^{-1}$ commutes with $\mathcal{H}_{\mathbf{k}}$. This is because $s_{\mathbf{k}}^{A B} t_{\mathbf{k}}^{A B *}=s_{\mathbf{k}}^{A B *} t_{\mathbf{k}}^{A B}$ and because the diagonal elements of $S_{\mathrm{k}}$ and $\mathcal{H}_{\mathrm{k}}$ are all identical, computing $\mathcal{S}_{\mathbf{k}}^{-1}$ one can see that it therefore should commute with $\mathcal{H}_{\mathbf{k}}$. It is a theorem from linear algebra that because $\mathcal{S}_{\mathbf{k}}^{-1}$ is a positive semidefinite matrix also $\mathcal{S}_{\mathbf{k}}^{-1 / 2}$ commutes with $\mathcal{H}_{\mathbf{k}}$. Therefore $\mathcal{S}_{\mathbf{k}}^{-\frac{1}{2}} \mathcal{H}_{\mathbf{k}} \mathcal{S}_{\mathbf{k}}^{-\frac{1}{2}}=\mathcal{S}_{\mathbf{k}}^{-1} \mathcal{H}_{\mathbf{k}}=H_{\mathbf{k}}$. As $\mathcal{S}_{\mathbf{k}}$ is a $2 \times 2$ matrix we can easily compute its inverse. Using definitions from Eqs. (2.13) and (2.14) we find that
$\epsilon_{0} \mathbf{I}+\frac{1}{s_{\mathbf{k}}^{A A^{2}}-s_{\mathbf{k}}^{A B *} s_{\mathbf{k}}^{A B}}\left(\begin{array}{cc}s_{\mathbf{k}}^{A A} & -s_{\mathbf{k}}^{A B} \\ -s_{\mathbf{k}}^{A B *} & s_{\mathbf{k}}^{A A}\end{array}\right)\left(\begin{array}{cc}t_{\mathbf{k}}^{A A} & t_{\mathbf{k}}^{A B} \\ t_{\mathbf{k}}^{A B *} & t_{\mathbf{k}}^{A A}\end{array}\right)=\left(\begin{array}{cc}H_{\mathbf{k}}^{A A} & H_{\mathbf{k}}^{A B} \\ H_{\mathbf{k}}^{A B *} & H_{\mathbf{k}}^{A A}\end{array}\right)$

So we see that the two type of parameters are related by,

$$
\begin{equation*}
H_{\mathbf{k}}^{A A}=\frac{s_{\mathbf{k}}^{A A} t_{\mathbf{k}}^{A A}-s_{\mathbf{k}}^{A B} t_{\mathbf{k}}^{A B *}}{s_{\mathbf{k}}^{A A^{2}}-s_{\mathbf{k}}^{A B *} s_{\mathbf{k}}^{A B}}+\epsilon_{0}, \quad H_{\mathbf{k}}^{A B}=\frac{s_{\mathbf{k}}^{A A} t_{\mathbf{k}}^{A B}-s_{\mathbf{k}}^{A B} t_{\mathbf{k}}^{A A}}{s_{\mathbf{k}}^{A A^{2}}-s_{\mathbf{k}}^{A B *} s_{\mathbf{k}}^{A B}} \tag{A.3}
\end{equation*}
$$

This relation is still expressed in $\mathbf{k}$ space, to find the actual $\mathbf{n}$-neighbor hopping on the left from this $k$ dependent function we need to calculate its fourier transform. The n -th neighbor inter-sublattice hopping term is given by

$$
\begin{equation*}
t_{n}=\int H_{\mathbf{k}}^{A B} e^{-i \mathbf{k} \cdot R_{i}} d \mathbf{k} \tag{A.4}
\end{equation*}
$$

such that $\left|R_{i}\right|$ is the $n$-th neighbor distance.
We would like to give a motivation for the assumption of exponentially decaying first-quantized hopping and overlap parameters, given by Eq. 2.21. One strategy is to calculate the second-quantized hopping parameters and compare these to the ab-initio calculations of [16]. There the first five hopping parameters are calculated to be $-3.00236,0.20509,-0.22464,0.05205,0.06912$. The values for the first-quantized parameters that we use are $t_{0}=-2.5 \mathrm{eV}$, $s_{0}=0.36, \kappa=1.5$. If we calculate the first five second-quantized hopping parameters that belong to those we get the list $-3.09216,0.228831,-0.222085$, $0.0484246,0.0343871$. We can see that the general features of the first list are reproduced. Namely, the same pattern of negative and positive signs are observed and a similar decrease in amplitude. These are however not the same parameters that we used for our analysis as we have decided to remain closer to the reference non-orthogonal parameters of [20]. It does however show that an exponential decay is not an unreasonable assumption.

## Appendix B

## Comparing the spectra of graphene, periodic ribbons and finite ribbons

Our model to treat GNRs and bent GNRs assumed periodic boundary conditions in order to treat them as a 1D crystal. This enabled us to reduce the tight-binding problem from solving a matrix equation with $\bar{N} \times \bar{N}$ matrices, where $\bar{N}$ is the total number of sites of the ribbon, to a matrix equation involving $2 N \times 2 N$ matrices, where $2 N$ is the number of atoms in the 1 D unit cell of the ribbon. In this appendix we give an extra justification of this assumption by showing that for long ribbons the density of states of finite ribbons approaches that of ribbons with periodic boundary conditions.

## Tight-binding model for finite graphene nanoribbons

Actual experimental samples are of course never completely periodic, therefore it is useful to also investigate the electronic properties of finite GNRs. We start again by assuming the general first-quantized tight-binding wavefunction. In contrast to our starting wavefunction, given by Eq. (2.9), we do not explicetly make a distinction between the two sublattices. Our starting tight-binding wavefunction is therefore given by

$$
\begin{equation*}
\psi(\mathbf{r})=\sum_{i} c_{i} \phi\left(\mathbf{r}-\mathbf{r}_{i}\right) . \tag{B.1}
\end{equation*}
$$

Here, $i$ runs over the atoms in the GNR, the positions of the ions are given by $\mathbf{r}_{i}$, and $c_{i}$ are the coefficients of the orbitals.

We cannot use Bloch's theorem to simplify this wave function as there is no translation symmetry for a finite ribbon. We can understand the finite GNR
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also as a zero dimensional (0D) system with a unit cell which contains all the points of the finite GNR. As we did for graphene and for GNR with a periodic boundary condition, we now look for solutions of the time-independent Schrödinger equation by multiplying it by $\psi^{*}(\mathbf{r})$ and integrating over space. We then obtain

$$
\int d \mathbf{r} \psi^{*}(\mathbf{r}) \mathcal{H} \psi(\mathbf{r})=E \int d \mathbf{r} \psi^{*}(\mathbf{r}) \psi(\mathbf{r})
$$

with $\mathcal{H}$ the Hamiltonian given by Eq. (2.8). Using the tight-binding assumption, we can rewrite this as

$$
\begin{equation*}
c^{\dagger} H c=E c^{\dagger} S c \tag{B.2}
\end{equation*}
$$

where $c$ is the vector with orbital components and $E$ is the eigenenergy. $H$ and $S$ are both $N \times N$ size matrices, where $N$ is the number of atoms in the ribbon. They are given by

$$
\begin{equation*}
\mathrm{H}^{i j}=\epsilon_{0} S^{i j}+T^{i j} \tag{B.3}
\end{equation*}
$$

with $j, i \in\{1, \ldots, N\}$ and

$$
\begin{align*}
& S^{i j}=s\left(\mathbf{r}_{j}-\mathbf{r}_{i}\right),  \tag{B.4}\\
& T^{i j}=t\left(\mathbf{r}_{j}-\mathbf{r}_{i}\right) .
\end{align*}
$$

Here, $t(\mathbf{R})$ and $s(\mathbf{R})$ are defined as earlier in Eq. (2.14). From Eq. (B.3) we get the secular equation

$$
\begin{equation*}
\operatorname{det}\left[T-\left(E-\epsilon_{0}\right) S\right]=0 \tag{B.5}
\end{equation*}
$$

Since these matrices are always large, it is not obvious how to solve Eq. (B.5) analytically. Using numerical methods, however, we can solve the matrix Eq. (B.2) directly. This is equivalent to finding the spectrum of $\mathcal{S}^{-1} \mathcal{H}$. Because there is no translation symmetry, there is no exact reciprocal space and no dispersion relation. However, we can use the density of states (DOS) to compare the spectrum with periodic systems.

## Comparison using the density of states

The three cases studied so far, namely graphene, GNRs with periodic boundary condition and finite GNRs, all yield a secular equation, Eqs. (2.12), (3.9) and (B.5), respectively. These secular equations determine the eigenenergies of the spectrum and from them the corresponding eigenstates can be determined. The equations were solved either analytically (graphene) or numerically (GNRs with periodic boundary condition and finite GNRs). Now, we would like to compare these different systems. We expect that for large systems the two GNR solutions become equivalent to the graphene solution. One
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way to compare the different systems is by calculating their density of states (DOS).

If we want to compare the DOS for the three different systems, we have to be cautious, because the systems have different dimensions: graphene is 2 D , the GNRs with a periodic boundary condition are 1D, and the finite GNRs are 0D. The DOS dependents strongly on this. We will define an approximation of the DOS that takes this dimensionality into account and allows us to compare systems of different dimensionality. One can define the DOS as follows:

$$
\begin{equation*}
\mathcal{D}(E)=\sum_{\lambda} \frac{1}{N_{b a n d s} \Omega_{B Z}} \int_{B Z} \delta\left(E-E_{\mathbf{k}}^{\lambda}\right) d \mathbf{k} \tag{B.6}
\end{equation*}
$$

Here, $\lambda$ denotes a sum over the bands and $\Omega_{B Z}$ denotes the volume of the Brillouin zone, with $N_{\text {bands }}$ the number of bands (which is also the number of states in the unit cell). In this definition, the DOS is normalized such that the total number of states, $\int_{-\infty}^{\infty} \mathcal{D}(E) d E=1$. In principle, we could apply this definition to our three systems. However, due to the different dimensions, we will obtain very different Van Hove singularities within the DOS. The DOS of a finite GNR would, for instance, only consist of delta functions. Therefore, only if one takes the limit to infinite system size one would expect the DOS of the finite ribbon to converge to the DOS of graphene. This DOS, therefore, is not a good tool to compare the three systems.

One way to circumvent the problem is to regularize the Van Hove singularities by convoluting the DOS with a decreasing symmetric function that is normalized to one. This procedure, basically attributes a certain width to every value in the DOS. This makes the Van Hove singularities spread out and loose their singular character, turning them into finite sized peaks instead. One can choose different functions for this convolution. We will use the Lorentzian and define the Lorentzian DOS as

$$
\begin{equation*}
\mathcal{D}^{\Delta}(E)=\int \mathcal{D}\left(E^{\prime}\right) L^{\Delta}\left(E-E^{\prime}\right) d E^{\prime} \tag{B.7}
\end{equation*}
$$

where $L^{\Delta}(x)$ is the Lorentzian of width $\Delta$, given by

$$
\begin{equation*}
L^{\Delta}(x)=\frac{1}{\pi} \frac{\Delta / 2}{(x)^{2}+(\Delta / 2)^{2}} \tag{B.8}
\end{equation*}
$$

The Lorentzian DOS is a function that approaches the actual DOS in the limit $\Delta \rightarrow 0$. However, for non-zero $\Delta$ the Lorentzian DOS is an approximation of the DOS that should converge steadily for our different systems even though they are of different dimensionality.

A last difficulty is to calculate the Lorentzian DOS for the systems with a continuous spectrum, i.e. graphene and the GNRs with a periodic boundary condition. We would first have to do the integral in Eq. (B.6) to calculate the DOS. This integral is difficult to perform for graphene because the analytical
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solution is a complicated function. For the spectrum of the GNRs with a periodic boundary condition this is completely impossible, as we do not even have an analytical solution. For the finite GNRs, however, the DOS is easily given because it is just a sum of delta functions. In order to calculate the DOS for the continuous spectra, we discretize by sampling a set of energies from the spectrum. We have to make sure that this set is not biased towards certain types of states. Because the states are evenly distributed with respect to the $\mathbf{k}$ vectors (graphene) or $\mathbf{k}^{1 d}$ vectors (GNRs with a periodic boundary condition), we sample by choosing an evenly distributed list of $\mathbf{k}$ - or $\mathbf{k}^{1 d}$ vectors and calculate the corresponding energies. Then, we calculate the DOS as if the spectrum consisted just of the sampled energies. The DOS thus becomes a sum of delta functions localized at the sampled energies. Obviously, the large the discretization set, the better is the final result. The Lorentzian DOS now simply becomes a sum of Lorentzians localised at the sampled energies.

In Fig. B. 1 we plot $\mathcal{D}^{\Delta}(E)$ for different systems and system sizes. All the underlying spectra are calculated using exponentially decaying orbitalhopping and overlap parameters with $t_{0}=-2.5 \mathrm{eV}, s_{0}=0.36, \kappa=1.5$, and $\epsilon_{0}=-2.76$. These are parameters slightly different from the ones used in the rest of this thesis but they do not show a big difference in result with the other parameters. We used a Lorentzian widening of $\Delta=0.1 \mathrm{eV}$. In Fig. B.1a we can see that the longer we make a finite GNR, the more the Lorentzian DOS starts to look like the Lorentzian DOS of the GNR with a periodic boundary condition. The large peak around the Fermi energy corresponds to the edge states of the GNR. Notice also the signatures of the Van Hove singularities left and right of the Fermi energy. These are due to confinement in one direction, but are not real singularities because we are plotting the Lorentzian DOS instead of the exact DOS. The periodic modulation of the smallest finite GNR is an artifact of our procedure. In Fig. B.1b we can see that also for armchair GNRs the Lorentzian DOS of a finite GNR approaches that of the GNR with a periodic boundary condition. The peak at the Fermi energy is due to the edge states on the zigzag termination at the ends of the armchair ribbon. We see that for longer AGNRs these states become less pronounced. We also see the signatures of the Van Hove singularities to the right and left of the Fermi energy due to confinement. In Fig. B.1c, we see that the wider a ZGNR with a periodic boundary condition is, the more its Lorentzian DOS approaches that of graphene. In addition the edge states become less significant as the ribbon gets wider. We can also observe that the signatures of the Van Hove singularities that are due to the confinement increase in density but become less pronounced when the ribbon becomes wider because the number of bands increases. Fig. B.1d shows that this holds also for the AGNRs.

In conclusion, we can say that the Lorentzian DOS of finite GNRs approaches that of GNRs with a periodic boundary condition with increasing GNR length and that the Lorentzian DOS of GNRs with periodic boundary conditions approaches that of graphene with increasing width. If the
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Figure B.1: DOS calculated with Lorentzian broadening of $\Delta=0.1 \mathrm{eV}$. All calculations where based on non-orthogonal parameters with exponential decay using $t_{0}=-2.5 \mathrm{eV}, s_{0}=0.36, \kappa=1.5$, and $\epsilon_{0}=-2.76$. (a) A ZGNR of width $N=12$, from left to right: period, length $N^{u}=25,75,125$ (as defined in Sec. 3.2). (b) Similar to (a), but for an AGNR of width $N=12$ (c) The width of a zigzag GNR with a periodic boundary condition is increased from right to left with $2 N_{u}$ equal to 8,12 and 40 , respectively. The most left curve is for graphene (d) Similar to (c), but for an armchair GNR with a periodic boundary condition.

## Appendix C

## Bloch's theorem for lattice-preserving deformations

In general after a deformation we have to find the spectrum of a deformed hamiltonian given by

$$
\begin{equation*}
\hat{\mathbf{H}}_{\mathbf{F}}=-\frac{\hbar}{2 m} \nabla^{2}+\sum_{i} V\left(\mathbf{F}\left(\mathbf{r}_{i}\right)-\mathbf{r}\right) \tag{C.1}
\end{equation*}
$$

Here $\mathbf{F}$ is the deformation, $i$ runs over the lattice sites and $\mathbf{r}$ is the position. Because a deformed Hamiltonian is not strictly periodic anymore Bloch's theorem doesn't directly apply. We can however use a corollary of Bloch's theorem which applies to lattices after a specific type of deformation, which we will call a lattice preserving deformation. We will show that although the deformed hamiltonian does not commute with the ordinary translation operator $\hat{\mathbf{T}}$ is will commute with another type of translation operator $\hat{\mathbf{T}}_{\mathbf{F}}$. We first define the ordinary translation operator $\hat{\mathbf{T}}$ such that $\hat{\mathbf{T}} \psi(\mathbf{r})=\psi(\mathbf{r}+\mathbf{a})$, with a the 1D lattice vector. A deformation $\mathbf{F}(\mathbf{r})$ is called lattice preserving with respect to the translation operator $\hat{\mathbf{T}}$ if for all $\mathbf{r}_{1}$ and $\mathbf{r}_{2}$ :

$$
\begin{equation*}
\left|\mathbf{F}\left(\mathbf{r}_{1}\right)-\mathbf{F}\left(\mathbf{r}_{2}\right)\right|=\left|\mathbf{F}\left(\mathbf{r}_{1}+\mathbf{a}\right)-\mathbf{F}\left(\mathbf{r}_{2}+\mathbf{a}\right)\right| \tag{C.2}
\end{equation*}
$$

Examples of this kind of transformation are all the linear transformations, e.g. rotations, uniform strains. But this transformation is more general and also entails the bending deformation that satisfies the discrete rotational symmetry. Another deformation that satisfies this definition is a deformation where the edge atoms of a ribbon are shifted such that they have a shorter bond-length. This is in reality actually the case for GNRs as remarked earlier. Lets also define a transformation function $\mathbf{T}_{\mathbf{F}}(\mathbf{r})=\mathbf{F}\left(\mathbf{F}^{-1}(\mathbf{r})+\mathbf{a}\right)$. Using this function we define a transformation operator, called the deformed translation, that acts
in the following way on a wave function,

$$
\begin{equation*}
\hat{\mathbf{T}}_{\mathbf{F}} \psi(\mathbf{r})=\psi\left(\mathbf{F}\left(\mathbf{F}^{-1}(\mathbf{r})+\mathbf{a}\right)\right)=\psi\left(\mathbf{T}_{\mathbf{F}}(\mathbf{r})\right) \tag{C.3}
\end{equation*}
$$

Now it is important to observe that from the definition of a lattice preserving $\mathbf{F}$, Eq. (C.2), it follows that the function $\mathbf{T}_{\mathbf{F}}$ is an isometry. This follows from the fact that $\mathbf{F}(\mathbf{r}+\mathbf{a})=\mathbf{T}_{\mathbf{F}}(\mathbf{r})$. Because $\mathbf{T}_{\mathbf{F}}$ is an isometry we can write $\mathbf{T}_{\mathbf{F}}=A \mathbf{r}+\mathbf{b}$, for some orthogonal matrix $A$ and vector $\mathbf{b}$. The most important observation now is that the deformed translation commutes with the deformed hamiltonian, assuming that the potentials are circular symmetric. We'll first show that the $\hat{\mathbf{T}}_{\mathbf{F}}$ commutes with the potential energy part of the hamiltonian:

$$
\begin{array}{r}
\hat{\mathbf{T}}_{\mathbf{F}}\left[\sum_{i} V\left(\left|\mathbf{F}\left(\mathbf{r}_{i}\right)-\mathbf{r}\right|\right)\right] \psi(\mathbf{r})= \\
{\left[\sum_{i} V\left(\left|\mathbf{F}\left(\mathbf{r}_{i}\right)-\mathbf{F}\left(\mathbf{F}^{-1}(\mathbf{r})+\mathbf{a}\right)\right|\right)\right] \psi\left(\mathbf{F}\left(\mathbf{F}^{-1}(\mathbf{r})+\mathbf{a}\right)\right)=} \\
{\left[\sum_{i} V\left(\left|\mathbf{F}\left(\mathbf{r}_{i}+\mathbf{a}\right)-\mathbf{F}\left(\mathbf{F}^{-1}(\mathbf{r})+\mathbf{a}\right)\right|\right)\right] \hat{\mathbf{T}}_{\mathbf{F}} \psi(\mathbf{r})=} \\
{\left[\sum_{i} V\left(\left|\mathbf{F}\left(\mathbf{r}_{i}\right)-\mathbf{r}\right|\right)\right] \hat{\mathbf{T}}_{\mathbf{F}} \psi(\mathbf{r}) .}
\end{array}
$$

Here in the second to third line we used that the original lattice is preserved after a shift of $\mathbf{a}$ and in the third to fourth line we used the fact that $\mathbf{F}$ satisfies Eq. (C.2). Next we can show that $\hat{\mathbf{T}}_{\mathbf{F}}$ commutes with $\nabla^{2}$ :

$$
\begin{array}{r}
\hat{\mathbf{T}}_{\mathbf{F}}\left[\nabla^{2} \psi(\mathbf{r})\right]=\hat{\mathbf{T}}_{\mathbf{F}}\left[\nabla_{i} \nabla_{i} \psi(\mathbf{r})\right]=\left(\nabla_{k} \nabla_{l} \hat{\mathbf{T}}_{\mathbf{F}} \psi(\mathbf{r})\right) \nabla_{i}\left(\mathbf{T}_{\mathbf{F}}(\mathbf{r})\right)_{k} \nabla_{i}\left(\mathbf{T}_{\mathbf{F}}(\mathbf{r})_{l}\right)= \\
\left(\nabla_{k} \nabla_{l} \hat{\mathbf{T}}_{\mathbf{F}} \psi(\mathbf{r})\right) \nabla_{i}\left(A_{k m} r_{m}+b_{k}\right) \nabla_{i}\left(A_{l n} r_{n}+b_{l}\right)= \\
\left(\nabla_{k} \nabla_{l} \hat{\mathbf{T}}_{\mathbf{F}} \psi(\mathbf{r})\right) A_{k i} A_{l i}=\left(\nabla_{k} \nabla_{l} \hat{\mathbf{T}}_{\mathbf{F}} \psi(\mathbf{r})\right) \delta_{k l}=\nabla^{2}\left[\hat{\mathbf{T}}_{\mathbf{F}} \psi(\mathbf{r})\right]
\end{array}
$$

Here we used the Einstein notation with solely lower indices, which is allowed because we keep the basis constant. From the first to second line we used the fact that $\mathbf{T}_{\mathbf{F}}$ is an isometry. In the third line we used the fact that $A$ is an orthogonal matrix. These two derivations demonstrate that the Hamiltonian and the deformed translation operator commute and are therefore simultaneously diagonizable. The eigenstates of the deformed translation can be derived using Bloch's theorem. To see this we define a deformed wavefunction $\psi_{\mathbf{F}}$ such that

$$
\begin{equation*}
\psi_{\mathbf{F}}(\mathbf{r})=\psi(\mathbf{F}(\mathbf{r})) \tag{C.4}
\end{equation*}
$$

Then $\hat{\mathbf{T}}_{\mathbf{F}} \psi(\mathbf{r})=\hat{\mathbf{T}} \psi_{\mathbf{F}}\left(\mathbf{F}^{-1} \mathbf{r}\right)$, so an eigenstate of $\hat{\mathbf{T}}_{\mathbf{F}}$ is an eigenstate of $\hat{\mathbf{T}}$ but evaluated at the point $\mathbf{F}^{-1} \mathbf{r}$. But these eigenstates we know as they are the standard bloch states that are labeled by $\mathbf{k}$, where $\mathbf{k}$ lies in the undeformed $1 d \mathrm{BZ}$ associated with the translation operator $\hat{\mathbf{T}}$. Therefore we can label the eigenstates of the deformed hamiltonian also in terms of these $\mathbf{k}$. They are given by,

$$
\begin{equation*}
\psi^{\mathbf{k}}(\mathbf{r})=e^{i \mathbf{k} \cdot\left(\mathbf{F}^{-1} \mathbf{r}\right)} u\left(\mathbf{F}^{-1} \mathbf{r}\right) \tag{C.5}
\end{equation*}
$$

## APPENDIX C. BLOCH'S THEOREM FOR LATTICE-PRESERVING DEFORMATIONS

In this way we map our eigenstates to the original undeformed reciprocal space. Note that for linear deformations $\mathbf{F}$ this is unconventional as these deformed lattices have themselves a well defined reciprocal space, given by $\left\{\mathbf{F}^{-1}(\mathbf{k})\right\}$, where $\mathbf{k}$ are in the original reciprocal space. However this procedure results in the same eigenstates and energies, only the labelling is different. When we make a tight-binding assumption we can further pin down the form of the eigenstate. In tight-binding we assume

$$
\begin{equation*}
\psi(\mathbf{r})=\sum_{t, n} c_{t, n} \phi_{n}\left(\mathbf{R}_{t}^{\prime}-\mathbf{r}\right) \tag{C.6}
\end{equation*}
$$

where $n$ runs over the 1D unit cell and $\phi_{n}$ is the $n-t h$ localized wave function in the unit cell, and $\mathbf{R}_{t}^{\prime}=\mathbf{F}\left(\mathbf{R}_{t}\right)=\mathbf{F}(t \mathbf{a})$ is the 1D bravais lattice. For this state to be an eigenstate it has to satisfy (Eq. C.5) and therefore $c_{t, n}=e^{i t \mathbf{k} \cdot \mathbf{a}} c_{\mathbf{k}, n}$, and we get

$$
\begin{equation*}
\psi^{\mathbf{k}}(\mathbf{r})=\sum_{t, n} e^{i t \mathbf{k} \cdot \mathbf{a}} c_{\mathbf{k}, n} \phi_{n}\left(\mathbf{R}_{t}^{\prime}-\mathbf{r}\right) . \tag{C.7}
\end{equation*}
$$
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    Lorentzian DOS approaches the graphene Lorentzian DOS, the DOS in the limit of large system size will be equal to that of graphene for all the systems.

