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Abstract

Inozemtsev’s elliptic spin chain and its infinite limit are interesting models from many perspec-

tives: both of these models are most likely integrable, but their precise structure is not known

yet. They form interpolating models between two prime examples of two very different classes

of spin chains, the Heisenberg XXX spin chain and the Haldane-Shastry spin chain. Moreover,

the infinite spin chain can be used to study the spectrum of the dilatation operator in N = 4

super Yang-Mills theory. Finally, there seems to be a strong relationship between the solvability

of these spin chains and their Calogero-Sutherland-Moser counterparts. In this thesis, we derive

the eigenfunctions of Inozemtsev’s infinite spin chain and use these eigenfunctions to study the

thermodynamic behaviour of these models by employing the Asymptotic Bethe Ansatz. Us-

ing an approach first proposed by Hulthén, we derive an expression for the antiferromagnetic

ground state and we follow a method by Yang and Yang to derive integral equations that govern

the thermodynamics at arbitrary density. Finally, we classify all the asymptotic (bound-state)

solutions of the Bethe equations of Inozemtsev’s elliptic spin chain. This leads to interesting

new phenomena and a reason to revisit the derivation of asymptotic bound-state solutions of

other models. After identifying the spectrum within the set of solutions of the Bethe equations,

we can plot the spectrum of bound states.

Keywords: quantum physics, spin chain, Weierstraß elliptic functions, Asymptotic Bethe

Ansatz, bound states.



Contents

1 Introduction 6

2 Elliptic Functions and Spin Chains 8

2.1 Elliptic Functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.1.1 Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

2.1.2 Properties of Elliptic Functions . . . . . . . . . . . . . . . . . . . . . . . . 10

2.1.3 Weierstraß Elliptic Functions . . . . . . . . . . . . . . . . . . . . . . . . . 10

2.2 Introduction to Inozemtsev’s Elliptic Spin Chain . . . . . . . . . . . . . . . . . . 12

2.2.1 What is a spin chain? . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

2.2.2 The Heisenberg XXX Spin Chain . . . . . . . . . . . . . . . . . . . . . . . 14

2.2.3 The Haldane-Shastry Spin Chain . . . . . . . . . . . . . . . . . . . . . . . 15

2.2.4 Inozemtsev’s Elliptic Spin Chain . . . . . . . . . . . . . . . . . . . . . . . 16

3 Inozemtsev’s Infinite Spin Chain and Its Eigenvalue Problem 19

3.1 Defining a Hilbert Space for Inozemtsev’s Infinite Spin Chain . . . . . . . . . . . 19

3.2 The Eigenvalue Problem of the Infinite Chain . . . . . . . . . . . . . . . . . . . . 21

3.3 M = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.4 M = 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

3.4.1 Finding a Different Expression for the Energy . . . . . . . . . . . . . . . . 23

3.5 The M -Particle Difference Equation . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.6 M = 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.7 Finding an Expression for F2(p) . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30

3.8 The Two-Particle Energy Continued . . . . . . . . . . . . . . . . . . . . . . . . . 33

3.9 A CSM Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

3.9.1 Properties of the Recurrence Relation . . . . . . . . . . . . . . . . . . . . 37

3.9.2 Divisibility Requirement . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

3.9.3 S is Homogeneous . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

1



3.9.4 The Nonzero Coefficients . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.9.5 Solution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.10 Spin-Chain Solutions at Arbitrary M . . . . . . . . . . . . . . . . . . . . . . . . . 45

3.10.1 Finding an Explicit Expression for W . . . . . . . . . . . . . . . . . . . . 46

3.11 Factorized Scattering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.12 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

4 Thermodynamics of Inozemtsev’s Spin Chain 59

4.1 Bethe Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.2 Antiferromagnetic Ground State . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

4.2.1 Restricting the Qj . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.2.2 Passing to the Thermodynamic Limit . . . . . . . . . . . . . . . . . . . . 64

4.3 The Yang and Yang approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

5 The Spectrum of Inozemtsev’s Infinite Spin Chain 69

5.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

5.2 Bound-State Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

5.2.1 Properties of Asymptotic Bound-State Solutions . . . . . . . . . . . . . . 71

5.2.2 Characterization of φ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

5.2.3 Building Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

5.3 Pruning the Set of Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5.3.1 Convergence of tree solutions . . . . . . . . . . . . . . . . . . . . . . . . . 82

5.3.2 Two-Particle Bound States . . . . . . . . . . . . . . . . . . . . . . . . . . 85

5.3.3 Relationship with the Heisenberg XXX Strings . . . . . . . . . . . . . . . 86

5.3.4 Restricting to the Fundamental Region . . . . . . . . . . . . . . . . . . . 89

5.3.5 Connection to the Haldane-Shastry Spin Chain . . . . . . . . . . . . . . . 91

5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91

6 Conclusion and Outlook 93

Acknowledgements 95

Appendix A Proof of a Mysterious Formula 96

Appendix B Bijectivity of the Function φ 98

Appendix C Location of preimages under φ 101

Appendix D Why the Bethe Equation of a Real Momentum is Always Satisfied103

2



Appendix E Properties of Weierstraß Elliptic Functions 104

E.1 Periodicity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

E.2 Derivatives and Their Relations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

E.3 Series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

E.4 Addition and Duplication Theorems . . . . . . . . . . . . . . . . . . . . . . . . . 106

3



Nomenclature

The following list is comprised of some of the special symbols and functions in this Thesis.

Groups

Z/LZ
πM

Cyclic group of the integers {1, 2, · · · , L}
Permutation group of M elements

Spaces

`2(V )

H(L)

H
HM

Sequence space indexed by V with norm

‖a‖2 =
∑

n∈V |an|2

⊗
n∈Z/LZ

C|↑〉 ⊕ C|↓〉

Hilbert space of Inozemtsev’s infinite spin chain

M -partice sector of H

Sets

Z[n]

ZM
D

R∗M
RM

Z \ {n1, · · · , nM}, where

n = (n1, n2, · · · , nM )T

{1, 2, · · · ,M}
{0, 1, · · · ,M − 1}
R \

{
3
2 −M, 1

2 −M, · · · ,−1
2

}
R\
{

3
2 −M, 1

2 −M, · · · ,−M+3
2 ,−M−1

2 , · · · ,−1
2

}
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BM
Zβ,ρ

{n ∈ ZM |n1 < n2 < · · · < nM}
{n ∈ Z | 0 ≤ mβ + n,mρ − n ≤M − 1}

Functions

℘L(z)

℘ (z)

ζ(z)

φ(p)

εp

℘(z|L, iπ/κ)

℘(z|1, iπ/κ)

ζ(z, |1, iπ/κ)

p

2κπi
ζ

(
iπ

2κ

)
− 1

2κi
ζ

(
ip

2κ

)

J

(
1

2
℘

(
ip

2κ

)
+

1

2

(
p

π
ζ

(
iπ

2κ

)
− ζ

(
ip

2κ

))2

− 2iκ

π
ζ

(
iπ

2κ

))

Symbols

κ

L

M

dm1,m2,··· ,mM (p)

cm1,m2,··· ,mM (p)

Interpolation parameter of Inozemtsev’s spin

chains

Length of a spin chain

Number of magnon excitations

Coefficients of the Ansatz for the CSM model

Coefficients of the Ansatz for Inozemtsev’s infi-

nite spin chain
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Chapter1
Introduction

Spin chains have been of interest ever since Heisenberg proposed his model for the magnetic

interaction of electrons in 1928 [1]. Because spin chains are one-dimensional, they are often

easier to study than similar models in higher dimensions, making them an excellent starting

point to study new phenomena in condensed-matter physics. Interestingly, research has shown

that spin chains can also be used to study more complicated models, such as lattice models

(see e.g. [2]) or even certain conformal field theories and string theories through the AdS/CFT-

correspondence1. Also, the study of spin chains has triggered the development of experimental

setups that are modelled by these spin chains and prove to be a promising playground to test

applications such as quantum computing (see e.g. [6]). Finally, the development of Yang-Baxter

theory originated from the use of the Bethe Ansatz to find the spectra of spin chains and has

proved to be a promising research area in itself (see e.g. [7]).

This thesis will concentrate on spin chains that are susceptible to an exact analytic approach

to study their spectra and other properties. Models of this type are often also exactly solvable

or integrable, although the characterization of these terms, which is far from uniform in the

present literature, is usually slightly different. Loosely speaking, for the models we will study

it is possible to find the functional form of the eigenfunctions depending on a set of parame-

ters, although it might not be possible to determine the parameters for which this functional

form actually yields an eigenvalue belonging to the spectrum of the model. For exactly solvable

models, finding these eigenvalues is possible. For models that are integrable there exists a set

of conserved quantities that are in involution that allow one to trivialize the dynamics.

The study of spin chains by analytic means is most relevant: it pushes the boundaries of re-

searchers to find new methods to attack classes of models and can in this way forge a stronger

1see [3] for a general review, [4] for a review of integrability in this field and [5] for a review that focusses on

integrability and the use of spin chains in research into this correspondence.

6



relationship between physics and mathematics, which has been a very fruitful partnership in

the history of science. Moreover, the fact that so many aspects of these models can be studied

without the need to resort to approximation techniques enables us not only to test the mathe-

matical foundations of physics, but also to sharpen our understanding of physics itself.

The systems we will focus on are the elliptic spin chains first introduced by Inozemtsev, one

of finite length and one of infinite length [8]. The finite elliptic spin chain is in fact the most

general spin chain with only two-body interactions for which there exists a quantum Lax pair.

As such, the elliptic spin chain could very well be integrable, but of the currently proposed set

of conserved quantities it is not known yet whether they are all in involution [9]. Apart from

their relevance to the body of integrable models, the fact that these spin chains can be regarded

as deformations of existing and very well-known spin chains is notable. Indeed, Inozemtsev’s

elliptic spin chain forms an interpolation between the short-range Heisenberg XXX-model for

spin 1/2-particles, which is solvable by application of the Bethe Ansatz [10], and the long-range

Haldane-Shastry spin chain for spin 1/2-particles, which can be solved by exploiting its Yangian

symmetry [11, 12]. Therefore, investigating the properties of Inozemtsev’s elliptic spin chains

can yield valuable insights in the relationship between these rather different types of models.

Since the study of the elliptic spin chain goes hand in hand with the study of elliptic functions,

and this subject is seldomly taught (even) at graduate level, we will devote the first part of

Chapter 2 to properly introduce what we need to know about these functions. The second part

of that chapter is used to introduce the elliptic spin chain of finite length and its related models.

In Chapter 3, we will formally introduce the elliptic spin chain of infinite length and use the

Ansatz provided by Inozemtsev to find the functional form of its eigenfunctions. Chapter 4 is

devoted to the derivation of the Bethe equations for this model and the study of its real solutions

using methods developed by Hulthén and by Yang and Yang. Chapter 5 contains a detailed

characterization of the bound-state solutions of the aforementioned Bethe equations, yielding

some interesting new phenomena. Chapter 6 finally discusses the use and the implications of

this research and provides recommendations for future research.

Most of the derivations presented in this thesis are fairly explicit. It is our hope that this aids

readers to understand all the relevant steps. Additionally, learning about the techniques used

in this thesis to derive eigenfunctions is a goal in itself, making it especially relevant to be

as explicit as possible. We have also tried to prove as many of the statements as possible in a

rigorous fashion, not only as an aid to the reader, but also to facilitate the more mathematically

inclined reader.
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Chapter 2
Elliptic Functions and Spin Chains

In this chapter we will provide the background necessary to read Chapters 3 up until 6. The

first topic, elliptic functions, is not usually taught in university courses and can therefore not

be regarded as common knowledge. The second part of this chapter not only introduces the

language used in spin-chain research, but also reviews some examples of spin chains which are

important in the rest of this thesis. In particular, we will introduce Inozemtsev’s elliptic spin

chain, which is the central subject of this thesis.

2.1 Elliptic Functions

Historically, elliptic functions were developed first in the theory of elliptic integrals, where

they serve as inverse functions for these integrals. Later it was discovered that these functions

are very useful in the theory of modular forms and elliptic curves, which is heavily used in

algebraic geometry and number theory. Physicists also discovered their use, since they could

be used to write explicit solutions for given integrals and also cropped up naturally when

studying the Laplace equation in elliptic coordinates. In this thesis we will focus on one type

of elliptic function, the Weierstraß elliptic functions, and mostly use their strong similarity

to trigonometric functions. We will therefore not aim to present a complete theory of elliptic

functions, but try to restrict to the necessary ingredients for this thesis. For more information

about these interesting functions see for instance [13, 14, 15].

2.1.1 Definition

In modern analysis the definition of elliptic functions usually does not start at the integrals

for which they were once developed. We will approach them beginning from the trigonometric

functions, such as sine and cosine, on the complex plane. Starting from their usual definition

on the real line the trigonometric functions can be analytically continued to the entire complex

plane in a unique fashion defined by their power series. The result of this continuation is quite

8



0

ω1

ω2

Re(z)

Im(z)

Figure 2.1: The tesselation of the complex plane by parallellograms, induced by a doubly-

periodic function with periods ω1, ω2. The colored parallellogram is the fundamental parallel-

logram.

special: instead of being periodic only along the real axis in the complex plane, these continua-

tions are periodic along any line parallel to the real axis, i.e. they satisfy f(z + 2π) = f(z) for

all z ∈ C. This leads to a natural equivalence relation on the complex plane, identifying points

z and z′ if z − z′ = 2πk for some k ∈ Z and dividing the complex plane in strips of width 2π

perpendicular to the real axis. For reasons that will become clear soon, we will call functions

satisfying f(z + ω) = f(z) for all z ∈ C and some ω ∈ R singly-periodic functions.

Of course, the above situation is quite special and it makes sense to try to generalize it. Ob-

viously, we can create singly-periodic functions with different periods by rescaling the real

coordinate, but we can actually do more: by rotating the coordinates, we can make these func-

tions periodic in any direction we want, for example along the imaginary axis, so that their

periods ω ∈ C are no longer purely real. However, we can extend our options even further by

allowing the function to be periodic in a second direction too, i.e. to be doubly periodic. Such

functions satisfy

f(z + ω1) = f(z), f(z + ω2) = f(z),

for all z ∈ C for some ω1, ω2 ∈ C with ω1
ω2
6∈ R. If we do not ask for the periods to satisfy ω1

ω2
6∈ R,

the resulting function is not doubly periodic in the intuitive sense. Namely, Jacobi showed that

if ω1
ω2
∈ Q then the function is singly-periodic, whereas if ω1

ω2
∈ R \ Q then it is constant. Note

that in analogy with singly-periodic functions, doubly periodicity leads to a natural equivalence

relation on the complex plane, dividing it into parallellograms (see Figure 2.1). The closed par-

allellogram defined by the four corners 0, ω1, ω2, ω1 +ω2 is called the fundamental parallellogram

(the colored parallellogram in Figure 2.1). Most of the analysis of doubly-periodic functions
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can be reduced to this fundamental parallellogram. We will also call this tesselation of C by

parallellograms the lattice. We can now define what an elliptic function is.

Definition An elliptic function is a meromorphic doubly-periodic function.

In particular, meromorphic functions cannot have other singularities than removable singular-

ities and poles and therefore all elliptic functions have a Laurent series at every point in their

domain. Of course, from this definition it does not follow that there actually exist elliptic func-

tions, but we will see in due course that this is the case. First we list a couple of important

theorems about and properties of elliptic functions.

2.1.2 Properties of Elliptic Functions

Probably the most important theorem about elliptic functions is Liouville’s theorem:

Liouville’s Theorem. An elliptic function without poles is a constant.

Liouville’s theorem is a direct consequence of the fact that all bounded analytic functions are

constant. It tells us that all nontrivial elliptic functions must have poles. Other theorems (to

be found in [13, 14]) show that these poles must be such that

1. the number of poles in any parallellogram is finite.

2. the number of poles equals the number of zeros (if and only if the elliptic function is not

constant).

3. the sum of the residues for all the poles in a parallellogram is zero.

4. the leading order of the Laurent series of an elliptic function f(z) cannot be 1/z.

Property 4 is an easy consequence of Property 3.

2.1.3 Weierstraß Elliptic Functions

Armed with these basic facts, let us now give an example of an elliptic function, the function

usually denoted by ℘ (called the Weierstraß-P ). ℘ : C→ C is given by

℘(z|ω1, ω2) :=
1

z2
+

∑
m,n∈Z

m2+n2 6=0

(
1

(z −mω1 − nω2)2
− 1

(mω1 + nω2)2

)
, (2.1)

where ω1, ω2 are the periods of the function, ω1
ω2
6∈ R and m2 + n2 = 0 expresses that we do

not include the case m = 0 = n. We will supress the explicit mentioning of the periods when

it is clear which periods are being used. This function has second-order poles at the corners

0, ω1, ω2, ω1+ω2 in the fundamental parallellogram and the sum on the right-hand side converges
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uniformly for all other points in the fundamental parallellogram. This shows that ℘(z|ω1, ω2) is

meromorphic. Proving that ℘ is actually doubly-periodic with the given periods is a little bit

more work, but can be done using the differentiability of ℘ and some properties one can derive

for its derivative. From this it then follows that ℘ is actually elliptic (see [13]).

The Weierstraß elliptic function can also be defined in the more traditional way [13], as the

solution to the functional equation

z =

∫ ∞
f(z)

(4t3 − g2t− g3)−1/2dt,

where f is the unknown function and g2, g3 are the invariants of the ℘-function and depend on

the chosen periods:

g2 = 60
∑
m,n∈Z

m2+n2 6=0

1

(mω1 + nω2)4
, g3 = 140

∑
m,n∈Z

m2+n2 6=0

1

(mω1 + nω2)6
.

From this one can also deduce that the ℘-function satisfies the differential equation(
℘′(z)

)2
= 4℘(z)3 − g2℘(z)− g3.

When doing computations with the ℘-function, two other functions are extremely important:

the Weierstraß ζ- and σ-functions. They are defined on the complex plane by the following

expressions:

ζ(z|ω1, ω2) :=
1

z
+

∑
m,n∈Z

m2+n2 6=0

(
1

(z −mω1 − nω2)
+

1

(mω1 + nω2)
+

z

(mω1 + nω2)2

)

σ(z|ω1, ω2) := z
∏

m,n∈Z
m2+n2 6=0

((
1− z

mω1 + nω2

)
exp

{
z

mω1 + nω2
+

z2

2(mω1 + nω2)2

})
.(2.2)

The Weierstraß ζ-function is meromorphic and quasiperiodic and satisfies ζ(z+ωi) = ζ(z)+2ηi

(with ηi := ζ
(
ωi
2

)
) as long as ζ(z) is finite, while the Weierstraß σ-function is entire with simple

zeros at the lattice points mω1 + nω2 for all m,n ∈ Z. The σ-function is also quasiperiodic,

satisfying

σ(z + ωi) = − exp
{

2ηi

(
z +

ωi
2

)}
σ(z). (2.3)

They relate to the ℘-function as follows:

ζ ′(z) = −℘(z), ζ(z) =
σ′(z)

σ(z)
.

The ζ-function will be useful in our subsequent chapters, but has no other important properties,

contrary to the σ-function; Indeed the latter allows for a very elegant characterization of elliptic

functions:
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Theorem. Every elliptic function can be written as a multiple of a quotient of these σ-functions

in a very simple way: given an elliptic function F with a given set of N zeros {an} and poles

{bn} in the fundamental parallellogram (characterized by the periods ω1, ω2), one can write this

elliptic function as

F (z) = A
N∏
i=1

σ(z − ai)
σ(z − bi)

,

where A ∈ C.

This can be proved using Liouville’s theorem quite simply, which we will do here to illustrate

the power of Liouville’s theorem.

Proof. Consider the function G(z) =
∏N
i=1

σ(z−ai)
σ(z−bi) . It has the same zeros and poles as F ,

is meromorphic and doubly periodic as can be checked by using (2.3). It is therefore elliptic.

The quotient function F/G is also elliptic and has no poles or zeros. By Liouville’s theorem, it

must be constant, say A. We can conclude that indeed F (z) = AG(z) for all z ∈ C \ {bi}, thus

F = AG.

The Weierstraß functions have numerous properties, many of which can be found in Appendix

E or in the references [13, 14, 15]. The webpage [16] is also very useful as a reference.

2.2 Introduction to Inozemtsev’s Elliptic Spin Chain

Inozemtsev’s original paper introducing his elliptic spin chain was published in 1989 [8] and

aimed to connect the Heisenberg XXX chain to the Haldane-Shastry spin chain for the case

of spin-1/2 particles. This connection was forged through the analysis of the existing sets of

quantum Lax pairs for these spin chains, proposing a generalized quantum Lax pair depending

on a parameter κ such that its limits (i.e. κ → 0,∞) correspond to the Heisenberg XXX and

the Haldane-Shastry spin chains, respectively. The corresponding hamiltonians exhibit similar

behaviour, indicating that Inozemtsev’s proposal could be interpreted as a deformation of the

Heisenberg XXX and Haldane-Shastry spin chains. Additionally, Inozemtsev argued that his

elliptic spin chain, which we will consequently call Inozemtsev’s elliptic spin chain, is in fact the

most general spin chain with only two-body interactions to admit a quantum Lax representation.

Before going further into the properties of Inozemtsev’s elliptic spin chain, let us first introduce

this class of physical models in a more formal fashion.

2.2.1 What is a spin chain?

A spin chain is a one-dimensional lattice with fixed particles at the lattice sites whose only

degree of freedom is their spin. For a periodic spin chain of finite length L, the Hilbert space

12



· · ·

L

Figure 2.2: A spin chain of length L. For simplicity, all the particles are depicted as if their

spin is precisely one of the basis vectors |↑〉,|↓〉.

H(L) of states is the tensor product

H(L) :=
⊗

n∈Z/LZ

Vn, (2.4)

where the vector space Vn is the spin space of the particle at the lattice site with label n and

the summation runs over Z/LZ to ensure the periodicity. For the case of spin-1/2 particles, to

which we will restrict our attention, the Vn are given by Vn = C|↑〉⊕C|↓〉 ∼= C2. We can use an

operator A : V → V (where V ∼= C2) to define an operator on H(L) that acts only on the jth

vector space by the L-fold product

Aj = IdC2 ⊗ · · · ⊗ A︸︷︷︸
Vj

⊗ · · · ⊗ IdC2 ,

where the IdC2 is the identity operator on C2. In particular, we can define Pauli spin matrices

that act on the jth particle by

σxj = IdC2 ⊗ · · · ⊗

(
0 1

1 0

)
︸ ︷︷ ︸

Vj

⊗ · · · ⊗ IdC2

σyj = IdC2 ⊗ · · · ⊗

(
0 −i
i 0

)
︸ ︷︷ ︸

Vj

⊗ · · · ⊗ IdC2

σzj = IdC2 ⊗ · · · ⊗

(
1 0

0 −1

)
︸ ︷︷ ︸

Vj

⊗ · · · ⊗ IdC2 , (2.5)

where all the tensor products are L-fold. We will further define

σj := (σxj , σ
y
j , σ

z
j )
T , (2.6)

such that we can use the standard inner product to write

σj · σk = σxj σ
x
k + σyj σ

y
k + σzjσ

z
k. (2.7)

Moreover, we can define the spin-flip operators σ± := 1
2(σx ± iσy) on C|↑〉 ⊕C|↓〉, which act as

follows on basis vectors:

σ+|↑〉 = 0, σ−|↑〉 = |↓〉,

σ+|↓〉 = |↑〉, σ−|↓〉 = 0. (2.8)
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Using these operators, we can define a basis of H(L) as follows: let

|0〉 := |↑〉 ⊗ |↑〉 ⊗ · · · ⊗ |↑〉︸ ︷︷ ︸
L

(2.9)

be the so-called pseudovacuum state. By repeatedly acting with the operator σ−j for different

j we can flip the spin at position j until eventually the vector in which all spins are pointing

down is reached. These vectors are defined as

σ−n1
σ−n2
· · ·σ−nM |0〉 := |n1, n2, · · · , nM 〉, (2.10)

where 1 ≤ M ≤ L and the ni ∈ Z/LZ satisfy n1 < n2 < · · · < nM . For fixed M we define

BM ⊂ ZM as

BM := {n ∈ ZM |n1 < n2 < · · · < nM}. (2.11)

The union of these vectors for all 1 ≤ M ≤ L and allowed values of the ni, together with |0〉,
forms a basis of H(L), as can easily be seen by a counting argument. If we associate |0〉 to the

case M = 0, then at fixed 0 ≤ M ≤ L the number of vectors of the form (2.10) is
(
M
L

)
. By

extending the inner product of the individual vector spaces to H(L) in the canonical way, we

see that all these vectors are orthonormal and that there are

L∑
M=0

(
M

L

)
= 2L

of these vectors. Therefore, they form an orthonormal basis of the Hilbert space. Armed with

these definitions, we can discuss the three models we have mentioned so far.

2.2.2 The Heisenberg XXX Spin Chain

On the Hilbert space H(L), the periodic Heisenberg XXX chain of length L is defined by the

hamiltonian

HXXX := −J
4

L∑
j=1

(σj · σj+1 − 1) , (2.12)

where J is a coupling constant. It is the first spin chain to be studied in great detail by Hans

Bethe in his famous paper Zur Theorie der Metalle in 1931 [10]. As one can see, there are only

interactions between neighbouring spins, i.e. this model is of nearest-neighbour type. While its

interpretation as a model for magnetic interactions between electrons forms an interesting story,

we will not discuss it here, but instead mention the revolution it inspired in the solvability of

spin chains and other lower-dimensional models. Bethe hypothesized that the eigenfunctions of

the spin chain hamiltonian are linear combinations of plane waves of the form

|ψ〉M =
∑

n∈BM

∑
Q∈πM

AQ(p)ei
∑M
λ=1 pQλnλ |n1, n2, · · · , nM 〉, (2.13)
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e2πik/L

e2πij/L

d

d = 2| sinπ(j − k)/L|

Figure 2.3: The chord distance d between two particles at e2πij/L and e2πik/L is 2| sinπ(j−k)/L|,
used in the Haldane-Shastry spin chain.

where 0 ≤ M ≤ L is fixed, πM is the permutation group of M symbols, p ∈ CM are the

quasimomenta of the plane waves and the AQ are coefficients that are to be determined. Using

this Ansatz, Bethe was able to find eigenfunctions of the XXX spin chain. Moreover, later

studies showed that this Ansatz was useful to solve lots of other models too and that many

models that are solvable by this Ansatz have a common underlying algebraic structure. This

Ansatz became known under the name Bethe Ansatz and has led to a great surge in the research

of exactly solvable quantum models. Indeed, there are many methods and topics that originate

from this discovery by Bethe, such as the Algebraic Bethe Ansatz, the Thermodynamic Bethe

Ansatz and the Nested Bethe Ansatz. More information about the research centered around

the Bethe Ansatz can be found in references [2, 17, 18].

2.2.3 The Haldane-Shastry Spin Chain

The Haldane-Shastry spin chain of length L is also defined on H(L) by its hamiltonian

HHS := −J
4

L∑
j,k=1
j 6=k

1

sin2(π(j − k)/L)
(σj · σk − 1), (2.14)

where J is again a coupling constant. It is periodic due to the use of the sine function and has

a natural interpretation on the unit circle: if we locate particles at the positions e2πij/L (with

1 ≤ j ≤ L) on the unit circle, then the interaction strength sin−2(π(j − k)/L) is exactly the

inverse-squared potential for the chord distance between particles at e2πij/L and e2πik/L (up to

a rescaling, see Figure 2.3). This spin chain was introduced and diagonalized by Haldane and

Shastry in two independent papers [11, 12]. It is a long-range spin chain, since the interaction

energy between any two sites is nonzero, and is not solvable by the Bethe Ansatz. Through

a careful study of the higly degenerate energy levels, a Yangian symmetry was identified [19],

which allowed Bernard, Gaudin, Haldane and Pasquier to construct the transfer matrix in terms

of Dunkl operators [20]. Additionally, they established a strong connection with the spinless

Calogero-Sutherland-Moser models (CSM-models) carrying the same potential on the real line.
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Figure 2.4: The limits of Inozemtsev’s elliptic spin chain hamiltonian.

In Chapter 3, we will encounter a similar connection for Inozemtsev’s spin chain of infinite

length and give more details about the CSM-models.

2.2.4 Inozemtsev’s Elliptic Spin Chain

On the Hilbert space H(L), Inozemtsev’s elliptic spin chain is defined by the hamiltonian

Hκ =
J

4

L∑
j,k=1
j 6=k

℘L(j − k) (σj · σk − 1) , (2.15)

where ℘L is the Weierstraß elliptic function with periods (L, iπ/κ). Note that this model depends

on the parameter κ > 0 [8] through these periods. When the parameter κ is sent to either infinity

or zero, the hamiltonian (2.15) degenerates into the hamiltonians of the Heisenberg XXX and

the Haldane-Shastry spin chain, respectively (see Figure 2.4). To be more specific, in the limit

that κ→ 0, ℘L behaves as

lim
κ→0

℘L(z) :=
π2

L2

(
1

sin2(πz/L)
− 1

3

)
, (2.16)

such that in this limit, we indeed obtain the Haldane-Shastry hamiltonian up to an unimportant

shift. The limit of κ→∞ is slightly more complicated to see. We use the expansion of ℘L for

large values of κ:

℘L(j) = κ2

(
1

3
+ 4(e−2κj + e−2κ|j−L| + e−2κ|j+L|)

)
+O

(
e−4κj

)
(2.17)

for all j ∈ Z with |j| < L. If we omit the constant term and renormalize the coupling constant

as

J → J

4κ2
exp (2κ) ,

then we have

lim
κ→∞

J

4κ2
exp (2κ)

(
℘L(j)− κ2

3

)
= δ1j + δL−1,j , (2.18)

for all j ∈ Z with |j| < L, where the δ is the Kronecker symbol. This is precisely the interaction

strength of the periodic Heisenberg XXX spin chain. It is very interesting that there exists a

spin chain that interpolates between the Heisenberg XXX chain and the Haldane-Shastry spin

chain: the XXX chain on the one hand is of nearest-neighbour type and solvable by Bethe Ansatz
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and also has a well-known algebraic structure that is formalized in the Algebraic Bethe Ansatz

[17]. The Haldane-Shastry chain on the other hand is long-range and not solvable by Bethe

Ansatz. It is only solvable by using its Yangian symmetry, which makes it a fundamentally

different model. Studying Inozemtsev’s elliptic spin chain allows one to find out more about

the relationship between these models, which seem so very different.

As stated, Inozemtsev’s original paper [8] was primarily concerned with finding a quantum

Lax pair for Inozemtsev’s elliptic spin chain and showing that it can be related to the existing

quantum Lax pairs of the other two models. In fact, the derivation of the quantum Lax pair

shows that it is the most general quantum Lax pair for an integrable spin chain with hamiltonian

of the form

H =
L∑

j,k=1
j 6=k

h(j − k) (σj · σk − 1) ,

where h is an arbitrary function. The Lax pair L̃, M̃ that obeys

dL̃

dt
= [H, L̃] = [L̃, M̃ ], (2.19)

where the brackets indicate the commutator, is given by

L̃jk = (1− δjk)f(j − k)(1 + σj · σk)

M̃jk = (1 + σj · σk)(1− δjk)g(j − k)− δjk
L∑
n=1
n6=j

h(j − n)(1 + σj · σn), (2.20)

where the functions f, g and h can be determined and are

f(x) =
σL(x− α)

σL(x)σL(α)
exp (xζL(α))

g(x) = −f ′(x)

h(x) = ℘L(x), (2.21)

where σL and ζL are Weierstraß functions (2.2) with periods (L, iπ/κ). The parameter α ∈ C
is free, but has no effect on the dynamics [8]. Note that to make sure that L̃, M̃ are an actual

quantum Lax pair, it is necessary to have the specific form for the exchange function h as given

in equation (2.21). However, since the models under consideration are all quantum mechanical

in nature, the existence of the quantum Lax pair does not garantuee integrability. It does not

generate a set of conserved quantities; Tr
(
L̃n
)

does not commute with the hamiltonian. In [9],

Inozemtsev derived a set of integrals of motion for his elliptic spin chain, but was unable to

prove that this set is in involution. Therefore, the question whether the elliptic spin chain is

integrable remains open and begs to be answered. Inozemtsev did find an expression for the

wavefunctions of this model, but solving the associated highly transcendental equations for the
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quasi-momenta seems impossible [21].

Another important limit of the elliptic spin chain is the one in which we keep κ finite, but send

the length L to infinity. In this limit, one of the periods of the ℘-function tends to infinity,

turning ℘ into a much simpler form. Namely, we have

lim
L→∞

℘L(z) =
κ2

sinh2 κz
, (2.22)

which indicates that the hamiltonian of this model, which we name Inozemtsev’s infinite spin

chain, is given by

H = −J
4

∑
j,k∈Z
j 6=k

κ2

sinh2 κ(j − k)
(σj · σk − 1). (2.23)

However, the Hilbert space H(L) does not have an obvious limit that corresponds to sending

L→∞. In the next chapter we will see whether a proper Hilbert space can be defined for this

model, but let us here comment on some interesting features. Firstly, the infinite chain is no

longer periodic, but resembles the finite chain in another way: it is still translationally invariant.

Secondly, the fact that this chain is of infinite length makes it easier to treat, as we will see

in the next chapter. And finally, there are good reasons to believe that the infinite chain can

help us understand some aspects of the finite elliptic chain. For example, when considering the

thermodynamic limit of the elliptic chain, we need to send L to infinity anyway and by being

careful about the order of limits, it might be possible to use the information about the infinite

chain to treat this limit.
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Chapter 3
Inozemtsev’s Infinite Spin Chain and

Its Eigenvalue Problem

To study properties of Inozemtsev’s elliptic spin chain, we turn to the study of its infinite-length

limit. As we saw in the previous chapter, the hamiltonian of this model is easily given using the

limiting properties of the Weierstraß elliptic functions, but the associated Hilbert space proves

to be somewhat more tricky to define. Indeed, it is not at all obvious how to define the limit of

the space

H(L) =
⊗

n∈Z/LZ

Vn

as L → ∞. In the following, we will therefore first try to define a proper Hilbert space for a

spin chain of infinite length. After that, we will find eigenstates of Inozemtsev’s infinite spin

chain, along the lines of [22]1.

3.1 Defining a Hilbert Space for Inozemtsev’s Infinite Spin Chain

To define the system rigorously, we must define a Hilbert spaceH and a representation via which

the infinite spin chain hamiltonian will act on this Hilbert space. Since the system contains an

infinite amount of sites, the Hilbert space itself will be infinite dimensional. We will consider

the hamiltonian derived at the end of Chapter 2:

H := −J
4

∑
j,k∈Z
j 6=k

κ2

sinh2 κ(j − k)
(σj · σk − 1), (3.1)

1Our derivation of the eigenfunctions is not new. To bring new material to the subject and since our initial

interest was mainly on the methods used, we will focus on those.
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which contains elements of a particular Pauli spin algebra, namely the algebra generated by

σxn, σ
y
n, σzn with n ∈ Z and the commutation relations

[σin, σ
j
m] = 2δnmi

3∑
k=1

εijkσ
k
n, (3.2)

where i, j ∈ {x, y, z}, n,m ∈ Z and εijk is the Levi-Civita symbol with εxyz = 1. The Hilbert

space will have to admit a representation of this algebra for the system to be well-defined. The

idea is to consider the sequence space `2(A), where A is some countable set that should resemble

the idea of the spin-flipped vectors (2.10) we used to build a basis for the finite-dimensional

Hilbert space H(L). Therefore consider the sequences (· · · , s−1, s0, s1, · · · ) where si = ±1. The

set S of these sequences is uncountable. In S, we define a pseudovacuum state |0〉 by

|0〉 := (· · · , 1, 1, 1, · · · ), (3.3)

to which we associate the vector for which all the spins are up. The subspace S+ ⊂ S defined

by

S+ := {s ∈ S | sn 6= 1 for finitely many n ∈ Z}, (3.4)

consists of all the sequences in S with a finite amount of entries of −1. S+ is a countable set,

thus the sequence space `2(S+) with norm∑
s∈S+

|as|2 <∞

for an element (as) with as ∈ C for all s ∈ S+ is well defined. Also, |0〉 ∈ S+. Of course, this

space is isomorphic to the canonical sequence space `2(Z), which is well understood. From this

we deduce that, along with the inner product∑
n∈A

anbn

for elements (an), (bn) ∈ `2(S+), it forms a complete and separable Hilbert space. It is most

convenient to consider the sequences (an) to be functions a : S+ → C. A basis of these functions

is given by the set es : S+ → C defined by es(s
′) := δss′ . From now on, we will write these basis

vectors differently: we define |n1, · · · , nM 〉 with n ∈ BM (see (2.11)) to correspond to the ket

es with s ∈ S+ which has snj = −1 for all 1 ≤ j ≤ M and si = 1 if i 6= nj for all 1 ≤ j ≤ M .

This correspondence is one to one. We define an action of the Pauli spin algebra on the basis

elements |n1, n2 · · · , nM 〉 ∈ `2(S+) by considering the spin-flip operators σ±j again, along with
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σzj as follows:

σ+
j |n1, · · · , nM 〉 :=

0, if j 6= ni for all i

|n1, · · · , ni−1, ni+1, · · · , nM 〉 if j = ni, for some i

σ−j |n1, · · · , nM 〉 :=

0, if j = ni for some i

|n1, · · · , j, · · · , nM 〉 if j 6= ni, for all i

σzj |n1, · · · , nM 〉 :=

|n1, · · · , nM 〉, if j 6= ni for all i

−|n1, · · · , nM 〉 if j = ni, for some i,
(3.5)

where in the action of σ−j the ket |n1, · · · , j, · · · , nM 〉 is ordered such that all the ni to the left

of j have ni < j and all the ni to the right of j satisfy ni > j. This representation satisfies

the commutation relations (3.2). Moreover, we can interpret the basis elements of `2(S+) in

a natural way: to an element |n1, n2, · · · , nM 〉 ∈ `2(S+) we associate the vector in which the

spin is up at all positions except ni, at which the spin is down. Therefore we have indeed

found a suitable candidate: the complete and separable Hilbert space H := `2(S+) admits a

representation of the Pauli spin algebra and its basis vectors have a natural interpretation as

an infinite one-dimensional lattice with a definite spin configuration. Thus Inozemtsev’s infinite

spin chain is a well-defined spin chain on the Hilbert space H = `2(S+) by the hamiltonian

(3.1). Since we defined the action of the Pauli spin algebra using the spin-flip operators, it is

prudent to rewrite the hamiltonian using these operators:

H = −J
4

∑
j,k∈Z
j 6=k

κ2

sinh2 κ(j − k)

(
2(σ+

j σ
−
k + σ−j σ

+
k ) + σzjσ

z
k − 1

)
. (3.6)

3.2 The Eigenvalue Problem of the Infinite Chain

We will now proceed to try to find eigenfunctions and the corresponding energies of this spin

chain by solving in full generality the eigenvalue equation

H|ψ〉 = E|ψ〉,

where |ψ〉 is an eigenvector and E the corresponding eigenvalue. Following the usual Bethe

approach, we will try to solve this equation by restricting the eigenvector |ψ〉 to lie in subspaces

ofH. For fixed M ∈ N we will consider the finite-dimensional subspacesHM of `2(S+) generated

by the vectors

{|s〉 ∈ `2(S+)|s ∈ S+ has sj = −1 for exactly M integers j}.

We call HM the M -particle sector. The eigenvalue problem is simplest for the 0-particle sector

(the pseudovacuum).
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3.3 M = 0

The 0-particle sector consists only of the pseudovacuum |0〉, thus we only need to check that

this pseudovacuum is indeed an eigenstate of the Hamiltonian. We see that for j 6= k,(
2(σ+

j σ
−
k + σ−j σ

+
k ) + σzjσ

z
k − 1

)
|0〉 = (2(0 + 0) + 1− 1)|0〉 = 0, (3.7)

thus H|0〉 = 0|0〉, implying that the pseudovacuum is indeed an eigenstate with zero energy.

3.4 M = 1

In principle, we could immediately try to tackle the eigenvalue equation for arbitrary M , but it

is insightful to treat the case of one-particle excitations first, since it is already nontrivial. We

postulate a translationally-invariant Ansatz for the eigenvectors:

|ψ〉 =
∑
n∈Z

eipn|n〉. (3.8)

We must find the action of the Hamiltonian on this Ansatz. The action of the operators in the

Hamiltonian (3.6) on a basis vector |n〉 is as follows:

σ+
j σ
−
k |n〉 =

0, if k = n or j 6= n

σ−k |0〉, if j = n, k 6= n,

σ−j σ
+
k |n〉 =

σ
−
j |0〉, if k = n

0, if k 6= n,

σzjσ
z
k|n〉 =

−|n〉, if k = n, j 6= n or if j = n, k 6= n

|n〉, if j 6= n, k 6= n.
(3.9)

Using this and the notation Ajk := 1/ sinh2 κ(j − k) and Z[n] := Z \ {n}, we can find the action

of the Hamiltonian on |n〉:

− 4

J
H|n〉 =

∑
j,k∈Z
j 6=k

Ajk

(
2(σ+

j σ
−
k + σ−j σ

+
k ) + σzjσ

z
k − 1

)
|n〉 =

=
∑
j∈Z[n]

Ajn

(
2(0 + σ−j )− σ−n − σ−n

)
|0〉+

∑
k∈Z[n]

Ank
(
2(σ−k + 0)− σ−n − σ−n

)
|0〉

+
∑

j,k∈Z[n]

j 6=k,

Ajk
(
2(0 + 0) + σ−n − σ−n

)
|0〉

= 2
∑
j∈Z[n]

Ajn

(
σ−j − σ

−
n

)
|0〉+ 2

∑
k∈Z[n]

Ank
(
σ−k − σ

−
n

)
|0〉 = 4

∑
k∈Z[n]

Ank
(
σ−k − σ

−
n

)
|0〉,

(3.10)
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where we use that Ajk is symmetric in j and k. We can use this formula to find an expression

for the energy using the eigenvalue equation

H|ψ〉 = −J
∑
n,k∈Z
k 6=n

eipnAnk(σ
−
k − σ

−
n )|0〉 = εp

∑
n∈Z

eipn|n〉. (3.11)

To see what εp is, we apply the linear function 〈m| to (3.8) to obtain

−J
∑
n,k∈Z
k 6=n

eipnAn,k(δmk − δnm) = εpe
ipm, (3.12)

where we use that the {|n〉}n∈Z form an orthonormal basis of the one-particle sector of H. This

leads to

εp = −J
∑
n,k∈Z
k 6=n

eip(n−m)Ank(δmk − δnm) = −J
∑

n∈Z[m]

eip(n−m)Anm + J
∑
k∈Z[m]

Amk =

= −J
∑
k∈Z[0]

eipkA0k + J
∑
k∈Z[0]

A0k = J
∑
n∈Z[0]

κ2(1− eipn)

sinh2 κn
, (3.13)

where we have renamed the variable n k + m and shifted the summation variable k to k −m
in the first and second summation respectively. Since this approach works for any m ∈ Z
we see that |ψ〉 is indeed an eigenvector of our Hamiltonian with eigenvalue given by (3.13).

This expression is, however, not particularly useful. We would like to express the energy in

Weierstraß elliptic functions if possible. Our next task is therefore to find an expression for this

sum, which we will do using Laurent series.

3.4.1 Finding a Different Expression for the Energy

To find a different expression for the energy, we will have to employ a trick, which will be very

useful when we are considering the eigenvalue equation in the M -particle sector at arbitrary

M . Consider the complex function F : C→ C given by

F (z) =
∑
k∈Z

κ2eipk

sinh2 κ(z + k)
. (3.14)

The sum is absolutely convergent for any z 6∈ Γ, where Γ ⊂ C is the lattice generated by the

periods 1 and ω := iπ
κ . This means that F is meromorphic, i.e. has a Laurent series at every

point in C. We can find the Laurent expansion of F around z = 0 using contour integrals. If

we have this expansion, we know the behaviour of F around any of its poles, since they are all

located on the lattice Γ, and F is quasi-periodic on this lattice:

F (z + ω) = F (z), F (z + 1) = e−ipF (z),
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as is easy to check using (3.14). If we choose as our contour C the circle around z = 0 with

radius 1
2 min(1, π/κ), the contour does not hit any poles and has only the pole at z = 0 in its

interior. If we write F (z) =
∑∞

n∈Z anz
n we see that

an =
1

2πi

∮
C

F (z)

zn+1
dz (3.15)

and since
1

sinh2 κ(z + n)
=

1

κ2(z + n)2
− 1

3
+O

(
(z + n)2

)
(3.16)

equation (3.15) will yield zero for n < −2 as well as for n = −1. Let us explicitly calculate a−2

and a0:

(2πi)a−2 =

∮
C

1

z−1

∑
n∈Z

κ2eipn

sinh2 κ(n+ z)
dz =

∑
n∈Z

κ2eipn
∮
C

z

sinh2 κ(n+ z)
dz

=
∑
n∈Z

κ2eipn
∮
C
z

(
1

κ2(z + n)2
− 1

3
+O

(
z2
))

dz

=
∑
n∈Z

κ2eipn
∮
C

z

κ2(z + n)2
dz, (3.17)

where the only nonzero integral is the one in which n = 0, since only then there exists a pole

inside our contour. This gives

a−2 =
1

2πi

∮
dz

z
= 1. (3.18)

For a0 we have

(2πi)a0 =

∮
C

1

z

∑
n∈Z

κ2eipn

sinh2 κ(n+ z)
dz =

∑
n∈Z

κ2eipn
∮
C

1

sinh2 κ(n+ z)z
dz

=
∑

n∈Z\{0}

κ2eipn
∮
C

1

sinh2 κ(n+ z)z
dz + κ2

∮
C

1

z sinh2(κz)
dz

= 2πi
∑

n∈Z\{0}

κ2eipn

sinh2 κn
+ κ2

∮
C
z−1

(
1

κ2z2
− 1

3
+O

(
z2
))

dz

= 2πi
∑

n∈Z\{0}

κ2eipn

sinh2 κn
− 2πiκ2

3
. (3.19)

So we find that around z = 0 we can write

F (z) =
1

z2
+ 2πi

∑
n∈Z\{0}

κ2eipn

sinh2 κn
− 2πiκ2

3
+O (z) . (3.20)

Note that in the expression for a0 we can recognize a lot of features from the original expression

(3.13) for the energy. If we can find another expression for F , preferably in terms of elliptic

functions, we can use these similarities to find a useful expression for the one-particle energy εp.

We introduce another function, which we will call G : C→ C, given by

G(z) := −σ(z + r)

σ(z − r)
exp (δz) ·

{
℘(z)− ℘(r) + ∆

(
℘′(z)− ℘′(r)
℘(z)− ℘(r)

− ℘′′(r)

℘′(r)

)}
, (3.21)
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where ℘, σ and ζ are Weierstraß elliptic functions with periods (1, ω = iπ/κ) and r,δ and ∆

are constants. The term in the curly brackets is doubly-periodic and vanishes for any values of

r and ∆ in the limit z → r. We will show now that G is actually the same function as F for

certain values of r and ∆. If we take δ = p
π ζ(ω/2) and rp = r := − ip

4κ , G becomes quasi-periodic

just like F :

G(z + ω) = G(z), G(z + 1) = e−ipG(z),

which can be shown using the fact that

σ(z + r + 1) = − exp

(
2ζ

(
1

2

)(
z + r +

1

2

))
σ(z + r), (3.22)

for the Weierstraß σ-functions (see also Appendix E). To proceed we need the Laurent series

for G, which can be calculated using the known Laurent series for ℘, ℘′ and ζ and the Taylor

series for σ (see Appendix E):

G(z) =
(

1 + 2ζ(r)z + 2 (ζ(r))2 z2 +O
(
z3
))(

1 + δz +
1

2
(δz)2

)
×
{

1

z2
− ℘(r) + ∆

(
−2

z
− ℘(r)z + ℘′(r)z2 − ℘′′(r)

℘′(r)

)}
=

1

z2
+

2ζ(r) + δ − 2∆

z

+

(
−℘(r)−∆

℘′′(r)

℘′(r)
+ (ζ(r) + δ/2) (−4∆ + 2(ζ(r) + δ/2))

)
+O (z) .

(3.23)

We see that the coefficient at order z−2 coincides exactly with the a−2 we calculated earlier for

F (see equation (3.18)). To get equality for the coefficients at order z−1, we must set

∆ = ζ(r) + δ/2.

By construction, F and G now have equal coefficients in front of the singular parts of their

respective Laurent series around z = 0. This means that the function H = F − G does not

have a pole at z = 0 and is also quasi-periodic on the lattice Γ, implying it does not have

any poles on the whole complex plane. H is therefore analytic on the entire complex plane,

while the quasi-periodicity implies that H is bounded on C. By Liouville’s theorem, we see

that H must be constant. Suppose that H = c ∈ C. Then the quasi-periodicity shows us that

|c| = |H(z + k)| = |e−ipk||H(z)| = |e−ipk||c| for any p ∈ C and k ∈ N, thus we must have c = 0.

This shows that in fact F = G, which in turn implies that all the coefficients of their respective

Laurent expansions must also be equal. In particular, this shows the equality for the constant

terms a0 (equations (3.19) and (3.23)):

∑
n∈Z[0]

κ2eipn

sinh2 κn
− κ2

3
= −℘(r)−∆

℘′′(r)

℘′(r)
− 2∆2. (3.24)
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To find the one-particle energy, we also need an expression for the summation
∑

n∈Z[0]

κ2

sinh2 κn
,

which can be found from the formula (3.24) above by taking the limit p→ 0. The easiest way to

do this is to expand the right-hand side around p = 0, which is equivalent to expanding around

r = − ip
4κ = 0:

℘(r) +
℘′′(r)

℘′(r)
∆(r) + 2∆2 =

1

r2
−
(

3

r
+O

(
r3
))(1

r
− 2

r

ω
ζ(ω/2)

)
+ 2

(
1

r
− 2

r

ω
ζ(ω/2)

)2

=
1

r2
− 3

z2
+

6

ω
ζ(ω/2) +

2

r2
− 8

ω
ζ(ω/2) +O

(
r2
)

= − 2

ω
ζ(ω/2) +O

(
r2
)
, (3.25)

so we find that ∑
n∈Z[0]

κ2

sinh2 κn
− κ2

3
=

2

ω
ζ(ω/2). (3.26)

By plugging in equations (3.24) and (3.26) into our original expression for the energy given by

(3.13) we find

εp = J
∑
n∈Z[0]

κ2(1− eipn)

sinh2 κn

= J

℘( ip
4κ

)
+

(
ζ

(
ip

4κ

)
− p

2π
ζ (ω/2)

) ℘′′
(
ip
4κ

)
℘′
(
ip
4κ

) + 2

(
ζ

(
ip

4κ

)
− p

2π
ζ (ω/2)

)2

+
2

ω
ζ(ω/2)

 ,

= J

(
1

2
℘

(
ip

2κ

)
+

1

2

(
p

π
ζ

(
iπ

2κ

)
− ζ

(
ip

2κ

))2

− 2iκ

π
ζ

(
iπ

2κ

))
(3.27)

which is the type of expression we set out to find. The trick we used above will also prove to

be useful for the cases M ≥ 2 and can in fact also be used to solve the eigenvalue problem of

Inozemstev’s elliptic spin chain.

3.5 The M-Particle Difference Equation

Our next task is to solve the eigenvalue-problem

H|ψ〉 = EM |ψ〉

for the other sectors. Here EM ∈ R is the energy and |ψ〉 a state in the M -particle sector.

Fortunately, for M ≥ 2, we can treat all the sectors at once. Firstly, we can rewrite equation

(3.5) by plugging in an expansion of |ψ〉 over the basis states of the M -particle sector given by

|ψ〉 =
∑

n∈BM

ψ(n1, n2, · · · , nM )|n1, n2, · · · , nM 〉, (3.28)
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where n = (n1, n2, · · · , nM )T . To find how the Hamiltonian acts on |ψ〉, it is most convenient

to first consider its action on a basis state. Since we rewrote our Hamiltonian as

H = −J
2

∑
j,k∈Z
j 6=k

κ2

sinh2 κ(j − k)

(
2(σ+

j σ
−
k + σ−j σ

+
k ) + 4σzjσ

z
k − 1

)
/2, (3.29)

we can focus on the action of σ+
j σ
−
k , σ−j σ

+
k and σzjσ

z
k. They read

σ+
j σ
−
k |n1, n2, · · · , nM 〉 =

0, if k = nβ or j 6= ni ∀i

|n1, · · · , nβ−1, k, nβ+1 · · · , nM 〉, if j = nβ, k 6= ni ∀i,

σ−j σ
+
k |n1, n2, · · · , nM 〉 =

0, if k 6= ni ∀i or j = nβ

|n1, · · · , nβ−1, j, nβ+1 · · · , nM 〉, if k = nβ,

σzjσ
z
k|n1, n2, · · · , nM 〉 =



−|n1, n2, · · · , nM 〉, if k = nβ, j 6= ni ∀i

−|n1, n2, · · · , nM 〉, if j = nβ, k 6= ni ∀i

|n1, n2, · · · , nM 〉, if k = nβ, j = nα

|n1, n2, · · · , nM 〉, if k, j 6= ni ∀i,

(3.30)

where α and β are integers with 1 ≤, α, β ≤ M and α 6= β. We can use the above to find the

action of H on the state |n1, n2, · · · , nM 〉:

− 4

J
H|n1, n2, · · · , nM 〉 =

∑
j,k∈Z
j 6=k

Aj,k(2(σ+
j σ
−
k + σ−j σ

+
k ) + σzjσ

z
k − 1)|n1, n2, · · · , nM 〉

=
M∑
β=1

∑
j∈Z[n]

Ajnβ (2(|n1, · · · , nβ−1, j, nβ+1, · · · , nM 〉+ 0)− 2|n1, n2, · · · , nM 〉)

+

M∑
β=1

∑
k∈Z[n]

Aknβ (2(0 + |n1, · · · , nβ−1, k, nβ+1, · · · , nM 〉)− 2|n1, n2, · · · , nM 〉)

= 4

M∑
β=1

∑
s∈Z[n]

Asnβ (|n1, · · · , nβ−1, s, nβ+1, · · · , nM 〉 − |n1, n2, · · · , nM 〉) , (3.31)

where with Z[n] we mean the variety Z \ {n1, n2, · · · , nM}. Plugging this into the eigenvalue

equation yields

−
∑

n∈BM

M∑
β=1

∑
s∈Z[n]

Asnβψ(n1, n2, · · · , nM ) (|n1, · · · , nβ−1, s, nβ+1, · · · , nM 〉 − |n1, n2, · · · , nM 〉) =

EM/J
∑

n∈BM

ψ(n1, n2, · · · , nM )|n1, n2, · · · , nM 〉, (3.32)
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where we defined BM in (2.11). We apply the linear function 〈m1,m2, · · · ,mM | to the above

to obtain

−
M∑
β=1

∑
j∈Z[m]

Ajmβψ(m1,m2, · · · ,mM ) +

M∑
β=1

∑
s∈Z[m]

Asmβψ(m1, · · · ,mβ−1, s,mβ+1, · · · ,mM ) =

−
M∑
β=1


∑

s∈Z[m]

Amβsψ(m1,m2, · · · ,mM )−
M∑
γ=1
γ 6=β

Amβmγψ(m1,m2, · · · ,mM )

 +

M∑
β=1

∑
s∈Z[m]

Asmβψ(m1, · · · ,mβ−1, s,mβ+1, · · · ,mM ) =

−EM
J
ψ(m1,m2, · · · ,mM ) (3.33)

where we use that the states {|n1, n2, · · · , nM 〉}ni∈Z form an orthonormal basis of the M -particle

sector. After rearranging, we arrive at the equation

M∑
β=1

∑
s∈Z[m]

Amβsψ(m1, · · · ,mβ−1, s,mβ+1 · · · ,mM ) =

−ψ(m1,m2, · · ·mM )

∑
β,γ∈Z
β 6=γ

Amβmγ + EM/J −Mτ0

 , (3.34)

where τ0 =
∑

s∈Z[0]
As0. This relation is called the M -particle difference equation and holds for

all M ≥ 2.

3.6 M = 2

We can use the difference equation derived above to find an expression for the energy E2 for the

case of two magnons. Filling in M = 2 explicitly into (3.34) gives us, after defining n := (n1, n2),∑
s∈Z[n]

An1sψ(s, n2) +
∑

s′∈Z[n]

An2s′ψ(n1, s
′) = −ψ(n1, n2) (An1n2 +An2n1 + E2/J − 2τ0) . (3.35)

We can write

2τ0 −An1n2 −An2n1 = 2
∑
s∈Z

s 6=0,−l

As0,
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where l := n1 − n2 and we use the fact that Ajk is symmetric in j and k. After relabeling the

summation variables in (3.35) as s→ s+ n1 and s′ → s′ + n2 we find

E2/J = 2
∑
s∈Z

s 6=0,−l

As0 −
1

ψ(n1, n2)

 ∑
s∈Z

s 6=,n2−n1

As0ψ(s+ n1, n2) +
∑
s′∈Z

s′ 6=n1−n2,0

As′0ψ(n1, s
′ + n2)


=

∑
s∈Z

s 6=0,−l

As0

(
2− ψ(s+ n1, n2) + ψ(n1, n2 − s)

ψ(n1, n2)

)
, (3.36)

where we renamed the summation variable s′ → −s′ to get to the last equality. In principle,

all we need to do now is to find an eigenfunction ψ(n1, n2) such that the right-hand side of the

above equation becomes independent of n1 and n2. Such an eigenfunction has been proposed

by Inozemtsev in [8]:

ψ(n1, n2) =
ei(p1n1+p2n2) sinh(κ(n1 − n2) + γ) + ei(p1n2+p2n1) sinh(κ(n1 − n2)− γ)

sinhκ(n1 − n2)
. (3.37)

We will see later that the phase γ is related to the momentum variables p1, p2 as

2κ coth(γ) = f(p1)− f(p2), (3.38)

where

f(p) :=
p

π
ζ

(
iπ

2κ

)
− ζ

(
ip

2κ

)
. (3.39)

The Ansatz (3.37) is quite a peculiar eigenfunction for a spin chain, since the coefficients in

front of the exponentials depend on the lattice coordinates ni. The ratio of these coefficients,

which is usually called the scattering matrix, is given by

sinh(κ(n1 − n2) + γ)

sinh(κ(n1 − n2)− γ)
=

cothκ(n1 − n2) + coth γ

cothκ(n1 − n2)− coth γ
,

which obviously depends on the distance n1 − n2 on the lattice. Therefore, this Ansatz differs

crucially from the Bethe Ansatz given in (2.13). However, despite this unusual behaviour, we

can still check if this really is an eigenfunction. Define B±(m) := sinh(κm±γ) and p := p2 − p1,

then we can try to substitute the eigenfunction into Z(s, n1, n2) := ψ(s+n1,n2)+ψ(n1,n2−s)
ψ(n1,n2) :

Z(s, n1, n2) =
[
B+(n1 + s− n2)ei(p1(n1+s)+p2n2) +B−(n1 + s− n2)ei(p2(n1+s)+p1n2)+

B+(n1 − (n2 − s))ei(p1n1+p2(n2−s)) +B−(n1 − (n2 − s))ei(p2n1+p1(n2−s))
]

×
(
B+(n1 − n2)ei(p1n1+p2n2) +B−(n1 − n2)ei(p2n1+p1n2)

)−1 sinhκ(n1 − n2)

sinhκ(n1 − n2 + s)

=
B+(l + s)

(
eip1s + e−ip2s

)
+B−(l + s)eipl

(
e−ip1s + eip2s

)
B+(l) +B−(l)eipl

sinhκl

sinhκ(l + s)

=
[
{cothκ(l + s) + coth γ}

(
eip1s + e−ip2s

)
+

{− cothκ(l + s) + coth γ} eipl
(
e−ip1s + eip2s

)]
×
(

cothκl + coth γ + {− cothκl + coth γ} eipl
)−1

, (3.40)
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where we used the addition rule for hyperbolic sine to get the last equality. From this expression,

we see that Z(s, n1, n2) only depends on the distance l between n1 and n2. Define D :=

cothκl+ coth γ + (− cothκl + coth γ) eipl and note that D does not depend on s. Then we can

write for Z(s, n1, n2)

Z(s, n1, n2) =
1

D

[
{cothκ(l + s) + coth γ}

(
eip1s + e−ip2s

)
+

{− cothκ(l + s) + coth γ} eipl
(
e−ip1s + eip2s

)]
. (3.41)

This is a form of Z(s, n1, n2) we can work with. If we define some extra functions, we can

investigate in a concise way whether the energy E2 is really just a sum of the two one-particle

energies. Let F1,2 : C→ C be given by

F1(p) :=
∑
s∈Z

s 6=0,−l

A0se
ips =

∑
s∈Z

s 6=0,−l

κ2eips

sinh2 κs

F2(p) :=
∑
s∈Z

s 6=0,−l

A0se
ips cothκ(l + s) =

∑
s∈Z

s 6=0,−l

κ2eips cothκ(l + s)

sinh2 κs
. (3.42)

The function F1 is very similar to the function F that we investigated when we where calculating

the one-particle energy. We immediately find

F1(p) = −℘(rp)−∆(rp)
℘′′(rp)

℘′(rp)
− 2∆(rp)

2 +
κ2

3
− κ2e−ipl

sinh2 κl

=: −εp/J +H1(p), (3.43)

where rp = − ip
4κ and ∆(rp) = ζ(rp) − 2rp

ω ζ(ω2 ), where ω = iπ/κ. We also identified the one-

particle energy εp in this expression and called the remainder H1(p), which is

H1(p) =
κ2

3
+

2

ω
ζ(ω/2)− κ2e−ipl

sinh2 κl
. (3.44)

The value of F1 at p = 0 can also be calculated and yields

F1(0) =
2

ω
ζ(
ω

2
) +

κ2

3
− κ2

sinh2 κl

. A similar expression for F2 will be derived in the next section, but let us first rewrite the

expression for the energy (3.36) using these functions:

E2(p1, p2)/J = 2F1(0)− 1

D

[
coth(γ)

(
F1(p1) + F1(−p2) + eiplF1(−p1) + eiplF1(p2)

)
+

F2(p1) + F2(−p2)− eipl (F2(−p1) + F2(p2))
]
. (3.45)

3.7 Finding an Expression for F2(p)

In this section we will perform the same steps as were necessary to find the expression (3.43)

for F1: firstly, we’ll introduce a function F̃ : C → C which has F2(p) in the zeroth order of its

30



Laurent decomposition. Secondly, we will propose another function G̃ : C → C containing the

constants C1, rp, ∆̃ and δ and some elliptic functions and find values of those constants such

that the pole structure of G̃ is identical to the pole structure of F̃ . Using the same argument

as before, we then conclude that F̃ = G̃ and equate the zeroth orders, destillating from it an

expression for F2(p).

Let F̃ : C→ C be given by

F̃ (z) =
∑
n∈Z

κ2eipn cothκ(l + n+ z)

sinh2 κ(n+ z)
, (3.46)

where l ∈ Z \ {0}, such that it has a pole of order 2 at z = 0 2. Therefore, all the coefficients an

of the Laurent series of F̃ around z = 0 are zero for n < −2 . F̃ is quasi-periodic on the lattice

Γ we defined before:

F̃ (z + ω) = F̃ (z), F̃ (z + 1) = e−ipF̃ (z),

as is easy to check using (3.46). We calculate a−2 by integrating along the contour C as before:

(2πi)a−2 =

∮
C

1

z−1

∑
n∈Z

κ2eipn cothκ(l + n+ z)

sinh2 κ(n+ z)
dz =

∑
n∈Z
n6=0

κ2eipn
∮
C

z cothκ(l + n+ z)

sinh2 κ(n+ z)
dz

+κ2

∮
C
z cothκ(l + z)

(
1

κ2z2
− 1

3
+O

(
z2
))

dz = 2πi cothκl (3.47)

The terms for n 6= 0 do not contribute here because coth z has a pole of order 1 at z = 0 and

sinh−2 κ(n+ z) does not have a pole at z = 0 if n 6= 0. Calculating the coefficient a−1 requires

us to be a little bit more careful, because the pole of the hyperbolic cotangent does come into

play here:

(2πi)a−1 =

∮
C

∑
n∈Z

κ2eipn cothκ(l + n+ z)

sinh2 κ(n+ z)
dz =

∑
n∈Z

n 6=0,−l

κ2eipn
∮
C

cothκ(l + n+ z)

sinh2 κ(n+ z)
dz

+κ2

∮
C

cothκ(l + z)

(
1

κ2z2
− 1

3
+O

(
z2
))

dz + κ2e−ipl
∮
C

cothκz

sinh2 κ(−l + z)
dz

= 0 +
2πi

κ2

d

dz
(cothκ(l + z))

∣∣∣∣
z=0

+ κ2e−ipl
∮
C

1

sinh2 κ(−l + z))

(
1

κz
+O (z)

)
dz

= − 2πiκ2

κ sinh2 κl
+ 2πi

κe−ipl

sinh2 κl
= 2πi

κ

sinh2 κl

(
e−ipl − 1

)
. (3.48)

To get this coefficient, we had to use Cauchy’s differentiation formula [14]

f (n)(a) =
n!

2πi

∮
C

f(z)

(z − a)n+1
dz,

2This is a little bit stricter than the condition for l in Inozemtsev’s paper [22]; note that for l = 0, F̃ will have

a triple pole at z = 0, so to be able to reproduce the equality F̃ = G̃ for a function G̃ with a double pole, we

must set l 6= 0.
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which will also be necessary to find a0:

2πia0 =

∮
C

∑
n∈Z

κ2eipn cothκ(l + n+ z)

z sinh2 κ(n+ z)
dz =

∑
n∈Z

n6=0,−l

κ2eipn
∮
C

cothκ(l + n+ z)

z sinh2 κ(n+ z)
dz

+κ2

∮
C

cothκ(l + z)

(
1

κ2z3
− 1

3z
+O (z)

)
dz + κ2e−ipl

∮
C

cothκz

z sinh2 κ(−l + z)
dz

= 2πi
∑
n∈Z

n 6=0,−l

κ2eipn cothκ(l + n)

sinh2 κn
+

2πi

2

d2

dz2
(cothκ(l + z))

∣∣∣∣
z=0

− 2πi
κ2 cothκl

3

+κ2e−ipl
∮
C

1

sinh2 κ(−l + z)

(
1

κz2
+O (1)

)
dz. (3.49)

We can identify the function F2 in this expression and simplify to get

2πia0 = 2πiF2(p) + 2πi
κ2 cothκl

sinh2 κl
− 2πi

κ2 cothκl

3
+ 2πiκ2e−ipl

d

dz

(
1

sinh2 κ(−l + z)

) ∣∣∣∣
z=0

= 2πiF2(p) + 2πi
κ2 cothκl

sinh2 κl
− 2πi

κ2 cothκl

3
+ 2πi

2κ2e−ipl cothκl

sinh2 κl

= 2πiF2(p) + 2πiκ2 cothκl

(
2e−ipl − 1

sinh2 κl
− 1

3

)
. (3.50)

Now that we have the coefficients, we introduce a function G̃ : C→ C given by

G̃(z) = −C1
σ(z + rp)

σ(z − rp)
exp [δz] ·

{
℘(z)− ℘(rp) + ∆̃

(
℘′(z)− ℘′(rp)
℘(z)− ℘(rp)

− ℘′′(rp)

℘′(rp)

)}
, (3.51)

which has exactly the same form as the function G we used to perform this trick for the one-

particle energy, except for an overall multiplication. It therefore also has the exact same Laurent

series (compare with (3.23))

G̃(z) = C1

[
1

z2
+

2ζ(rp) + δ − 2∆̃

z
+(

−℘(rp)− ∆̃
℘′′(rp)

℘′(rp)
+ (ζ(r) + δ/2)

(
−4∆̃ + 2(ζ(r) + δ/2)

))]
+O (z) . (3.52)

Of course, G̃ is quasi-periodic if we choose δ = p
π ζ(ω/2) and rp = − ip

4κ , since it is at this point

equivalent to G. To make sure G̃’s pole structure is exactly the same as that of F̃ , we can fix

the other constants. Equating the coefficients of F̃ and G̃ at order z−2 shows hat C1 = coth(κl).

To get equality at order z−1 we must solve

C1

(
2ζ(rp) + δ − 2∆̃

)
=

κ

sinh2 κl

(
e−ipl − 1

)
,

yielding

∆̃ = ζ(rp) +
δ

2
− κ

2C1 sinh2 κl

(
e−ipl − 1

)
= ζ(rp) +

δ

2
+

κ

sinh 2κl

(
1− e−ipl

)
. (3.53)
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Earlier, we defined ∆(rp) = ζ(rp)− 2rp
ω ζ (ω/2), thus we can rewrite

∆̃(rp) = ∆(rp) + ∆′(rp),

where ∆′(rp) := κ
sinh 2κl

(
1− e−ipl

)
. This allows us to rewrite part of the zeroth order term of

G̃ to

(ζ(r) + δ/2)
(
−4∆̃ + 2(ζ(r) + δ/2)

)
= ∆(rp)

(
−4
(
∆(rp) + ∆′(rp)

)
+ 2∆(rp)

)
= −2∆(rp)

2 − 4∆(rp)∆
′(rp). (3.54)

This fixes G̃ completely. By the same arguments as before, we can now argue that F̃ = G̃:

the function F̃ − G̃ has no poles and is quasi-periodic on the lattice Γ. It is therefore analytic

and bounded and by Liouville’s theorem, it must be constant. This constant must be zero due

to the quasi-periodicity, thus in fact F̃ = G̃. This is in accordance with equation (22) of [8].

By this equality, we can equate the constant terms of F̃ and G̃, which are the a0-coefficients

calculated in (3.50) and (3.52) and find an expression for F2(p):

F2(p) = cothκl

(
−℘(rp)−

(
∆(rp) + ∆′(rp)

)
℘′′(rp)

℘′(rp)
− 2∆(rp)

2

−4∆(rp)∆
′(rp)− κ2 2e−ipl − 1

sinh2 κl
+
κ2

3

)
= cothκl

(
−εp/J +

2

ω
ζ(ω/2)−∆′(rp)

℘′′(rp)

℘′(rp)
− 4∆(rp)∆

′(rp)− κ2 2e−ipl − 1

sinh2 κl
+
κ2

3

)
= cothκl

(
−εp/J +

2

ω
ζ(ω/2)−∆′(rp)

(
℘′′(rp)

℘′(rp)
+ 4∆(rp)

)
− κ2 2e−ipl − 1

sinh2 κl
+
κ2

3

)
= cothκl

(
−εp/J +

2

ω
ζ(ω/2)− 2∆′(rp)f(p)− κ2 2e−ipl − 1

sinh2 κl
+
κ2

3

)
=: cothκl (−εp/J +H2(p)) , (3.55)

where we used a formula for the ζ-function to identify f(p), namely

ζ(2z) = 2ζ(z) +
1

2

℘′′(z)

℘′(z)
.

We also identified the one-particle energy εp in F2(p) and defined the remainder to be H2(p).

With all this machinery, it should be possible to check that the eigenfunction (3.37) is correct.

3.8 The Two-Particle Energy Continued

To check if formula (3.37) is indeed an eigenfunction in the two-particle sector, we continue to

check whether the expression (3.45) is indeed just the sum of two one-particle energies εp1 and
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εp2 . Plugging in the expressions for the Fi(p) gives

E2(p1, p2)/J = 4ζ
(ω

2

)
+

2κ2

3
− 2κ2

sinh2 κl
− 1

D

{
coth γ

[
− εp1/J +H1(p1)− εp2/J +H1(−p2)

+eipl (−εp1/J +H1(−p1)− εp2/J +H1(p2))
]

+ cothκl
[
− εp1/J +H2(p1)− εp2/J +H2(−p2)

−eipl (−εp1/J +H2(−p1)− εp2/J +H2(p2))
]}

=
(εp1 + εp2)

(
coth(γ) + eipl coth γ + cothκl − eipl cothκl

)
D

+
1

D

{(
4ζ
(ω

2

)
+

2κ2

3
− 2κ2

sinh2 κl

)
D

− coth γ
(
H1(p1) +H1(−p2) + eipl(H1(−p1) +H1(p2))

)
− cothκl

(
H2(p1) +H2(−p2)− eipl(H2(−p1) +H2(p2))

)}
, (3.56)

where we recognize the sum of one-particle energies in the first fraction. This means that for

(3.37) to be an eigenfunction, the terms in the large curly brackets must vanish. Partially, this

is easily established. Let us redefine

H1(p) =
κ2

3
+

2

ω
ζ(ω/2)− κ2e−ipl

sinh2 κl
=:

κ2

3
+

2

ω
ζ(ω/2) + H̃1(p),

H2(p) =
κ2

3
+

2

ω
ζ(ω/2)− 2∆′(rp)f(p)− κ2 2e−ipl − 1

sinh2 κl
=:

κ2

3
+

2

ω
ζ(ω/2) + H̃2(p)

(3.57)

and define C = κ2

3 + 2
ω ζ(ω/2). Plugging this into the second and third term of the curly brackets

yields

−2DC − coth γ
(
H̃1(p1) + H̃1(−p2) + eipl(H̃1(−p1) + H̃1(p2))

)
−

cothκl
(
H̃2(p1) + H̃2(−p2)− eipl(H̃2(−p1) + H̃2(p2))

)
, (3.58)

which means that the terms in the curly brackets sum up to

− 2κ2

sinh2 κl
D − coth γ

(
H̃1(p1) + H̃1(−p2) + eipl(H̃1(−p1) + H̃1(p2))

)
− cothκl

(
H̃2(p1) + H̃2(−p2)− eipl(H̃2(−p1) + H̃2(p2))

)
. (3.59)

To continue, we will have to replace all the H̃i(pj) by their definitions. We first treat the term

in the brackets after coth γ:

H̃1(p1) + H̃1(−p2) + eipl(H̃1(−p1) + H̃1(p2)) = −κ
2e−ip1l

sinh2 κl
− κ2eip2l

sinh2 κl
− κ2eipl+ip1l

sinh2 κl
− κ2eipl−ip2l

sinh2 κl

= − 2κ2

sinh2 κl

(
e−ip1l + eip2l

)
, (3.60)
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using p = p2 − p1. Next, we consider the terms in the brackets after cothκl:

H̃2(p1) + H̃2(−p2)− eipl(H̃2(−p1) + H̃2(p2)) =

−2∆′(rp1)f(p1)− κ2 2e−ip1l − 1

sinh2 κl
− 2∆′(r−p2)f(−p2)− κ2 2eip2l − 1

sinh2 κl

−eipl
(
−2∆′(r−p1)f(−p1)− κ2 2eip1l − 1

sinh2 κl
− 2∆′(rp2)f(p2)− κ2 2e−ip2l − 1

sinh2 κl

)
= −2f(p1)

(
∆′(rp1) + ∆′(r−p1)eipl

)
+ 2f(p2)

(
∆′(r−p2) + ∆′(rp2)eipl

)
+

2κ2

sinh2 κl

(
eipl − 1

)
,

(3.61)

where we used the fact that f(p) = −f(−p). The terms linear in ∆′(rpi) can also be put in a

nicer form. We see that

∆′(rp1) + ∆′(r−p1)eipl =
κ

sinh 2κl

(
1− e−ip1l + eipl − eip2l

)
= ∆′(r−p2) + ∆′(rp2)eipl,

thus we can combine the terms linear in ∆′(rpi) into

−2(f(p1)− f(p2))
(

1− e−ip1l + eipl − eip2l
) κ

sinh 2κl
,

which gives us for the entire expression given by (3.59)

− 2κ2

sinh2 κl
D +

2κ2 coth γ

sinh2 κl

(
e−ip1l + eip2l

)
+

2κ cothκl

sinh 2κl
(f(p1)− f(p2))

(
1− e−ip1l + eipl − eip2l

)
−2κ2 cothκl

sinh2 κl

(
eipl − 1

)
. (3.62)

After rewriting
2 cothκl

sinh 2κl
=

2 cothκl

2 sinhκl coshκl
=

1

sinh2 κl

we can see that most of the terms drop out; namely, we get from the above

− 2κ2

sinh2 κl

(
cothκl + coth γ + (− cothκl + coth γ) eipl

)
+

2κ2 coth γ

sinh2 κl

(
e−ip1l + eip2l

)
+

κ

sinh2 κl
(f(p1)− f(p2))

(
1− e−ip1l + eipl − eip2l

)
− 2κ2 cothκl

sinh2 κl

(
eipl − 1

)
= − 2κ2

sinh2 κl

(
cothκl − eipl cothκl + eipl cothκl − cothκl

)
+

κ

sinh2 κl
(2κ coth γ − (f(p1)− f(p2)))

(
−1− eipl + e−ip1l + eip2l

)
=

κ

sinh2 κl
(2κ coth γ − (f(p1)− f(p2)))

(
−1− eipl + e−ip1l + eip2l

)
. (3.63)

This vanishes if we require γ to satisfy the phase condition given by

2κ coth γ = f(p1)− f(p2), (3.64)

which is precisely the condition stated in equation (3.39). Under this condition the term inside

the curly brackets in equation (3.56) vanishes, which in turn implies that the eigenfunction

given in equation (3.37) is indeed an eigenfunction of the Hamiltonian H with energy

E(p1, p2) = εp1 + εp2 .
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Although we can not be certain yet, the fact the the energy in the two-particle sector is given

by the sum of one-particle energies hints that this could also be the case in general. This simple

structure would be somewhat surprising, since the interactions in our spin chain are long range,

which usually leads to a very complicated energy spectrum. To see whether this additivity

holds in the M -particle sector for arbitrary M , we turn to solving the eigenvalue problem in

full generality. As a first step, we study a Calogero-Sutherland-Moser model, which will prove

to be useful.

3.9 A CSM Model

In this section we will study some known results of a Calogero-Sutherland-Moser model (CSM-

model), which is basically the continuum version of Inozemtsev’s infinite spin chain without a

spin-dependent interaction and can be defined using the Hamiltonian

HC :=
M∑
j=1

p2
j

2
+
∑
j,k∈Z
j 6=k

κ2

sinh2 κ(xj − xk)
,

where pj = ∂
∂xj

and the coordinate space is RM, i.e. all particles move on the infinite line. The

solutions to this CSM-model have been known for quite a while and where first published by

F. Calogero in 1971 in [23]. Later they where treated in the more general context of quantum

integrable models defined by Lie algebras by M.A. Olshanetsky and A.M. Perelomov (see [24]).

Finally, the solutions where described in a different way by O.A. Chalykh and A.P. Veselov in

[25]. From the latter two references, we can deduce that the eigenfunctions in the M -particle

sector can be written as

χ(M)
p (x) = DM exp

i M∑
j=1

ipjxj

 , (3.65)

where p ∈ CM and DM is a differential operator that satisfies

DM = Q1...M−1
M DM−1

Qi1...imn = Qi1...im−1
n (∂im − ∂n − 2κ cothκ(xim − xn))

+
m−1∑
s=1

2κ2
(
coth2 κ(xis − xim)− 1

)
Qi1...is−1is+1...im−1
n , (3.66)

where the superscripts il are indices, n ∈ N and the symbol without indices satisfies Qn = 1.

The lowest order for DM is D2 = (∂1 − ∂2 − 2κ cothκ(x1 − x2)), which can be found by solving

the two-particle problem. Also, we can write

χ(M)
p (x) =

∏
µ<ν

sinh−1 κ(xµ − xν) exp

i M∑
j=1

ipjxj

φ(M)
p (x), (3.67)
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where φ
(M)
p is a pole-free function as follows from the eigenvalue equation. In principle the

recurrence relations in (3.66) allow us to find the eigenfunctions for any M , although the amount

of work required increases vastly for increasing M . We will therefore (in line with [22]) first

find another characterization of these solutions by investigating the recurrence relation (3.66).

3.9.1 Properties of the Recurrence Relation

We can view the symbols Qi1···iln as functions of the xi. We can interpret the partial derivatives

as constants after we have commuted them all the way to the right of every expression, since

their action on (3.65) will yield a constant. We will prove the following theorem by induction.

Theorem. The Qi1···iln are polynomials with variables

{cothκ(xi − xj)} := {coth(κ(xi − xj))|i, j ≤M, i 6= j}

for all n ≤M and all values of the indices {is}.

Proof. Let n ≤ M be arbitrary. First consider Qn = 1. It can be viewed trivally as a

polynomial in {cothκ(xi−xj)}. Suppose that for all j < l, Q
i1···ij
n can be written as a polynomial

P
i1···ij
n ({cothκ(xi − xj)}). Then we immediately see that

Qi1...ilM = P
i1...il−1

M ({cothκ(xi − xj)}) (∂il − ∂M − 2κ cothκ(xil − xM ))

+
l−1∑
s=1

2κ2
(
coth2 κ(xis − xil)− 1

)
P
i1...is−1is+1...il−1

M ({cothκ(xi − xj)}) .

Since the polynomials P
i1...il−1

M ({cothκ(xi − xj)}) also contain derivatives, we are not quite

done. We should also check that the action of an arbitrary differential operator of the form∏M
i=1 ∂

ki
i (with ki ∈ N ∪ {0}) on cothκ(xr − xs) yields a polynomial in cothκ(xr − xs). This is

equivalent to checking that dl

dzl
(coth z)k is a polynomial in coth z for all l, k ∈ N. We can prove

this by induction as well: we know that

d

dz
(coth z)k = −k(coth z)k−1 sinh−2 z = k(1− coth2 z)(coth z)k−1, (3.68)

so for l = 1 and for all k ∈ N, the assertion is true. We also see that the resulting polynomial is

of degree k + 1, which is useful to incorporate in our induction hypothesis. Suppose now that

for all j < l, dj

dzj
(coth z)k is a polynomial in coth z of degree k + j, then we see that

dl

dzl
(coth z)k =

d

dz

dl−1

dzl−1
(coth z)k =

d

dz
P (coth z),

where P is a polynomial of degree k+ l−1 conform our induction hypothesis. Finally, we know

that d
dz (coth z)k is a polynomial of degree k + 1 for all k ∈ N by equation (3.68), thus we see

that indeed dl

dzl
(coth z)k is a polynomial of degree l+k. From this we may conclude that Qi1···iln
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is a polynomial in {cothκ(xi − xj)}.

Specifically, this is true for the values of the indices given by is = s for 1 ≤ s ≤ l and for all

l ≤M . We see that therefore

DM = QM−1DM−1 = Q1···M−1
M−1 Q1···M−2

M−2 · · ·Q12
3 D2

is also of a polynomial in {cothκ(xi − xj)}, if we apply again the statement that dl

dzl
(coth z)k

is a polynomial in {cothκ(xi − xj)} to commute all the derivatives to the right. Thus we see

that the eigenfunctions χ
(M)
p can be written in the form

χ(M)
p (x) = R({cothκ(xi − xj)}) exp

i M∑
j=1

ipjxj

 ,

where R({cothκ(xi − xj)}) is a polynomial. Now for yi := e2κxi we have

cothκ(xi − xj) =
eκ(xi−xj) + e−κ(xi−xj)

eκ(xi−xj) − eκ(xi−xj)
=
e2κxi + e2κxj

e2κxi − e2κxj
=
yi + yj
yi − yj

,

which shows that we can view R also as a rational function of the {yi} in which the denominators

have the form (yi − yj)k for i, j ≤ M and k ∈ N. Since we also know by equation (3.67) that

the pole structure of R is given by∏
µ<ν

sinh−1 κ(xµ − xν) =
∏
µ<ν

1

eκ(xµ−xν) − e−κ(xµ−xν)
=
∏
µ<ν

2yµyν
yµ − yν

,

we may conclude that χ
(M)
p is given by

χ(M)
p (x) =

∏
µ<ν

sinh−1 κ(xµ − xν)S({yi}) exp

i M∑
j=1

ipjxj

 , (3.69)

where

S({yi}) =
∑

m∈ZM
dm1,m2,··· ,mM

M∏
µ=1

y
mµ
µ , (3.70)

thus S is a regular polynomial in the variables {yi}. At this point, this is not a very convenient

way of rewriting χ
(M)
p , since the number of undetermined coefficients dm is not known yet.

Luckily, we have more information on the structure of χ
(M)
p : for fixed p ∈ CM we know that

limxr→±∞R ({cothκ(xi − xj)}) must be finite, since limxr→±∞ cothκ(xr − xs) = ±1, and R

has finite degree as a polynomial, thus we have a definite maximum degree for each of the yi.

To see this, we expand the pole structure of R for the arbitrary variable xr:

∏
µ<ν

sinhκ(xµ − xν) =
∏
µ<ν

(
eκ(xµ−xν) − e−κ(xµ−xν)

)
=

M−1∑
k=−(M−1)

Ck,r(x)eκxrk, (3.71)
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where Ck,r(x) are coefficients in which the subscript r indicates that they do not depend on

xr. Also, we have included some coefficients which may be 0 for certain values of r due to the

restriction of terms in the product, but including them is not a problem. Now the terms in R

that depend on xr are of the following form

yαr

 M−1∑
k=−(M−1)

Ck,r(x)eκxrk

−1

= e2ακxr

 M−1∑
k=−(M−1)

Ck,r(x)eκxrk

−1

,

where α ∈ Z. Since there is only one such term for every given α, all these terms must have a

finite limit for all allowed values of α as xr → ±∞. The denominator has powers of eκxr between

−(M − 1) and M − 1, thus to ensure a finite limit we must restrict −(M − 1) ≤ 2α ≤ M − 1

and we end up with

−(M − 1)/2 ≤ α ≤ (M − 1)/2.

We can also factor out the quantity eκ(M−1)xr , which gives for the allowed powers α that

0 ≤ α ≤ M − 1. If we do the above procedure for every variable xi, we end up with the

following Ansatz for the eigenfunction of the CSM-model in the M -particle sector:

χ(M)
p (x) =

∏
µ<ν

sinh−1 κ(xµ − xν) exp

 M∑
j=1

(ipj − κ(M − 1))xj

S({yi}), (3.72)

where

S({yi}) :=
∑

m∈DM
dm1···mM (p) exp

2κ
M∑
j=1

mjxj

 (3.73)

and we define D := {0, 1, · · · ,M − 1} and the coefficients dm1···mM (p) are to be determined.

We will sometimes abbreviate by writing dm := dm1···mM (p). Plugging in the Ansatz into the

eigenvalue equation (HCS − E)χ
(M)
p (x) = 0, where the energy E = 1

2

∑M
i=1 p

2
i leads to the

following equation:∑
β∈ZM

(
2yβ

∂

∂yβ

(
yβ

∂

∂yβ
+
i

κ
pβ −M + 1

)
− i

κ
pβ(M − 1) +

(M − 1)(2M − 1)

3

)
S({yi})−

∑
β,ρ∈ZM
β 6=ρ

yβ + yρ
yβ − yρ

(
yβ

∂

∂yβ
− yρ

∂

∂yρ
+

i

2κ
(pβ − pρ)

)
S({yi}) = 0,(3.74)

where ZM := {1, 2, · · · ,M}. Plugging in the definition of S({yi}) leads to the following:

∑
m∈DM

M∏
j=1

y
mj
j dm(p)

{ ∑
β∈ZM

(
m2
β +

2i

κ
pβmβ −

(
2mβ +

i

κ
pβ −

2M − 1

3

)
(M − 1)

)

−
∑

β,ρ∈ZM
β 6=ρ

yβ + yρ
yβ − yρ

(
mβ −mρ +

i

2κ
(pβ − pρ)

)}
= 0 (3.75)
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The first summation in (3.75) yields a polynomial in the {yi}, whereas the second summation

might lead to a nontrivial denominator. This implies that for every solution to this equation,

we must have for all β, ρ ∈ ZM with β 6= ρ that(
yβ

∂

∂yβ
− yρ

∂

∂yρ
+

i

2κ
(pβ − pρ)

)
S({yi})

is divisible by (yβ − yρ). What does this imply for the coefficients dm?

3.9.2 Divisibility Requirement

By plugging in the definition of S we find that∑
m∈DM

dm1···mM (p)

(
mβ −mρ +

i

2κ
(pβ − pρ)

) ∏
i∈ZM

ymii =:
∑

m∈DM
d̃m1···mM (p)

∏
i∈ZM

ymii

=
∑

{mi}∈DM−2

i 6=β,ρ

∏
i∈ZM
i 6=β,ρ

ymii
∑

mβ ,mρ∈D
d̃m1···mM (p)y

mβ
β y

mρ
ρ (3.76)

should be divisible by (yβ − yρ), which is equivalent to saying that the polynomial∑
mβ ,mρ∈D

d̃m1···mM (p)y
mβ
β y

mρ
ρ

should be divisible by (yβ − yρ). There is a very simple way to see what this implies for the

coefficients: the fact that (yβ − yρ) divides our polynomial essentially tells us that when viewed

as a polynomial in yβ, it has a root at yβ = yρ. This means that∑
mβ ,mρ∈D

d̃m1···mM (p)y
mβ+mρ
ρ = 0. (3.77)

Since the sum must vanish for every order in yρ, this implies that the coefficients belonging to

a fixed sum mβ +mρ = N should sum up to zero. Formally, this can be written as∑
n∈Zβ,ρ

d̃m1···mβ+n···mρ−n···mM (p) = 0, (3.78)

where Zβ,ρ indicates the subset of all n ∈ Z such that 0 ≤ mβ + n,mρ − n ≤M − 1. However,

this does not give us any information on the remainder after dividing by (yβ − yρ). Therefore,

we will proceed in explicitly factoring this polynomial. For notational simplicity, we suppress

the subscripts of the d̃m(p) that are not mβ or mρ and omit the dependence on p, thus we

write d̃mβmρ. We can factorize as follows: first we write∑
mβ ,mρ∈D

d̃mβmρy
mβ
β y

mρ
ρ = (yβ − yρ)

∑
mβ ,mρ∈D
mβ 6=0

d̃mβmρy
mβ
β y

mρ
ρ +

∑
mβ ,mρ∈D
mβ 6=0

d̃mβmρy
mβ−1
β y

mρ+1
ρ +

∑
mρ∈D

d̃0mρy
mρ
ρ , (3.79)
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where we added a counterterm to make sure we are not overcounting. Repeating this step gives

∑
mβ ,mρ∈D

d̃mβmρy
mβ
β y

mρ
ρ = (yβ − yρ)

 ∑
mβ ,mρ∈D
mβ 6=0

d̃mβmρy
mβ−1
β y

mρ
ρ +

∑
mβ ,mρ∈D
mβ 6=0,1

d̃mβmρy
mβ−2
β y

mρ+1
ρ


+

∑
mβ ,mρ∈D
mβ 6=0,1

d̃mβmρy
mβ−2
β y

mρ+2
ρ +

∑
mρ∈D

d̃1mρy
mρ+1
ρ +

∑
mρ∈D

d̃0mρy
mρ
ρ . (3.80)

We can continue to rewrite our polynomial using this step until we reach

∑
mβ ,mρ∈D

d̃mβmρy
mβ
β y

mρ
ρ = (yβ − yρ)

M−1∑
k=1

∑
mβ ,mρ∈D
mβ≥k

d̃mβmρy
mβ−k
β y

mρ+k−1
ρ +

∑
mβ ,mρ∈ZM

d̃mβmρy
mβ+mρ
ρ .

(3.81)

It is obvious from this expression that if the second term on the right-hand side vanishes, the

polynomial is divisible by (yβ−yρ). This yields exactly equation (3.77), thus we reach the same

conclusion, namely that equation (3.78) should hold for all β, ρ ∈ ZM with β 6= ρ. We will see

later that this has great consequences for the number of nonzero coefficients. First, however, it

seems prudent to continue to rewrite our eigenvalue equation (3.74) using the remainder of the

polynomial. To continue, we need the product

(yβ + yρ)

M−1∑
k=1

∑
mβ ,mρ∈D
mβ≥k

d̃mβmρy
mβ−k
β y

mρ+k−1
ρ . (3.82)

Investigating the terms belonging to a specific product y
mβ
β y

mρ
ρ shows that it equals

M−1∑
mβ ,mρ=0

Λβ,ρ∑
k=1

d̃mβ+k,mρ−k +

Λβ,ρ∑
k=0

d̃mβ+k,mρ−k

 y
mβ
β y

mρ
ρ

=
M−1∑

mβ ,mρ=0

2

Λβ,ρ∑
k=1

d̃mβ+k,mρ−k + d̃mβ ,mρ

 y
mβ
β y

mρ
ρ

=
M−1∑

mβ ,mρ=0

∑
k∈Zβ,ρ

sign(k)d̃mβ+k,mρ−ky
mβ
β y

mρ
ρ (3.83)

where we used the condition (3.78) to get the last equality and we defined Λβ,ρ := min(M −1−
mβ,mρ). To get the eigenvalue equation in its final form, we can use the following relations:
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for any M -dimensional vectors k and m, we have

M∑
i=1

kimi = M−1

 M∑
i=1

mi

M∑
j=1

kj +
1

2

∑
i,j∈ZM
i 6=j

(ki − kj)(mi −mj)



2
M∑
i=1

m2
i = M−1

 ∑
i,j∈ZM
i 6=j

(mi −mj)
2 + 2

(
M∑
i=1

mi

)2

 , (3.84)

which is straightforward to check. Using these to rewrite the first term of (3.74), we end up

with ∑
β,ρ∈ZM
β 6=ρ

{
dm1,··· ,mM (p)

(
mβ −mρ

M

(
i

κ
(pβ − pρ) +mβ −mρ

)
+
M + 1

6

)

−
∑
k∈Zβ,ρ

sign(k)

(
mβ −mρ + 2k +

i

2κ
(pβ − pρ)

)
dmβ+k,mρ−k(p)

}
= 0. (3.85)

Since every term in the summation occurs exactly twice, once for β < ρ and once for β > ρ, we

may also take the sum over β, ρ to cover only those tuples for which β < ρ, because the overall

factor two drops out. Also, it is important to note that this formula is slightly different than its

analog written down in [22]3. The nice thing about the equations (3.78) and (3.85) is that they

completely determine the solutions to the CSM-eigenvalue equation and are algebraic. Even

more, they are linear equations.

In principle, this is all we need. The fact that we know that there exists a solution to the

eigenvalue-equation shows that there must exist at least 1 solution to the linear system (3.78),

(3.85). However, there are some interesting facts to discover: there is a very nice argument to

show that most of the coefficients dm vanish and we will see that the equations (3.78) and (3.85)

are not as independent as they might look. We will therefore now try to solve these equations.

3.9.3 S is Homogeneous

Luckily, most of the MM coefficients dm are zero, as we will prove now.

Theorem. S is a homogeneous polynomial of degree M(M − 1)/2.

Proof. Let us investigate (3.78): it tells us that every coefficient d̃m1···mM can be written as a

3Checking some of the solutions we will find in the next section in this equation shows that the original

equation written down by Inozemtsev was wrong, albeit only slightly. The equation presented here is the correct

one
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linear combination of other coefficients

d̃m1···mβ ···mρ···mM (p) = −
∑

n∈Zβ,ρ\{0}

d̃m1···mβ+n···mρ−n···mM (p). (3.86)

In particular, since the summation runs over all integers such that 0 ≤ mβ +n,mρ−n ≤M −1,

we see that all coefficients for which at least two of its indices are either 0 or M − 1 vanish, be-

cause when expanding over those two indices the summation on the right-hand side of equation

(3.86) simply does not contain any terms4.

Now take a coefficient d̃m1···mM (p) which does not belong to a term of degree M(M − 1)/2, i.e.

the sum of its indices satisfies
∑M

i=1mi 6= M(M −1)/2. This implies that at least two of the in-

dices are equal, since if all where different, the sum would be exactly
∑M

i=1(i− 1) = M(M − 1)/2.

If we would express this coefficient using equation (3.86), the right-hand side coefficients

d̃m1···mβ+n···mρ−n···mM (p) have exactly the same sum for their indices, since the only difference is

in the βth and ρth coefficient and their sum changes from mβ+mρ to mβ+n+mρ−n = mβ+mρ.

We can use this fact to devise an algorithm to express d̃m1···mM (p) in terms of other coefficients:

1. From amongst the coinciding indices, choose two indices with the lowest occurring values,

say mβ = mρ = m.

2. Express d̃m1···mM (p) using (3.86) by expanding in those two indices.

3. Repeat the above two steps for every coefficient in the expansion. This is possible precisely

because there must again be a set of coinciding indices, because the sum of indices does

not change when applying (3.86).

Of course, it is not obvious at all that this procedure terminates in a finite number of steps.

However, we can prove that this is the case by investigating the quadratic sum of the indices.

Before applying (3.86) to a coefficient with coinciding indices mβ = mρ = m, the quadratic

sum equals Qβ,ρ := m2
1 + · · · + m2

β + · · · + m2
ρ + · · · + m2

M , where m2
β + m2

ρ = 2m2. After this

application, each of the new coefficients has quadratic sum

m2
1 + · · ·+ (mβ + n)2 + · · ·+ (mρ − n)2 + · · ·+m2

M = Qβ,ρ + 2n2 + 2n(mβ −mρ) =

Qβ,ρ + 2n2 > Qβ,ρ, (3.87)

which follows because n 6= 0 for all the new coefficients and mβ = mρ = m. Thus this tells

us that the quadratic sum of the coefficients increases strictly when applying equation (3.86).

Also, the quadratic sum of the indices has an obvious maximum, namely M(M − 1)2 when

all indices equal M − 1. Moreover, once at least 2 of the indices have value M − 1 we know

4Formally, we still do not know what the value of dm1···mβ ···mρ···mM (p) (without the tilde) is at the point

p for which
(
mβ −mρ + i

2κ
(pβ − pρ)

)
= 0. However, continuity of the eigenfunction in p dictates that

dm1···mβ ···mρ···mM (p) must be continuous as well, hence also zero at that point.
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that the coefficient is zero. Since the quadratic sum increases strictly, such a situation must

occur within a finite number of steps, so we can express d̃m1···mM (p) as a finite combination of

coefficients that are zero, from which we see that d̃m1···mM (p) must be zero. This implies that

the polynomial S is homogeneous.

We can apply this algorithm to an even wider class of coefficients. If a given coefficient

d̃m1···mM (p) has a subset of indices {mi1 , · · ·miM′} with M ′ < M for which
∑L

k=1mik <

M ′(M ′ − 1)/2, then that subset must contain a set of coinciding indices. Since the sum of

the indices does not change when applying equation (3.86), this must be true also after applica-

tion, so we can use the algorithm to rewrite this coefficient. By the exact same line of reasoning,

we can write this coefficient as a finite linear combination of coefficients which are zero, implying

that the coefficient itself must be zero. It might seem as if this argument shows that all the

coefficients must be zero, except those for which all the indices are different. However, already

at M = 3, there exist other coefficients which are not excluded from being nonzero by the above

argument, namely d111(p). In the next section ,we deal with all the nonzero coefficients.

3.9.4 The Nonzero Coefficients

We can also find very useful information about the nonzero coefficients. For example, equa-

tion (3.85) tells us that all the coefficients depend on κ and p through factors of the form

rij := κ−1(pi − pj), where i, j ∈ ZM . For a particular subset of the coefficients, we can actually

do even more.

Consider a coefficient dm1···mM (p) for which all the indices are different. Then we can compactly

write dP , where P ∈ πM and mi = Pi − 1. For every duo of indices satisfying mµ = mν + 1,

equation (3.86) tells us that

dm1···mµ···mν ···mM (p)

(
1 +

i

2
rνµ

)
= dm1···mν ···mµ···mM (p)

(
1 +

i

2
rµν

)
,

from which one can deduce that, up to a p-dependent normalization factor d0, the coefficients

are uniquely given by

dP (p) = d0

∏
λ<µ

(
1 +

i

2
rP−1λ,P 1−µ

)
. (3.88)

Although this gives an expression to many of the nonzero coefficients, we already saw that this

does not cover all the possibilities. The number of other nonzero coefficients increases quite

rapidly for increasing M , there are already 2112 such coefficients at M = 6. However, it can be

seen from the equations that all these coefficients are uniquely determined from the coefficients

of the form dP using (3.86). Therefore, we can conclude that the eigenvalue equation has only

one functionally-independent solution at each M .
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3.9.5 Solution

The fact that we were able to conclude that there is only one functionally-independent solution

to the eigenvalue equation at each M is somewhat peculiar, since we did not use equation (3.85)

to reach this conclusion. However, we have verified in a few simple cases that the solutions

extracted from (3.78) satisfy (3.85). In addition, the fact that (3.78) has to be satisfied for

every solution to (3.85) indicates that if (3.78) has a unique solution, it must also solve (3.85).

This implies that in fact (3.85) cannot be an independent equation and must be derivable from

(3.78). This was also noticed by Inozemtsev, but unfortunately the direct derivation remains

unknown.

3.10 Spin-Chain Solutions at Arbitrary M

Now that we know most of the details about the solutions to the CSM-eigenvalue equation at

arbitrary M , we can return to our initial pursuit, solving the M -particle difference equation

(3.34) for Inozemtsev’s infinite spin chain. To solve it, we use the following Ansatz, conform

[22], which is very reminiscent of the Ansatz for the CSM-model:

ψ(n1, · · · , nm) =
∏

µ,ν∈ZM
µ<ν

sinh−1 κ(nµ − nν)
∑
P∈πM

(−1)P exp

 M∑
j=1

(ipPj − κ(M − 1))nj


∑

m∈DM
cm1···mM (p) exp

2κ

M∑
j=1

mPjnj

 ,

where the factor (−1)P indicates the sign of the permutation P and the coefficients cm(p) are

to be determined. One can view this Ansatz as the totally anti-symmetrized version of the

CSM-Ansatz. Note that this Ansatz is symmetric under the exchange of ni and nj , reflecting

the fact that the quasi-particles described by these wavefunctions (usually called magnons) are

bosons. Plugging this Ansatz into the left-hand side of the M -difference equation (3.34) yields

the impressive expression∑
s∈Z[n]

∑
β∈ZM

∑
P∈πM

(−1)P
∏

µ,ν∈ZM\{β}
µ<ν

sinh−1 κ(nµ − nν)(−1)β−1
∑

m∈DM
cm1···mM (p)

exp

 ∑
γ∈ZM
γ 6=β

(ipPγ + κ(2mPγ −M + 1))nγ

 κ2 exp (q(pPβ,mPβ))

sinh2 κ(s− nβ)

∏
λ∈ZM
λ 6=β

sinh−1 κ(nλ − s), (3.89)

where q(p,m) := ip + κ(2m −M + 1), but we will suppress the arguments from now on. To

make it easier to treat this summation, we wish to switch the order of the summations and bring

the summation over s all the way to the right. This can be done if the sum converges in both

cases, which is the case if |Im(pi)| < 2κ for all i, as can be shown using an argument similar to
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the one we used previously to prove that the polynomial S had to have finite degree. For now

we will not worry about the consequences of restricting the imaginary parts of the momenta to

obey |Im(pi)| < 2κ for all i and simply proceed to change the order of the summations. The

left-hand side of (3.34) reads∑
β∈ZM

∑
P∈πM

(−1)P
∏

µ,ν∈ZM\{β}
µ<ν

sinh−1 κ(nµ − nν)(−1)β−1
∑

m∈DM
cm1···mM (p)

exp

 ∑
γ∈ZM
γ 6=β

(ipPγ + κ(2mPγ −M + 1))nγ

W (pPβ,mPβ, {n}, β), (3.90)

where we defined

W (p,m, {n}, β) =
∑
s∈Z[n]

κ2 exp (q(p))

sinh2 κ(s− nβ)

∏
λ∈ZM
λ 6=β

sinh−1 κ(nλ − s). (3.91)

To continue, we will have to find an explicit expression for W , so we will do this first.

3.10.1 Finding an Explicit Expression for W

We will perform the exact same steps as were necessary to find explicit expressions for the func-

tions we encountered in the one- and two-magnon problem. We will investigate the periodicity

and the Laurent expansion of function W : C→ C given by

W (z) =
∑
s∈Z

κ2eqs

sinh2 κ(s− nβ + z)

∏
λ∈ZM
λ 6=β

sinh−1 κ(nλ − s− z). (3.92)

We will first show that W is quasi-periodic on the lattice Γ we encountered before. Since the

sum over s is infinite, it is immediate that W (z + 1) = e−qW (z) by relabelling the summation

variable. From

sinhκ(z ± ω) =
eκ(z±ω) − e−κ(z±ω)

2
=
eκze±iπ − e−κze∓iπ

2
= − sinhκz

we see that

W (z + ω) =
∑
s∈Z

κ2eqs

sinh2 κ(s− nβ + z)

∏
λ∈ZM
λ6=β

sinh−1 κ(nλ − s+ z)(−1)M−1 = eiπ(M−1)W (z).
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In a similar fashion as before, we can find the Laurent expansion of W up to its constant term

by contour integration along C:

2πia−2 =

∮
C
W (z)zdz =

∑
s∈Z[n]

κ2eqs
∮
C

∏
λ∈ZM
λ 6=β

sinh−1 κ(nλ − s− z)
sinh2 κ(s− nβ + z)

zdz +
∑
γ∈ZM

κ2eqnγ
∮
C

∏
λ∈ZM
λ 6=β

sinh−1 κ(nλ − nγ − z)
sinh2 κ(nγ − nβ + z)

zdz

= κ2eqnβ
∮
C

∏
λ∈ZM
λ6=β

sinh−1 κ(nλ − s− z)
(

1

κ2z2
− 1

3
+O

(
z2
))

zdz

+
∑
γ∈ZM
γ 6=β

κ2eqnγ
∮

1

sinh2 κ(nγ − nβ + z)

∏
λ∈ZM
λ 6=β,γ

sinh−1 κ(nλ − nγ + z)

(
− 1

κz
+O (z))

)
zdz

= 2πieqnβ
∏
λ∈ZM
λ 6=β

sinh−1 κ(nλ − nβ). (3.93)

Since 2πia−1 =
∮
CW (z)dz, it is not difficult to see from (3.93) that

a−1 = eqnβ
d

dz

∏
λ∈ZM
λ 6=β

sinh−1 κ(nλ − nβ − z)

∣∣∣∣∣
z=0

− κ
∑
γ∈ZM
γ 6=β

κ2eqnγ
1

sinh2 κ(nγ − nβ)

∏
λ∈ZM
λ 6=β,γ

sinh−1 κ(nλ − nγ)

= κ

a−2

∑
γ∈ZM
γ 6=β

cothκ(nγ − nβ)−
∑
γ∈ZM
γ 6=β

eqnγ sinh−1 κ(nβ − nγ)
∏
λ∈ZM
λ 6=γ

sinh−1 κ(nλ − nγ)

 .

(3.94)

Finally, the constant term a0 can be seen to equal

a0 =
∑
s∈Z[n]

κ2 exp (q(p))

sinh2 κ(s− nβ)

∏
λ∈ZM
λ 6=β

sinh−1 κ(nλ − s) +
1

2
eqnβ

d2

dz2

∏
λ∈ZM
λ 6=β

sinh−1 κ(nλ − nβ − z)

∣∣∣∣∣
z=0

− κ2

3
eqnβ

∏
λ∈ZM
λ 6=β

sinh−1 κ(nλ − nβ)−
∑
γ∈ZM
γ 6=β

d

dz

∏
λ∈ZM
λ 6=γ,β

sinh−1 κ(nλ − nγ − z)
sinh2 κ(nγ − nβ + z)

= κ2

{
a−2

−1

3
+
M − 1

2
+

1

2

∑
γ,δ∈ZM
γ,δ 6=β

cothκ(nγ − nβ) cothκ(nδ − nβ) +
∑
γ∈ZM
γ 6=β

sinh−2 κ(nγ − nβ)



−
∑
λ∈ZM
λ 6=β

eqnλ

sinhκ(nβ − nλ)

∏
ρ∈ZM
ρ6=λ

sinh−1 κ(nρ − nλ)

cothκ(nβ − nλ) +
∑
γ∈ZM
γ 6=λ

cothκ(nγ − nλ)


}

+W (p,m, {n}, β). (3.95)

47



Next, introduce the function U : C→ C given by

U(z) = −Am
σ(z + r)

σ(z − r)
exp (δMz) ·

{
℘(z)− ℘(r) + ∆M

(
℘′(z)− ℘′(r)
℘(z)− ℘(r)

− ℘′′(r)

℘′(r)

)}
, (3.96)

in which Am, δM , r and ∆M are constants which will be determined. Our aim is to fix them in

such a way that we have W = U . We can find r and δM from the periodicity requirements on

U

U(z + 1) = eiπ(M−1)U(z), U(z + ω) = e−qU(z),

using equation 3.22 and by solving the set of linear equations

4ζ

(
1

2

)
r + δM = −q(p)

4ζ
(ω

2

)
r + ωδm = iπ(M − 1). (3.97)

We can do this by using the Legendre relation of the Weierstrass zeta-function, namely that

ωζ

(
1

2

)
− ζ

(ω
2

)
= iπ, (3.98)

yielding δM = κ(M−1)− 4r(p)
ω ζ

(
ω
2

)
and r(p) = −

(
m
2 + ip

2κ

)
5. We fix AM and ∆M by demanding

that the singular part of the Laurent series of U match that of W . Using the expansion given

in (3.23), we find the equations

AM = a−2

AM (ζ(rp) + δM − 2∆M ) = a−1, (3.99)

which give a unique solution for AM and ∆M . By the usual argument, we can conclude that U

evaluated using those values for its four parameters equals W . Therefore, its zeroth order term

in its Laurent expansion must match that of W , giving us an expression for the summation

W (p,m, {n}, β) from the M -particle difference equation:

κ−2W (p,m, {n}, β) = −a−2

(
M − 1

2
+ Ω ({n}, β) +

∑
λ∈ZM
λ 6=β

sinh−2 κ(nγ − nβ) + κ−2ε̃(p)

−κ−1f̃(p)
∑
λ∈ZM
λ 6=β

cothκ(nγ − nβ)

)
+ Ξ(p), {n}),

where

Ω ({n}, β) =
1

2

∑
λ,δ∈ZM

λ,δ 6=β, λ 6=δ

cothκ(nγ − nβ) cothκ(nδ − nβ) (3.100)

5To avoid awkward notation, we again use r as a parameter, but distinguish between rp, which will continue

to be defined as rp = −ip
4κ

andr(p), defined here.
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f̃(p) = f(p)− κ(2m+ 1−M),

ε̃(p) = ε(p)− κ(2m+ 1−M)f(p) +
κ2

2
(2m+ 1−M)2, (3.101)

with f(p) is defined in (3.39) and ε(p) := κ2

2 −
1
2℘(2rp)+ 1

2f
2(p), which looks suspiciously similar

to the expression for the one-particle energy εp and

Ξ(p, {n}) =
∑
ρ∈ZM
ρ6=β

eqnρ

sinhκ(nβ − nρ)
∏
λ∈ZM
λ 6=ρ

sinh−1 κ(nλ − nρ) ·

cothκ(nβ − nρ) +
∑
γ∈ZM
γ 6=ρ

cothκ(nγ − nρ)− κ−1f̃(p)

 . (3.102)

Since the M -particle difference equation is linear in W , we can plug in parts of the expression

for W and see what they give us. If we plug in∑
λ∈ZM
λ 6=β

sinh−2 κ(nγ − nβ) + κ−2ε(p),

where we use the ε without the tilde into the eigenvalue equation, we get

L1({n}) := −ψ(n1, · · · , nM )

 ∑
β∈ZM

ε(pβ) +
∑

λ,β∈ZM
λ 6=β

sinh−2 κ(nγ − nβ)

 . (3.103)

This term equals the right-hand side of the M -particle difference equation if we choose

EM (p1, · · · , pm) = J
∑
β∈ZM

εpβ , (3.104)

thus EM is simply the sum of one-particle energies. This shows additivity of the energy in

the general M -particle case, which is usually the first sign of integrability. In particular, If the

energy of a particular model is additive, this model often exhibits factorized scattering. We will

show later that this is indeed the case. First we must show that all other terms cancel under

suitable choices for the coefficients cm.
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If we plug in Ξ(r, {n}) into the difference equation we get

L2({n}) := κ2
∑
β∈ZM

∑
P∈πM

(−1)P
∏

µ,ν∈ZM\{β}
µ<ν

sinh−1 κ(nµ − nν)(−1)β−1
∑

m∈DM
cm1···mM (p)

exp

 ∑
γ∈ZM
γ 6=β

(ipPγ + κ(2mPγ −M + 1))nγ

Ξ(p, {n})

= κ2
∏

µ,ν∈ZM
µ<ν

sinh−1 κ(nµ − nν)
∑
β∈ZM

∏
λ∈ZM
λ 6=β

sinh−1 κ(nλ − nβ)
∑
P∈πM

(−1)P
∑

m∈DM
cm1···mM (p)

∑
ρ∈ZM
ρ6=β

exp

 ∑
γ∈ZM
γ 6=β,ρ

(ipPγ + κ(2mPγ −M + 1))nγ

 exp ((ipPβ + ipPρ + 2κ(mPβ +mPρ −M + 1))nρ)

sinh−1 κ(nβ − nρ)

cothκ(nβ − nρ) +
∑
γ∈ZM
γ 6=ρ

cothκ(nγ − nρ)− κ−1f̃(pβ)

 ∏
λ∈ZM
λ 6=ρ

sinh−1 κ(nλ − nρ)

= −κ2
∏

µ,ν∈ZM
µ<ν

sinh−1 κ(nµ − nν)
∑
P∈πM

(−1)P
∑

m∈DM
cm1···mM (p)

∑
β,ρ∈ZM
β 6=ρ

exp

 ∑
γ∈ZM
γ 6=β,ρ

(ipPγ + κ(2mPγ −M + 1))nγ

 exp {(ipPβ + ipPρ + 2κ(mPβ +mPρ −M + 1))nρ}

sinh−1 κ(nβ − nρ)
∏
λ∈ZM
λ 6=β,ρ

sinhκ(nλ − nβ)

sinhκ(nλ − nρ)

cothκ(nβ − nρ) +
∑
γ∈ZM
γ 6=ρ

cothκ(nγ − nρ)− κ−1f̃(pβ)

 .

(3.105)

This can be written more compactly by defining

FM (P, β, ρ) := exp

 ∑
γ∈ZM
γ 6=β,ρ

(ipPγ + κ(2mPγ −M + 1))nγ


exp {(ipPβ + ipPρ + 2κ(mPβ +mPρ −M + 1))nρ} sinh−1 κ(nβ − nρ)

∏
λ∈ZM
λ 6=β,ρ

sinhκ(nλ − nβ)

sinhκ(nλ − nρ)
·

1

2

cothκ(nβ − nρ) +
∑
γ∈ZM
γ 6=ρ

cothκ(nγ − nρ)− κ−1f(pβ) + 2mPβ + 1−M

 . (3.106)
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We now have

L2({n}) = −κ2
∏

µ,ν∈ZM
µ<ν

sinh−1 κ(nµ − nν)
∑

m∈DM
cm1···mM (p)

∑
P∈πM

(−1)P
∑

β,ρ∈ZM
β 6=ρ

2FM (P, β, ρ).

(3.107)

One can see that the final summations of this expression can be rewritten as

∑
P∈πM

(−1)P
∑

β,ρ∈ZM
β 6=ρ

2FM (P, β, ρ) =
∑

β,ρ∈ZM
β 6=ρ

 ∑
P∈πM

(−1)PFM (P, β, ρ) +
∑
P∈πM

(−1)PFM (P, β, ρ)



=
∑

β,ρ∈ZM
β 6=ρ

 ∑
P∈πM

(−1)PFM (P, β, ρ) +
∑

P∈πMQ−1

(−1)PQFM (PQ, β, ρ)

 =

∑
β,ρ∈ZM
β 6=ρ

 ∑
P∈πM

(−1)P (FM (P, β, ρ)− FM (PQ, β, ρ))

 , (3.108)

where Q := (βρ) is the transposition flipping the indices β and ρ. Note that πMQ
−1 = πM ,

because πM is a group and (−1)PQ = −(−1)P because Q is a transposition. If we look care-

fully at the dependence of FM on P , we see that the only difference between FM (P, β, ρ) and

FM (PQ, β, ρ) is in the square brackets of equation (3.106). Therefore we get

L2({n}) = −κ2
∏

µ,ν∈ZM
µ<ν

sinh−1 κ(nµ − nν)
∑

m∈DM
cm1···mM (p)

∑
P∈πM

(−1)P
∑

β,ρ∈ZM
β 6=ρ

exp

 ∑
γ∈ZM
γ 6=β,ρ

(ipPγ + κ(2mPγ −M + 1))nγ

 exp {(ipPβ + ipPρ + 2κ(mPβ +mPρ −M + 1))nρ}

sinh−1 κ(nβ − nρ)
∏
λ∈ZM
λ 6=β,ρ

sinhκ(nλ − nβ)

sinhκ(nλ − nρ)

[
mPβ −mPρ −

1

2κ
(f(pβ)− f(pρ))

]
. (3.109)
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Finally, all that is left for us to do is rewrite the summation over DM . Abstractly, we can find

that for a function Z depending on the sum and difference of mPβ and mPρ∑
m∈DM

cm1···mM (p)Z(mPβ +mPρ,mPβ −mPρ)

=
∑
{mi}∈D
i 6=Pβ,Pρ

∑
mPβ ,mPρ∈D

cm1···mM (p)Z(mPβ +mPρ,mPβ −mPρ)

=
∑
{mi}∈D
i 6=Pβ,Pρ

2M−2∑
s=0

∑
mPβ ,mPρ∈D
mPβ+mPρ=s

cm1···mM (p)Z(s,mPβ −mPρ) =
∑
{mi}∈D
i 6=Pβ,Pρ

2M−2∑
s=0∑

mPβ ,mPρ∈D
mPβ+mPρ=s

(M − |s− (M − 1)|)−1
∑

l∈ZPβ,Pρ

cm1···mPβ+l···mPρ−l···mM (p)Z(s,mPβ −mPρ + 2l).

(3.110)

We could introduce the last summation over ZPβ,Pρ by compensating for overcounting, which

is why the term (M −|s− (M −1)|)−1 has been introduced. If we now use this equation (3.110)

to rewrite L2({n}) we find

L2({n}) = −κ2
∏

µ,ν∈ZM
µ<ν

sinh−1 κ(nµ − nν)
∑
P∈πM

(−1)P
∑

β,ρ∈ZM
β 6=ρ

sinh−1 κ(nβ − nρ)
∏
λ∈ZM
λ 6=β,ρ

sinhκ(nλ − nβ)

sinhκ(nλ − nρ)

∑
{mi}∈D
i 6=Pβ,Pρ

exp

 ∑
γ∈ZM
γ 6=β,ρ

(ipPγ + κ(2mPγ −M + 1))nγ

 2M−2∑
s=0

∑
mPβ ,mPρ∈D
mPβ+mPρ=s

(M − |s− (M − 1)|)−1

exp {(ipPβ + ipPρ + 2κ(s−M + 1))nρ}∑
l∈ZPβ,Pρ

cm1···mPβ+l···mPρ−l···mM (p)

[
mPβ −mPρ − 2l − 1

2κ
(f(pβ)− f(pρ))

]
. (3.111)

If we compare this to equation (3.78), we see that L2({n}) = 0 precisely when we choose

cm1···mM (p) = dm1···mM (if(p))

, where the dm1···mM (p) are a solution to (3.78). Uniqueness of this solution therefore follows

directly from the investigations into the CSM-model. This correspondence is quite astonishing,

but we will first have to prove that the remaining terms in the M -particle difference equation

cancel to appreciate this fully.
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If we plug in the remaining terms into the the M -particle difference equation, we end up with

L3({n}) = −κ2
∑
β∈ZM

∑
P∈πM

(−1)P
∏

µ,ν∈ZM\{β}
µ<ν

sinh−1 κ(nµ − nν)(−1)β−1
∑

m∈DM
cm1···mM (p)

exp

 ∑
γ∈ZM
γ 6=β

(ipPγ + κ(2mPγ −M + 1))nγ

 e(ipPβ+κ(2mβ+1−M))nβ
∏
λ∈ZM
λ6=β

sinh−1 κ(nλ − nβ)

[
M − 1

2
− κ−1(2mPβ + 1−M)f(pPβ) +

1

2
(2mPβ + 1−M)2−

κ−1f̃(pβ)
∑
γ∈ZM
γ 6=β

cothκ(nγ − nβ) + Ω({n})

]
.

(3.112)

Since it is true that ∑
i∈I

Z(i) =
∑
i∈I

Z(Pi) (3.113)

for an index set I of cardinality N and P ∈ πN , we can rewrite L3 as

L3({n}) = −κ2
∏

µ,ν∈ZM
µ<ν

sinh−1 κ(nµ − nν)
∑
P∈πM

(−1)P
∑

m∈DM
cm1···mM (p)

exp

 ∑
γ∈ZM

(ipγ + κ(2mγ −M + 1))nP−1γ


∑
β∈ZM

[
M − 1

2
− κ−1(2mPβ + 1−M)f(pPβ) +

1

2
(2mPβ + 1−M)2−

κ−1f̃(pβ)
∑
γ∈ZM
γ 6=β

cothκ(nγ − nβ) + Ω({n})

]
.

(3.114)
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We can symmetrize the summation over β and γ

κ−1
∑

γ,β∈ZM
γ 6=β

f̃(pβ) cothκ(nγ − nβ) =
∑

γ,β∈ZM
γ 6=β

(κ−1f(pPβ) +M − 1− 2mPβ) cothκ(nγ − nβ)

=
∑

γ,β∈ZM
γ 6=β

(κ−1f(pβ) +M − 1− 2mβ) cothκ(nP−1γ − nP−1β)

=
1

2

∑
γ,β∈ZM
γ 6=β

(κ−1f(pγ)− κ−1f(pβ)−+2mβ − 2mγ) cothκ(nP−1β − nP−1γ)

=
∑

γ,β∈ZM
γ 6=β

(mβ −mγ −
1

2κ
(f(pβ)− f(pγ)) cothκ(nP−1β − nP−1γ), (3.115)

while the summation ∑
β∈ZM

Ω({n}, β) =
M(M − 1)(M − 2)

6
(3.116)

is proved in Appendix A. If we plug in all this and collect similar terms, we get

L3({n}) = −κ2
∏

µ,ν∈ZM
µ<ν

sinh−1 κ(nµ − nν)
∑
P∈πM

(−1)P exp

 ∑
γ∈ZM

(ipγ − κ(M − 1))nP−1γ


∑

m∈DM
cm1···mM (p) exp

2κ
∑
λ∈ZM

nP−1λmλ


[ ∑
β∈ZM

{
2m2

β − 2κ−1mβf(pβ)− (M − 1)

(
(2mβ − κ−1f(pβ)− 2M − 1

3

)}
−

∑
γ,β∈ZM
γ 6=β

(mβ −mγ −
1

2κ
(f(pβ)− f(pγ)) cothκ(nP−1β − nP−1γ))

]
. (3.117)

After writing zβ := exp(2κnP−1β) we get finally

L3({n}) = −κ2
∏

µ,ν∈ZM
µ<ν

sinh−1 κ(nµ − nν)
∑
P∈πM

(−1)P exp

 ∑
γ∈ZM

(ipγ − κ(M − 1))nP−1γ


∑

m∈DM
cm1···mM (p)

∏
λ∈ZM

zmλλ[ ∑
β∈ZM

{
2m2

β − 2κ−1mβf(pβ)− (M − 1)

(
(2mβ − κ−1f(pβ)− 2M − 1

3

)}
−

∑
γ,β∈ZM
γ 6=β

zβ + zγ
zβ − zγ

(mβ −mγ −
1

2κ
(f(pβ)− f(pγ))

]
. (3.118)

From this expression, it is quite easy to see that the condition L3({n}) = 0 is the same as the

condition (3.75) for the coefficients of the Ansatz for the CSM-model. In fact, if the coefficients
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cm(p) are chosen as cm1···mM (p) = dm1···mM (if(p)), we immediately get that L3({n}) = 0 for

all z ∈ RM .

From this we can conclude the following: If a set of coefficients dm(p) gives a solution for the

CSM-model using the Ansatz (3.72), then the set of coefficients cm(p) satisfying

cm1···mM (p) = dm1···mM (if(p)) for all m ∈ DM

give a solution to Inozemtsev’s infinite spin-chain using the Ansatz (3.89). This strong rela-

tionship is somewhat unexpected (although maybe not too surprising after reading the previous

sections) and begs to be explained. One might wonder whether Inozemtsev’s infinite spin chain

can be considered as a zero-temperature limit of the CSM-model, conform the freezing trick

introduced by Polychronakos in [26], but the complicated form of the phase function f seems

to make it unfeasible to make this claim precise.

3.11 Factorized Scattering

One of the most interesting questions about the solutions we found previously is whether or not

they describe factorized scattering. This would hint towards an algebraic structure such as exists

for the Heisenberg XXX-spin chain and allows to study the spectrum of Inozemtsev’s infinite

spin chain more closely. In this section, we will therefore investigate whether or not the solutions

exhibit this feature. In general, a model exhibits factorized scattering if the eigenfunctions have

the following asymptotic behaviour: if P ∈ πM and the variables x1, · · · , xM tend to infinity as

xP (i+1) − xPi →∞ for 1 ≤ i ≤M , the wavefunction tends to

ψ(x1, · · · , xM ) = ψ0

∑
Q∈πM

(−1)QP exp

i ∑
λ∈ZM

pQλnλ

 ∏
µ,ν∈ZM
µ<ν

S(pQPµ, pQPν), (3.119)

where S(pQPµ, pQPν) is just some function and ψ0 is a constant. We will try to show that this

is the case for the eigenfunctions of the Inozemtsev’s infinite spin chain.

Suppose that P ∈ πM and the variables n1, · · · , nM tend to infinity as nP (i+1) − nPi →∞. We

will find an explicit form for the wavefunction in this limit. The proof of the case P = Id has

been sketched in [22], but we will treat the case for general P here:

We will try to find the asymptotic behaviour of the term

∏
µ,ν∈ZM
µ<ν

sinh−1 κ(nµ−nν) exp

 M∑
j=1

(ipQj − κ(M − 1))nj

 ∑
m∈DM

cm1···mM (p) exp

2κ

M∑
j=1

mQjnj

 ,

(3.120)
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where Q ∈ πM is arbitrary. After reordering the summations such that the summation over πM

is on the outside, this is the summand of the summation over πM in the Ansatz (3.89) for the

eigenfunction. The product over the inverse hyperbolic sines can be rewritten as∏
µ,ν∈ZM
µ<ν

sinh−1 κ(nµ − nν) = (−2)−
M(M−1)

2

∏
µ,ν∈ZM
µ>ν

(
eκ(nµ−nν) − e−κ(nµ−nν)

)
.

In the limit we are discussing, precisely one of the terms survives. Also, the parity (−1)P of the

permutation P equals the parity of the number of inversions, i.e. the number of pairs µ, ν ∈ ZM
such that µ < ν but Pµ > Pν [27]. Therefore the product yields∏
µ,ν∈ZM
µ<ν

sinhκ(nµ − nν) ∼ (−2)−
M(M−1)

2

∏
µ,ν∈ZM

P−1µ<P−1ν, µ>ν

eκ(nµ−nν)
∏

µ,ν∈ZM
P−1ν<P−1µ, µ>ν

(
−eκ(nν−nµ)

)

= (−2)−
M(M−1)

2 (−1)P
∏

µ,ν∈ZM
µ<ν, Pµ>Pν

eκ(nPµ−nPν)
∏

µ,ν∈ZM
ν<µ, Pµ>Pν

eκ(nPν−nPµ)

= (−2)−
M(M−1)

2 (−1)P exp

κ ∑
µ,ν∈ZM
µ>ν

(nPµ − nPν)


= (−2)−

M(M−1)
2 (−1)P exp

−κ ∑
µ∈ZM

nPµ(M − 2µ+ 1)

 . (3.121)

In the limit, the entire term given in (3.120) can be written as

(−2)
M(M−1)

2 (−1)P
∑

m∈DM
cm1···mM (p)

exp

2κ
∑
j∈ZM

(mQjnj −
1

2
κ(M − 1)nj) + κ

∑
µ∈ZM

nPµ(M − 2µ+ 1)

 . (3.122)

Using equation (3.113), this becomes

(−2)
M(M−1)

2 (−1)P
∑

m∈DM
cm1···mM (p)

exp

2κ
∑
j∈ZM

(mPQjnPj −
1

2
κ(M − 1)nPj) + κ

∑
µ∈ZM

nPµ(M − 2µ+ 1)

 =

= (−2)
M(M−1)

2 (−1)P
∑

m∈DM
cm1···mM (p) exp

2κ
∑
j∈ZM

(mPQj + 1− j)nPj

 . (3.123)

After defining

gj(m) :=

j∑
λ=1

(mPQj + 1− j) (3.124)
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and noticing that gj − gj−1 = (mPQj + 1− j) we can rewrite this expression as

(−2)
M(M−1)

2 (−1)P
∑

m∈DM
cm1···mM (p) exp

2κ
∑
j∈ZM

(gj − gj−1)nPj


= (−2)

M(M−1)
2 (−1)P

∑
m∈DM

cm1···mM (p) exp

−2κ
∑
j∈ZM

(nP (j+1) − nPj)gj

 . (3.125)

In this expression, we recognize nP (j+1) − nPj , which we assume to tend to infinity. Therefore,

we need to investigate the sign of gj(m), to find out if this expression converges: from the

definition of gj we see immediately that gj(m) < 0 if

j∑
λ=1

mj <
λ(λ− 1)

2
,

but as we saw in Section 3.9.3, all the coefficients cm1···mM satisfying this condition are zero by

virtue of the relation (3.78). Therefore divergence of our expression cannot occur. If on the

other hand gj(m) > 0 for some j, the expression tends to zero. Therefore, the only remaining

term is the one for which gj(m) = 0 for all j, which implies mPQj = j − 1, or equivalently

mj = Q−1P−1j − 1. Using the notation and expressions from Section 3.9.4 we find that we can

write the expression from (3.120) as

(−2)
M(M−1)

2 (−1)PdQ−1P−1(if(p)) = (−1)P d̃0

∏
µ,ν∈ZM
µ<ν

(
1− 1

2κ
(f(pPQµ)− f(pPQν))

)
,

(3.126)

where d̃0 is a normalization. Therefore in the limit where nP (i+1)−nPi →∞ for some P ∈ πM ,

the eigenfunction tends to

ψ(n1, · · · , nM ) = ψ0

∑
Q∈πM

(−1)QP exp

i ∑
λ∈ZM

pQλnλ

 ∏
µ,ν∈ZM
µ<ν

(
1− 1

2κ
(f(pPQµ)− f(pPQν))

)
,

(3.127)

for some normalization ψ0, which proves that factorized scattering is a feature of our model.

Although this is not unanticipated, it is very nice to see it explicitly.

3.12 Conclusion

In this chapter, we have found eigenfunctions for Inozemtsev’s infinite spin chain in all the

sectors of the Hilbert space. We found out that the energy is additive, a very nice property

which is usually associated to integrable systems. In addition, we managed to show that the

model displays factorized scattering, which hints even stronger in this direction. It would be

interesting to know whether this set of eigenfunctions is complete, but in general questions

about the completeness of sets of eigenfunctions is extremely complicated for models with
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infinite degrees of freedom. We will therefore not pursue this goal here. Instead, to find out

more about its structure, we will focus next on the spectrum of this chain through an analysis

of its behaviour in the thermodynamic limit.
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Chapter 4
Thermodynamics of Inozemtsev’s

Spin Chain

An interesting aspect of spin chains is their behaviour in the thermodynamic limit. While it is

often possible to find the finite-size ground state of short-range models, finding this state for

long-range models can be very complicated due to the complexity of the model. In passing to

the thermodynamic limit (sending both the length L and the number of quasi-particles M to

infinity, while keeping M/L fixed), it is often possible to write down integral equations that

determine the behaviour in exact form. In this chapter, we aim to study the thermodynamics

of Inozemtsev’s spin chains. As a first step, we derive a set of Bethe equations.

4.1 Bethe Equations

In Chapter 3, we have found the eigenfunctions of Inozemtsev’s infinite spin chain. Or, to be

more precise, we have derived the functional form of the eigenfunctions, |ψ〉p, depending on the

complex momentum vector p. We never checked whether the |ψ〉p are proper eigenfunctions for

all p ∈ CM . Indeed, we did already note that the sum in (3.91) converges only for momenta

that satisfy |Im(pi) < 2κ for all i, but this restriction arose because of the ordering the sums

we chose in (3.89). We will postpone a more detailed analysis of the summation order until we

know more about the spectrum of the hamiltonian H.

However, even if we would accept this limit on the momenta, the remaining set of momenta

still seems to be too big to parametrize the spectrum of this infinite model. For the (finite-size)

periodic chain, the periodicity condition on the wavefunction quantizes the momenta, resulting

in a discrete spectrum. When passing to the infinite chain the spectrum does not have to stay

discrete: H is an operator on an infinite-dimensional Hilbert space and therefore its spectrum

can have a continuous part. However, there is a strong similarity between the finite-size and
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infinite chain. The finite-size chain has translational invariance because it is periodic. When

taking the limit L → ∞ the hamiltonian loses its periodicity, but stays translation invariant

as its state space consists of states on an infinite line. Therefore, it can be expected that the

spectra of the finite and the infinite spin chain resemble this close relationship and should not

differ too much1.

It is in the light of the remarks above that the Asymptotic Bethe Ansatz can be best understood.

It hypothesizes that the spectrum of the infinite chain can be found by imposing periodic

boundary conditions on the asymptotic form of the wavefunction of the infinite chain and

solving the resulting set of equations in the limit that L→∞. To be more precise, we consider

the hamiltonian

HL =
L∑

j,k=1
j 6=k

1

sinh2(κ(j − k))
(σj · σk − 1) (4.1)

and impose periodic boundary conditions on its eigenfunctions:

ψ(n1, n2, · · · , nM ) = ψ(n2, · · · , nM , n1 + L). (4.2)

We assume that in the asymptotic regime the eigenfunctions of this model are the same as

those of Inozemtsev’s infinite spin chain. If we now take L to be large and consider the periodic

boundary conditions for the case where n1 � n2 � · · · � nM , we can use the asymptotic form

of the eigenfunctions of the infinite chain to derive a set of equations. These functions were

given in (3.127) and read (plugging in P = Id)

ψ(n1, · · · , nM ) = ψ0

∑
Q∈πM

(−1)Q exp

i ∑
λ∈ZM

pQλnλ

 ∏
µ,ν∈ZM
µ<ν

S (pQµ, pQν) , (4.3)

where

S (p, q) = (1− i(φ(p)− φ(q))) (4.4)

and φ : C→ C is defined as

φ(p) :=
f(p)

2κi
=

p

2κπi
ζ

(
iπ

2κ

)
− 1

2κi
ζ

(
ip

2κ

)
. (4.5)

Let us first define the permutation R ∈ πM as R = (12)(23) · · · ((M − 1)M) or alternatively as

Ri =

i+ 1, if i ≤M

1, if i = M
(4.6)

1Admittedly, the term ”too much” is not very precise, but at least it motivates us to study the spectrum more

closely.
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and note that its sign is (−1)M−1 since it is the sum of M − 1 transpositions. Plugging in the

asymptotic form given in (4.3) into the boundary conditions (4.2) yields 2

∑
Q∈πM

(−1)Q exp

i ∑
λ∈ZM

pQλnλ

 ∏
µ,ν∈ZM
µ<ν

S (pQµ, pQν) =

∑
Q∈πM

(−1)Q exp

i ∑
λ∈ZM

pQλnRλ + ipQML

 ∏
µ,ν∈ZM
µ<ν

S (pQµ, pQν) . (4.7)

If we concentrate on the right-hand side, we see that we can rewrite this as follows:

∑
Q∈πM

(−1)Q exp

i ∑
λ∈ZM

pQλnRλ + ipQML

 ∏
µ,ν∈ZM
µ<ν

S (pQµ, pQν) =

∑
Q∈πM

(−1)Q exp

i ∑
λ∈ZM

pQR−1λnλ + ipQML

 ∏
µ,ν∈ZM
µ<ν

S (pQµ, pQν) =

∑
Q∈πM

(−1)QR exp

i ∑
λ∈ZM

pQλnλ + ipQRML

 ∏
µ,ν∈ZM
µ<ν

S (pQRµ, pQRν) =

∑
Q∈πM

(−1)M−1eipQ1L(−1)Q exp

i ∑
λ∈ZM

pQλnλ

 ∏
µ,ν∈ZM
µ<ν

S (pQRµ, pQRν) , (4.8)

where we have used the fact that RM = 1 and have that πMR = πM . We can now compare

the left- and right-hand side of (4.7) by considering the coefficients in front of the different

exponents. Note that the exponents exp
(
i
∑

λ∈ZM pQλnλ

)
are assumed to be all different if the

permutations Q are not the same, since the momenta pi are all different. Therefore, they are

functionally independent and we can equate the coefficients of all these exponents. This leads

to

(−1)M−1eipQ1L
∏

µ,ν∈ZM
µ<ν

S (pQRµ, pQRν) =
∏

µ,ν∈ZM
µ<ν

S (pQµ, pQν) (4.9)

for all Q ∈ πM . We consider the equations for which Q = (1j), j ∈ ZM . Most of the terms

in the product on the left-hand side also occur on the right-hand side and if we assume them

to be nonzero, we can divide them out. Namely, if we take µ < ν such that Rµ < Rν, then

to S (pQRµ, pQRν) on the left-hand side there corresponds a term on the right-hand side. After

dividing these terms out, the remaining terms have ν = M on the left-hand side and µ = 1 on

2The derivation presented here is quite general: indeed, any spin chain for which the eigenfunctions have an

asymptotic form as in equation (4.3) has the same functional form of the Bethe equations, i.e. this derivation

would work for most spin chains with a known scattering matrix.
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the right-hand side:

(−1)M−1eipjL
∏
µ∈ZM
µ<M

S
(
p(1j)Rµ, pj

)
=
∏
ν∈ZM
1<ν

S
(
pj , p(1j)ν

)
. (4.10)

After reordering the product on the left-hand side to get rid of the R we get

(−1)M−1eipjL
∏
µ∈ZM
µ>1

S
(
p(1j)µ, pj

)
=
∏
ν∈ZM
1<ν

S
(
pj , p(1j)ν

)
(4.11)

which is equivalent to

(−1)M−1eipjL
∏
µ∈ZM
µ6=j

S (pµ, pj) =
∏
ν∈ZM
ν 6=j

S (pj , pν) . (4.12)

Therefore, if we assume that the products are nonzero, we end up with the following set of

equations:

eipjL = (−1)M−1
∏
µ∈ZM
µ 6=j

S (pj , pµ)

S (pµ, pj)
=
∏
µ∈ZM
µ 6=j

1− i(φ(pj)− φ(pµ))

i(φ(pµ)− φ(pj))− 1
=

∏
µ∈ZM
µ 6=j

φ(pj)− φ(pµ) + i

φ(pj)− φ(pµ)− i
. (4.13)

These are the Bethe equations of our model and we will study them most thoroughly in the

next chapters.

4.2 Antiferromagnetic Ground State

As a first application, we will use the Bethe equations to find the antiferromagnetic ground

state of the infinite chain in the thermodynamic limit, following an approach first proposed by

Hulthén in [28]. A similar study was published by Dittrich and Inozemtsev in [29].

We choose the interaction parameter of the hamiltonian as J = − sinh2(κ)
κ2

, such that the hamil-

tonian reads

HL =
1

4

L∑
j,k=1
j 6=k

sinh2(κ)

sinh2 κ(j − k)
(σj · σk − 1) (4.14)

and define the length L of the spin chain to be even. Note that a rescaling does not alter the

appearance of the eigenstates we found earlier. We can use the known formula

log

(
1− ix
1 + ix

)
= −2i arctanx
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to take the logarithm of the Bethe equations, choosing a proper branch, to arrive at

iπ(M − 1) + 2πiQj + ipjL = 2i
∑
k∈ZM
k 6=j

arctan (φ(pk)− φ(pj)) , (4.15)

where the Qj are integers. We can redefine Qj → Qj − M+L−1
2 to combine all the integers into

the Qj , which are now either elements of Z or Z + 1
2 depending on whether M + L− 1 is even

or odd. This leads to the following form

Qj
L

=
π − pj

2π
− 1

πL

∑
i∈ZM
i 6=j

arctan (φ(pj)− φ(pi)) , (4.16)

which we will name Logarithmic Bethe Equations (LBE). Due to the fact that φ is 2π-periodic,

it is obvious from this equation that we can restrict the pj to lie in the interval [0, 2π[ if we

require them to be real in the first place. Moreover, all the pj should be different to obtain a

nontrivial wavefunction. We can also define a unique inverse of the function φ for all pj if we

omit pj = 0. Since magnons with zero momentum carry zero energy in this model (since ε0 = 0),

this implies that we only omit descendant states. Using the inverse of φ we can achieve a one-

to-one correspondence between a set of numbers λj ∈ R and the pj via the relation λj = φ(pj),

allowing us to rewrite the LBE in terms of the λj as

Qj
L

=
π − φ−1(λj)

2π
− 1

πL

∑
i∈ZM
i 6=j

arctan (λj − λi) . (4.17)

The sets {λi} that solve this equation for a set of noncoinciding Qj ’s in the case M = L/2

correspond to antiferromagnetic eigenstates of the infinite Inozemtsev model. To be able to find

these sets, it is most useful to first find the allowed range for the Qj .

4.2.1 Restricting the Qj

In the context of the previous section, we will prove the following theorem.

Theorem. There exists an A ∈ R such that for all L > A, the Qj form a string of (half)-integers

satisfying

Qj = L/4− 1/2(j − 1).

Proof. We consider the right-hand side of equation (4.16) and look at its limiting behaviour.

Consider the Qj as a function of pj , namely

Qj(pj) =
π − pj

2π
L− 1

π

∑
i∈ZM
i 6=j

arctan (φ(pj)− φ(pi)) . (4.18)
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This function is differentiable and its derivative is clearly continuous on the open interval (0, 2π).

We would like to show that Q′j(pj) < 0 for all pj ∈ (0, 2π) when we restrict L to be greater

than some number. To see whether this is can be done, we investigate the derivative of the

summation in (4.18), which reads

Ξ(pj) =
∑
i∈ZM
i 6=j

1

1 + (φ(pj)− φ(pi))
2φ
′(pj)

=
∑
i∈ZM
i 6=j

1

1 + (φ(pj)− φ(pi))
2

(
1

2iπκ
ζ

(
iπ

2κ

)
+

1

4κ2
℘

(
ipj
2κ

))
. (4.19)

This function is finite for all values pj ∈ (0, 2π) and its limits pj → 0 and pj → 2π are equal,

since Ξ is the derivative of an odd function around pj = π, hence even around pj = π. The limit

pj → 0 is easily found using the known Laurent expansions for the Weierstraß functions (see

Appendix E) and equals −(M−1), since all the summands reduce to −1 in this limit. So Ξ(0) is

finite and we see that Q′j(0) = − L
2π + M−1

πL , which is negative for all M ≤ L. Therefore, we know

that Q′j is negative close to the endpoints of [0, 2π]. Also, since we know that Ξ is finite at both

endpoints, we know it is bounded and continous on the compact interval [0, 2π] and therefore has

a maximum A. If we restrict L > 2|A|, we find that Q′j(pj) ≤ − L
2π + |A|

πL < 0 for all pj ∈ (0, 2π).

So for L > 2|A|, we know that Qj(pj) has its maximum at pj = 0 and its minimum is approached

going towards pj = 2π. These values are easily calculated: since Qj is an odd function around

pj = π, Qmin = −Qmax. Furthermore, using the limit limx→±∞ arctan(x) = ±π/2,

Qmax =
L

2
− M − 1

π

π

2
=
L

4
+

L

4M
=
L

4
+

1

2
.

So for the antiferromagnetic ground state, we have −Qmax < Qj < Qmax, because both pj = 0

and pj = 2π are excluded values for pj . The total number of Qj is M = L/2, which implies

that the allowed Qj form a string from −Qmax + 1 to Qmax − 1, i.e. are of the form

Qj = L/4− 1/2(j − 1),

since the fact that the pj should be different also implies that the Qj should be different through

equation (4.18). This is the usual assumption for the antiferromagnetic ground state and the

above reasoning shows that this is also correct for this case.

4.2.2 Passing to the Thermodynamic Limit

So we take Qj = L/4 − 1/2(j − 1). We again consider equation (4.17). We fix the ratio

M/L = 1/2 and consider the limit that L → ∞, i.e. the thermodynamic limit. In this limit,

the numbers Qj/L becomes a continous variable x and the summation becomes an integral.

Thereefore, equatio (4.17) becomes

π − φ−1(λ(x))

2π
= x+

1

π

∫ ∞
−∞

arctan(λ(x)− λ(y))dy, (4.20)
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where there is a relation between the x and the λ which can be formalized by defining σ(λ) = dx
dλ .

This allows us to get rid of the x-variable all together and write

π − φ−1(λ)

2π
=

∫ λ

σ(λ′)dλ′ +
1

π

∫ ∞
−∞

arctan(λ− λ′)σ(λ′)dλ′, (4.21)

where the first integral is a primitive of σ. By differentiation with respect to λ we see that

σ(λ) =
dφ−1

dλ
+

1

π

∫ ∞
−∞

σ(λ′)

1 + (λ− λ′)2
dλ′.

We can solve this integral equation for σ via a Fourier transformation and find

σ(λ) = −
∫ ∞
−∞

dk

(2π)2

eiλk

1 + e−|k|

∫ ∞
−∞

dλ′(φ−1)′(λ′)e−iλk, (4.22)

where the prime on φ−1 indicates differentiation with respect to λ. Using this we can find the

energy per site as given by the formula

e =

∫ 2π

0
εpdp =

∫ ∞
−∞

εφ−1(λ)σ(λ)dλ,

where we used the one particle energy εp from (3.27). Unfortunately, this Fourier integral cannot

be solved exactly.

4.3 The Yang and Yang approach

Instead of looking at the case of half-filling (M = L/2), we also consider the case of arbitrary

fixed density n = M/L. This means that instead of postulating M = L/2 and deriving a

fixed set of Qj ’s, we can also look at the occupation of the numbers Qj/L, following a famous

derivation by Yang and Yang [30]. For the antiferromagnetic ground state we only used the

numbers Qj = L/4− 1/2(j − 1), which form an equidistant string symmetric around zero and

exhaust the entire domain of the Qj in the limit L→∞. Since now we do not specify M = L/2,

the allowed range of the Qj becomes larger and we can get strings with ’holes’ in them. We

associate particles to the Qj that do occur in our solution and holes to those that do not.

After going to the thermodynamic limit, this defines two densities, one for occupied numbers

(particles) and one for unoccupied numbers (holes). We have a one-to-one correspondence

between p’s and λ’s, so we can and will use the λ’s to analyze this. To make this more precise,

define the function

Z(λ) =
π − φ−1(λ)

2π
− 1

πL

∑
i∈ZM

arctan (λ− λi) , (4.23)

usually called the counting function. We define holes to be at λn ∈ R such that Z(λn) = Q/L,

where Q is an unoccupied integer. Similarly, particles are situated at those λn ∈ R such that

Z(λn) = Q/L, where Q is an occupied integer. In the thermodynamic limit, this defines the

density of particles ρ(λ) and density of holes ρh(λ). Note that the particle density corresponds
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exactly to the relation σ between x and λ in the previous section. In thermal equilibrium we

must have that

Z(λ) =

∫ λ (
ρ(λ′) + ρh(λ′)

)
dλ′.

By differentiation, we see that

ρ(λ) + ρh(λ) =

(
−φ−1

)′
(λ)

2π
− 1

π

∫ ∞
−∞

ρ(λ′)

1 + (λ− λ′)2
dλ′. (4.24)

We can immediately write the energy per site using the particle density:

e =

∫ ∞
−∞

εφ−1(λ)ρ(λ)dλ, (4.25)

If we can also define the entropy per site, we can actually give a formula for the Helmholtz free

energy per site. Luckily, this is the case: If we look at an interval between λ and λ+ dλ, we see

that the logarithm of the number of orderings of particles and holes is given by

log

(
(L(ρ(λ) + ρh(λ))dλ)!

(Lρ(λ)dλ)!(Lρh(λ)dλ)!

)
, (4.26)

which in the thermodynamic limit reduces to the entropy per site:

s =

∫ ∞
−∞

((
ρ(λ) + ρh(λ)

)
log(ρ(λ) + ρh(λ))− ρ(λ) log(ρ(λ))− ρh(λ) log(ρh(λ))

)
dλ (4.27)

for the entropy per site, where we used the Stirling formula. Now we can give the free energy

per site fH := e− Ts. To find the state of thermal equilibrium for a state of particle density

n =
∫∞
−∞ ρ(λ)dλ, we should minimize the free energy under the constraint that n is constant.

This amounts to minimizing the following functional, in which A is a Lagrange multiplier:

S := e− Ts−An =

∫ ∞
−∞

{
(εφ−1(λ) −A)ρ(λ)− T

((
ρ(λ) + ρh(λ)

)
log(ρ(λ) + ρh(λ))

−ρ(λ) log(ρ(λ))− ρh(λ) log(ρh(λ))
)}

. (4.28)

Due to equation (4.24), the variations with respect to the particle and hole densities are not

independent and we can write for the variation of S

δS =

∫ ∞
−∞

dλ

εφ−1(λ) −A− T log

(
ρh(λ)

ρ(λ)

)
+
T

π

∫ ∞
−∞

dq
log
(
ρ(q)+ρh(q)
ρh(q)

)
1 + (λ− q)2

 δρ(λ). (4.29)

Therefore, in thermal equilibrium, when δS = 0, we must have, after defining

E(λ) := T log
(
ρh(λ)
ρ(λ)

)
E(λ) = εφ−1(λ) −A+

T

π

∫ ∞
−∞

dq
log
(
1 + e−E(q)/T

)
1 + (λ− q)2

. (4.30)

As in analogous cases [30], it is probably possible to prove that one can find E(λ) by iteratively

solving this equation. Numerical results have been obtained and are displayed in Figure 4.1. It

66



-4 -2 2 4
Λ

5

10

15

20
YHΛL

(a) A = 0.1, T = 1.

-4 -2 2 4
Λ

10

20

30

40
YHΛL

(b) A = 1, T = 1.

-4 -2 2 4
Λ

10

20

30

40

50

60
YHΛL

(c) A = 2, T = 1.

-4 -2 0 2 4
Λ

100

200

300

400
YHΛL

(d) A = 5, T = 1.

-4 -2 2 4
Λ

-2

-1

1

2
YHΛL

(e) A = 5, T = 10.

-4 -2 2 4
Λ

-2

-1

1

2

3

4

5
YHΛL

(f) A = 1, T = 10.

Figure 4.1: Plots of the numerical result for Y (λ) for various values of A and T . It is clear from

these that increasing the density with respect to the temperature increases the inhomogeneity

in the particle-hole density.

is clear from this figure that increasing the density with respect to the temperature increases

the inhomogeneity in the particle-hole density. It seems unlikely that an exact result exists,

due to the complicated structure of εφ−1(λ). With the new definition for E, we can also rewrite
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equation 4.24 to read

ρ(λ)
(

1 + eE(λ)/T
)

=

(
−φ−1

)′
(λ)

2π
− 1

π

∫ ∞
−∞

ρ(λ′)

1 + (λ− λ′)2
dλ′. (4.31)

If we plug this expression back into the free energy per site f = e − Ts, we end up with the

following rather simple looking expression

fH = An+
T

2π

∫ ∞
−∞

log
(

1 + e−E(λ)/T
) (
φ−1

)′
(λ)dλ = An− T

∫ 2π

0

dp

2π
log
(

1 + e−E(φ(p))/T
)
.

(4.32)

Finally, there is standard notation in the physics literature, in which the variable Y (λ) :=

e−E(λ)/T is used. In terms of this variable, we have

− log(Y (λ)) =
εφ−1(λ) −A

T
+

1

π

∫ ∞
−∞

dq
log (1 + Y (λ))

1 + (λ− q)2
(4.33)

to solve for Y and the free energy is given as

f = An− T
∫ 2π

0

dp

2π
log (1 + Y (φ(p))) . (4.34)

Since the best we can do at this stage is to numerically approximate Y , there is nothing more

to gain from this analysis.

4.4 Conclusion

It is possible to obtain some insights into the thermodynamics of Inozemtsev’s infinite spin

chain by applying the methods of Hulthén and Yang and Yang. Indeed, we could find a Fourier

integral for the particle density at half-filling of the antiferromagnetic ground state, but solving

it analytically seems impossible. By generalizing to arbitrary fillings, we were able to derive

a set of integral equations that govern the particle to hole ratio. These equations were solved

numerically. We will now shift our attention and start to study the multi-particle bound-

states of this model, which could perhaps shed some light on the mechanisms involved to reach

thermodynamic equilibrium. This analysis is much more involved than the one followed in this

chapter and contains several very interesting features.
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Chapter 5
The Spectrum of Inozemtsev’s

Infinite Spin Chain

5.1 Motivation

In the previous chapter we have been investigating the thermodynamic behaviour of Inozemt-

sev’s infinite spin chain by looking at the real solutions of the Bethe equations in the thermody-

namic limit. This led to an unsolvable Fourier integral for the energy of the antiferromagnetic

ground state. Moreover, we found integral equations that govern the behaviour of the particle

density on the spin chain at fixed density n, but due to the complicated form of these equations,

we were unable to consider the spectrum of excitations. There is, however, still another way

to find out more about the spectrum of this spin chain: we can consider solutions of the Bethe

equations consisting of complex momenta. These solutions can be interpreted as bound states

and can be used to study the thermodynamic behaviour of the model by invoking the unproven

String Hypothesis, which stipulates that the thermodynamical behaviour of an integrable model

is completely determined by the behaviour of its strings [10]. These strings are the asymptotic

(or infinite-length) bound-state solutions of the Bethe equations of the model and can usually

be depicted as strings, hence their name. For now, we will refrain from going too deep into

the details of the string hypothesis, since its application for this particular case will at the very

least be extremely difficult.

Interestingly, there are more reasons than just an interest in the thermodynamics of this model

to study its bound states. Indeed, the wavefunctions of the bound states are the starting point

to form a basis of eigenstates of the Hilbert space of the infinite spin chain and hence give access

to the eigenvalues of the hamiltonian. There are various applications of spin chains in which

the eigenvalues of the spin-chain hamiltonian play a crucial role.
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Figure 5.1: One can map certain (2+0)-dimensional lattice models onto (1+1)-dimensional spin

chains and find the partition function Z by analyzing the spectrum of the spin-chain hamiltonian

T .

For example, (2 + 0)-dimensional lattice models can sometimes be mapped to a (1 + 1)-

dimensional spin chain [2] (this is illustrated in Figure 5.1). This allows one to write the

partition function Z of the lattice model in the following form:

Z = Tr
(
TM

)
,

where M is the number of rows in the lattice and T is called the transfer matrix that relates

rows in the lattice and can be interpreted as a spin-chain hamiltonian. By calculating the

spectrum of T , for example using the Bethe Ansatz, one can actually access the exact form of

the partition function Z, because it depends only on the eigenvalues of T . A great example of

applying this method is the six-vertex model, which can be mapped onto the Heisenberg XXZ

spin chain [2].

A more recent application of spin chains – and in particular of Inozemtsev’s infinite spin chain

– can be found in the context of the AdS/CFT-correspondence [31]: the primary operators of a

conformal field theory (CFT) are eigenfunctions of the dilatation operator D. These operators

are given by

O = Tr (Φi1Φi2 · · ·ΦiL) , (5.1)

where the Φ’s are fields of the underlying gauge theory. Minahan and Zarembo showed in [31]

that these operators can be thought of as states of a spin chain and the dilatation operator as a

spin-chain hamiltonian. Therefore, to find the primary operators of the CFT, one only needs to

find the spectrum of the spin chain. However, this might be very difficult in practice, because

the associated spin chain can be complicated and one has to resort to approximations to obtain

results. In the particular case of N = 4 super Yang-Mills theory, the dilatation operator can be

expanded in the form

D =
∞∑
n=0

Dn-loop,
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where the Dn-loop are the contributions at the n-th loop order. Serban and Staudacher showed

in [32] that up to third order, the spectrum of D coincides with the spectrum of Inozemtsev’s

infinite spin chain. The question what the exact spectrum of this spin chain actually is remained

open and we will try to answer it in this chapter by characterizing all the bound states.

5.2 Bound-State Solutions

Bound states are modelled by wavefunctions that vanish in the limit that the spatial distance

between the particles tends to infinity. These wavefunctions are parametrized by sets of M

complex momenta {pj} such that their sum is real, i.e.

M∑
j=1

pj ∈ R

and that the corresponding energy is also real. Since we can associate a real momentum to the

collective of particles associated to this set of momenta and these particles must be relatively

close together, bound states can be thought of as quasi-particles moving along the spin chain.

In the following we will first classify all the asymptotic bound-state solutions to the Bethe

equations and then analyze their structure to see whether these solutions can tell us something

about the thermodynamics of Inozemtsev’s spin chains. In addition, we will try to conclude

whether these solutions describe the spectrum of the hamiltonian of this spin chain.

5.2.1 Properties of Asymptotic Bound-State Solutions

The solutions we are looking for are sets of M complex momenta {pj} that form a bound state

and also solve the Bethe equations we derived earlier in (4.13)

eipjL =
M∏
n=1
n6=j

φ(pj)− φ(pn) + i

φ(pj)− φ(pn)− i
, (5.2)

in the limit that L → ∞. This means the following: for each pj , there is a sequence
(
p

(L)
j

)
,

indexed by the length L, that solves the Bethe equations for finite L and has limit pj as L→∞.

To avoid clutter, we will not write the superscript (L) and will simply talk about pj as L→∞.

In order to find all the solutions sets, we will first derive a set of properties that every solution

must obey. Suppose we have a solution set S = {pj}. We treat three cases:

Case 1. Suppose p1 ∈ S has Im(p1) > 0. The left-hand side of the Bethe equation for p1 will

tend to zero as L → 0, which implies that the right-hand side should also tend to zero. This

means that at least one of the terms in the product should tend to zero, which means that there

must exist a pi ∈ S such that φ(p1)− φ(pi) + i→ 0. This pi must have Re(φ(pi)) =Re(φ(p1))

and Im(φ(pi)) =Im(φ(p1))− 1.
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Case 2. By a similar argument, we know that if Im(p1) < 0, there must exist pi ∈ S such that

φ(p1)− φ(pi)− i→ 0. Indeed, since the left-hand side of the Bethe equation for p1 diverges,

so must the right-hand side, which implies that one of the denominator in the product must

vanish.

Case 3. The case in which p1 is real is special and is treated in Appendix D; for a consistent so-

lution to the Bethe equations, the real momentum p1 should be such that Re(φ(p1)) =Re(φ(pj))

for any j.

From these considerations we see that the properties of the {pj} that determine whether they

form a solution to the Bethe equations are their images under φ (thus {φ(pi)}) and the sign of

their imaginary parts. We will use this fact to simplify the problem of finding solutions, but

first we need some notation.

In the cases discussed above, we also say colloquially that pi helps to satisfy the Bethe equation

of p1. Inspired by our observation in the previous paragraph, we introduce a graphical notation

to write down solutions. In Figure 5.2, we depict the first two cases treated above. If pi helps

p1, we draw an arrow from the point φ(pi) to the point φ(p1) in the image space of φ, which we

will name φ-space. The points in φ-space are simply image points1. To simplify even further,

φ(pi)

φ(p1)

φ(p1)

φ(pi)

Figure 5.2: A graphical way of depicting the simplest dependence between momenta in a solution

S of the Bethe equations.

we represent the points in φ-space by +, − or a 0, depending on whether the imaginary part

of p1, pi is positive, negative or zero respectively. This leads to the following allowed building

blocks for a configuration of a solution in φ-space (Figure 5.3). Note that these building blocks

preserve exactly all the relevant aspects of the pj . We have therefore split the problem into two

parts: we can first investigate what the allowed configurations of the building blocks in φ-space

are and consequently try to find the momenta sets that correspond to such a configuration.

In principle we do not even need information about φ to study the allowed configurations, al-

though in general we can expect that some configurations might not have a corresponding set

of momenta because of the exact behaviour of φ.

1One could be tempted to call these points rapidities and their space the rapidity space, but since the function

φ is not bijective, this would be an abuse of nomenclature.
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−
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−
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0
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Figure 5.3: The five allowed building blocks.

Our first task is therefore to classify all the allowed configurations in φ-space. From the analysis

of the cases, we can deduce that a configuration of a M -particle solution is such that

• all its image points φj have the same real part.

• it is built up from the 5 building blocks given in Figure 5.3.

• it consists of exactly one connected component. We will call (a component of) a con-

figuration connected if and only if between any two points there exists a path along the

(undirected) arrows connecting the two points. To avoid overcounting, we consider only

those configurations that consist of one connected component. This will allow us later to

build all the solutions.

• the image points form an equidistant string with distance i, i.e. of the form

{φr + (φi + j − 1)i | 1 ≤ j ≤ m}, where m ∈ N and φr, φi ∈ R.

• it consists of M −k signs (plusses, minusses), each with at least one arrow in its direction,

and k zeroes, where k = 0, 1. This follows from the fact that the equation φ(p) = c ∈ R
has a unique solution for p ∈ [0, 2π[.

The treatment given above is quite standard (see e.g. [33]), but for our case incomplete. It

will be necessary to take the rate with which all the various limits (L → ∞) are reached into

account. We associate to each pj a δj > 0 that indicates how fast the solution converges to pj

in the following sense: the sequence we associate to each pj gives rise to the sequence in φ-space(
φ
(
p

(L)
j

))
with limit φj . Since the left-hand side of the Bethe equations converges to 0 (or

diverges to infinity) exponentially, the right-hand side should do the same, implying that the

image point sequence should converge exponentially. We say that for large L

φ
(
p

(L)
j

)
= φj +O

(
e−δjL

)
.

Although we saw that it is possible to classify all the allowed configurations in φ-space without

considering φ at all, we will now first study φ, to make sure that to every allowed configuration

there corresponds at least one set of momenta.
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−κi

κi

(+,+) (−,+)

(+,−) (−,−)

φ = (0, 0)

Im(φ(x+ iκ)) = −1/2

Im(φ(x+ iκ)) = 1/2

0 2π
0 2π

x

φcrit

−φcrit

Re(φ(x± iκ))

π
pcrit

Figure 5.4: The range of φ as it distributes over the domain: The signs in brackets indicate the

sign of (Re(φ), Im(φ)) in that part of the domain. The behaviour of the real part of φ on the

top and bottom domain boundary is explicitly shown in the plot on the right.

5.2.2 Characterization of φ

We are considering the function φ : [0, 2π[⊕ iR→ C defined by

φ(p) =
p

2iπκ
ζ

(
iπ

2κ

)
− 1

2iκ
ζ

(
ip

2κ

)
. (5.3)

This function is odd and quasiperiodic, satisfying

φ(p) = −φ(−p), φ(p+ 2π) = φ(p), φ(p+ 2iκ) = φ(p)− i,

which means that its behaviour on the fundamental region [0, 2π[⊕ i[−κ, κ] completely deter-

mines its behaviour on [0, 2π[⊕ iR. In Appendix B, we show using the argument principle and

the fact that φ has one pole in the fundamental region at z = 0 that φ : [0, 2π[⊕ i[−κ, κ]→ C is

almost bijective2. It is certainly surjective, but attains some values twice, namely those α ∈ C
for which Im(α) = ±1/2 and −φcrit < |Re(α)| < φcrit, where φcrit > 0 depends on the parameter

κ. The preimages of these values lie on the top and bottom boundary of the fundamental region,

i.e. where Im(p) = ±κ. This behaviour is illustrated in Figure 5.4. Note in particular that in

the fundamental region it is true that if Im(p) < 0, Im(φ(p)) > 0 and vice versa.

2With almost bijective we mean that the restriction of φ to a domain differing from the fundamental region

by a set of measure zero is bijective.
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Because φ is almost bijective on the fundamental region and quasi-periodicity allows us to find

all values of φ from its behaviour on that region, we introduce a partition of the domain of φ

into regions as follows: region 1 is the fundamental region defined before and for n ≥ 2, region

n is defined to consist of all those p = pr + pii ∈ [0, 2π[⊕ iR with (n− 1)κ < |pi| ≤ nκ (see also

Figure 5.5). It is most interesting that the restriction φ
∣∣
i

to region i is almost bijective for every

Region 1

Region 1

Region 2

Region 2

0 2π

κi

−κi

2κi

−2κi

Figure 5.5: The complex strip and its partition into regions. The dashed lines at nκi belong to

the inner regions.

i. In particular, all the φ
∣∣
i

are surjective. This implies that for every image point α, there is a

solution p ∈ Region i such that φ(p) = α for every i, i.e. every image point α has a countably

infinite set of preimages. For now, this is enough information on φ, but more information can

be found in Appendix C.

5.2.3 Building Solutions

Now we know more about φ, we can start to classify all the allowed configurations in φ-space

and find all the associated sets of momenta. We start from a set of m ≤M image points

{φj = φr + (φi + j − 1)i|φr,i ∈ R, 1 ≤ j ≤ m}

forming an equidistant string. We will say that a momentum p that has φ(p) = φj in this

set is associated to level j. For all the known models, such as the Heisenberg XXX model or

the Hubbard model, the relation φ between the image points and the momenta is a bijective

function and thus this set of image points specifies a unique set of momenta, a string solution

[33]. Since our φ is not bijective – and in fact all the image points have an infinite number of

preimages – the set specified by this configurations of image points is far from unique. Moreover,

we can associate several momenta to each image point, which makes the analysis much more

complicated and allows for more complicated configurations. It is therefore really necessary to

investigate which configurations of the image points are allowed, using the graphical language

we introduced before.
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String Solutions

As a first case, let us restrict ourselves to the (traditional) string solutions, i.e. solutions with M

levels and M momenta. For even M , the only allowed sign configuration consists of mp plusses

−

+

−

−

...

...

+

+

...

...

mm

mp

Figure 5.6: The

general structure

of a string-solution

for even M .

and mm minusses, both nonzero, such that mp + mm = M and the

plusses form the lower part of the string (see Figure 5.6). This is simply

because there cannot be a connection between a plus and a minus in a

configuration where the plus sits at level j+1 while the minus is at level

j (see Figure 5.3). For odd M , the configuration is the same, except

that then the topmost plus is changed into a zero. The treatment of so-

lutions containing a real momentum can be completely contained in the

treatment for solutions without a real momentum as we will see in the

next section. We will therefore not treat them explicit in the remainder.

Thus Figure 5.6 specifies all the allowed string configurations we want

to consider now, along with an integer M and two real parameters: φr

specifies the common real part of all the image points and φi specifies

the imaginary part of the sign lowest in the configuration.

The next step is to find all the sets of momenta that correspond to such

a configuration. As we saw in the previous paragraph, φ is such that we

can find both positive and negative momenta as preimages of any set

of image points. By construction, all the sets of momenta correspond-

ing to this configuration satisfy the Bethe equations, but we wanted

our solutions to have extra properties. We wanted the momenta in the

solution to sum up to a real value and the sum of the energies should

also be real. The easiest way to make sure that these restrictions are

met is to make the set self-conjugate3. The only values of mm and φi

for which this can hold are mm = M/2 and φ = −M+1
2 . If we then

choose momenta corresponding to the plusses and add all the complex conjugate momenta to

the set, the result is a true bound state. So even in this restricted case there are infinitely many

solutions: we can choose any value for φr and choose M/2 regions in which we want to the

momenta to lie in. An example of this string solution can be seen on the left in Figure 5.7.

These self-conjugate solutions are very special, but also very important. We will return to them

in Section 5.3.3 and see that these solutions can be related to the string solutions of the Heisen-

berg XXX model. But contrary to the Heisenberg XXX model, we can build more solutions.

We will treat a first extension now.

3A solution S is self-conjugate if p ∈ S implies that p ∈ S.
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Figure 5.7: Configurations of string solutions. The left configuration corresponds to a self-

conjugate string solution. The string solution in the middle is the first extension we are

considering and consists of two connected components. For completeness, we also give the

configuration of a string solution for odd M , in this case M = 9, with a real momentum.

A First Extension

Starting from the string configuration with in the previous paragraph, we can try to find more

solutions. We consider more values for φi for a fixed value of even M and some choice of

1 ≤ mm < M . Specifically, suppose that φi ∈ R∗M , where

R∗M := R \
{

3

2
−M,

1

2
−M, · · · ,−1

2

}
. (5.4)

Then the set {φj} of complex conjugates of the image points obeys

{φj} ∩ {φj} = ∅.

This allows for the following construction: choose φr ∈ R and φi ∈ R∗M and select momenta

for each of the signs in the configuration. Then simply add the complex conjugates of these

momenta to the solution set. By construction, all of the momenta in the resulting set will be

distinct. This results in a configuration as depicted in the middle of Figure 5.7. As one can
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see, it consists of two connected components. This is precisely the case we referred to in the

previous section and we can now make this more precise: all the solutions consisting of two

connected components are such that the components and the associated momenta are complex

conjugates. Note that for every allowed value of φi it is easy to determine how we can build a

proper bound state from the given configuration: either we do not have to add anything or we

add all the complex conjugates of the momenta. To simplify the discussion, we will not mention

this doubling in the remainder, but always consider φi ∈ RM , where we define

R:
M = R \

{
3

2
−M,

1

2
−M, · · · ,−M + 3

2
,−M − 1

2
, · · · ,−1

2

}
. (5.5)

This new type of solutions has much more freedom than the usual string solutions: we can

choose any value of 1 ≤ mm < M and allow φi ∈ RM , which is an uncountable set. To make

this discussion slightly more tangible, we treat an example.

Example. Consider some four-particle solutions of the Bethe equations with φr = 0.6. We

let Im(pj) > 0 for j = 1, 2 and p3 = p1, p4 = p2 and set κ = 1.26 arbitrarily. If we choose

p1, p2 ∈ region 1, the solution is

{0.704 + 1.26i, 0.202 + 0.563i, 0.704− 1.26i, 0.202− 0.563i},

with energy E4 = −1.279 (after setting J = 1), while if we set p1 ∈ region 4 and p2 ∈ region 6,

we end up with

{0.202 + 4.478i, 0.202 + 6.997i, 0.202− 4.478i, 0.202− 6.997i},

with energy E4 = −13.634. As one can see, both these solutions consist of two connected

components and are self-conjugate. Moreover, we had two choices for the momentum regions

for both of these solutions. By choosing Region 1 in the first and Region 4 and Region 6 in the

second, we ended up with two different solutions.

Now we have treated the string solutions in detail, we are ready to try to tackle the general

problem of classifying the allowed configurations and their corresponding momenta sets.

Tree Solutions

Until now, we allowed only one momentum at each level. However, we can use the nonbijectivity

of φ to associate any number of momenta to any particular level. Moreover, in many cases we

can associate momenta with both positive and negative imaginary part to each level (see Figure

5.8). We will call solutions which are not of string type, i.e. have at least one level to which

we associate more than one momentum, tree solutions. To be able to draw these solutions, we

place the signs belonging to the same image point on a horizontal line (the level). This means

that we can no longer regard φ-space to be the configuration space. Also, to avoid clutter, we

78



φr

φi

φi + i

+ (p1, p2, · · · , pl1)

+ (pl1+1, · · · , pl2)

...

+ (pls+1, · · · , pls+1)

− (pls+1+1, · · · , pls+2)

...

− (plt−1+1, · · · , plt)
− (plt+1, · · · , pM )

φ-space

Figure 5.8: Due to the nonbijectivity of φ, we can any number of momenta to any sign in the

configuration. We omitted the arrows to avoid clutter and annotated the position of φr and φi.

wil usually omit the arrows from now on. In this way, we that a general tree solution is of

the form depicted in Figure 5.9, level j contains Pj plusses and Mj minusses, where the total

number of levels is now m. These numbers satisfy

m∑
j=1

(Pj +Mj) = M. (5.6)

Thus in Figure 5.9, there are P1 momenta with positive imaginary part associated to the image

point φr + φii with smallest imaginary part, P2 momenta with positive imaginary part to the

image point φr + (φi + 1)i and M2 momenta with negative imaginary part, etc. Although we

− − · · · −

+ + · · · + − − · · · −

...

...

+ + · · · + − − · · · −

+ + · · · +

MM

PM−1,MM−1

...

...

P2,M2

P1

Figure 5.9: The sign configuration of a generic tree solution. We have omitted the arrows for

clarity and have written the number of plusses and minusses on each level on the left.

have omitted the arrows, it is not difficult to deduce the dependencies of all the signs from the

observations made before: a positive momentum on level j receives help from all the signs on

level j + 1, whereas a negative momentum on level j receives help from all the signs on the

level j − 1. From now on, we will leave it to the reader to confirm that the sign configurations
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shown indeed satisfy the arrow rules. Finally, we can treat the solution sets containing a real

momentum within the same picture: any allowed sign configuration with plusses and minusses

with P1 = 1 can be used to define a solution with a real momentum by replacing the plus on

the lowest level by a single zero and use complex conjugation to form the complete solution.

This does not alter the convergence properties of the solution and still obeys all the rules we set

up. Since their treatment follows directly from the configurations with plusses and minusses,

we will leave the existence of these solutions implicit in the remainder.

To sum up, tree solutions are specified by the following: we fix an integer M and an m ≤M and

choose a configuration conform Figure 5.9. Then we choose φr ∈ R and φi ∈ RM and choose

regions for all the momenta. This is a lot of freedom to build solutions with. Let us treat some

examples.

Example. Since tree solutions are a new phenomenon, let us give some examples of possible

solutions of this type. Two examples of configurations are depicted in Figure 5.10. To find

momentum sets corresponding to these configurations, we set κ = 1.26 and φr = 1.4 arbitrarily.

For example (a), we can choose φi ∈ R∗M , so let us pick φi = 0.89 arbitrarily. We choose regions

2, 4, 6 for the plus signs and region 1 for the minus sign. We must add the complex conjugates

to make the solution a bound state and we end up with

{0.244 + 2.175i, 0.132 + 4.761i, 0.080 + 7.3334i, 0.244− 0.345i}+ complex conjugates,

with energy E8 = −1.57.234 (again J = 1).

For example (b), we can also choose φi ∈ R∗M and we pick φi = −0.4. For the lower two plus

signs we use regions 1 and 2 and for the one on level 3 we choose region 2 as well. We use region

1 for the momenta of all the minus signs. We again have to add complex conjugates to end up

−

++ +

(a)

+ −

−

++

−

(b)

Figure 5.10: Two examples of tree configurations.
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σ(H) BE σ(H) BEBEσ(H)

Figure 5.11: The spectrum σ(H) of a spin-chain hamiltonian can lie entirely inside the solutions

to the Bethe equations (BE) (left), partially overlap (middle) or contain BE as a subset (right).

The omitted limiting cases in which σ(H) = BE are of course also possible.

with a bound state. The solution is

{0.687 + 0.213i, 0.618− 2.232i, 0.156 + 2.222i, 0.618− 0.288i, 0.300− 0.361i, 0.156− 0.298i}

+complex conjugates,

with energy E8 = 0.211.

5.3 Pruning the Set of Solutions

At first glance we are done now: to any possible configuration of signs of the type illustrated in

Figure 5.9 we can associate infinitely many sets of momenta and all of these sets form solutions

to the Bethe equations. However, the resulting set of solutions is gigantic and most likely not

all solutions are physical, i.e. not all of these sets of momenta parametrize a wavefunction

that is an eigenfunction of Inozemtsev’s infinite spin-chain hamiltonian. This is illustrated in

Figure 5.11, in which we see that the set BE of solutions to the Bethe equations can be much

larger than the spectrum we are trying to find. The set of solutions is parametrized by two

real parameters φr and φi, an integer M , M choices of regions and a sign configuration of M

symbols. The bound-state solutions of the Heisenberg XXX model are parametrized by only one

real parameter φr and an integer M [18]. Since we know that in the limit κ→∞, the Heisenberg

limit, Inozemtsev’s infinite spin chain degenerates into the Heisenberg XXX spin chain, it seems

reasonable to expect that the physical solutions to their respective Bethe equations are also

related. More directly, we see that in the Heisenberg limit, the Bethe equations of Inozemtsev’s

infinite spin chain actually become of exactly the same form as the Bethe equations of the

Heisenberg XXX spin chain [18]:

eipjL =
M∏
n=1
n6=j

φ(pj)− φ(pn) + i

φ(pj)− φ(pn)− i
−→ eipjL =

M∏
n=1
n6=j

cot(pj/2)− cot(pn/2) + 2i

cot(pj/2)− cot(pn/2)− 2i
. (5.7)
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However, the existence of the extra real parameter φi in particular seems to spoil this at present:

many solutions are mapped onto the same solution in the Heisenberg limit, which means that

the limit of the set of solutions of Inozemtsev’s infinite spin chain does equal the physical set of

solutions to the Bethe equations of the Heisenberg XXX spin chain.

Additionally, the existence of two real parameters also suggests that the set of eigenfunctions

belonging to the momenta from the set of solutions might be overcomplete, i.e. they form an

overcomplete basis of the Hilbert space. Therefore, we should analyze this huge set of solutions

to see whether there are subsets of solutions that we can discard. As a first step, we will take

a closer look at the convergence rates of the tree solutions.

5.3.1 Convergence of tree solutions

As we have seen in Section 5.2.1, the Bethe equation associated to a plus sign on level j is

satisfied if the right-hand side goes to 0, which is achieved by the existence of signs on level

j + 1, which we dubbed helping signs. On the other hand, the terms on the right-hand side

of the Bethe equation associated to the signs on level j − 1 go to infinity. We call these signs

counteracting. It seems that the right-hand side of the Bethe equation has the right limit only if

the terms associated to helping signs converge faster than those associated to the counteracting

signs. However, for minus signs, the situation is exactly opposite: the signs on level j − 1 are

helping, those on level j + 1 are countaracting. With this idea in mind, we will now analyze

how fast all the momenta should reach their limiting values as L→∞.

Call the momenta associated to the nkth ± on level k p
(±)
k,nk

. Their convergence rates are denoted

by δ
(±)
k,nk

. Consider the njth plus sign on level j in a tree solution. The Bethe equation of the

momentum associated to this plus sign reads

e
ip

(+)
j,nj

L
=

M∏
k=1
k 6=j

φj,nj − φk + i

φj,nj − φk − i
, (5.8)

where we defined φj,nj := φ(pj,nj ) and φk is the rapidity belonging to level k. As L → ∞, the

left-hand side converges to 0. Most of the terms on the right-hand side converge to finite values

and are irrelevant for the behaviour. The interesting terms are those belonging to level j ± 1.

They form the product

φj,nj − φj+1 + i

φj,nj − φj+1 − i
· · ·

φj,nj − φj+1 + i

φj,nj − φj+1 − i︸ ︷︷ ︸
Pj+1+Mj+1

φj,nj − φj−1 + i

φj,nj − φj−1 − i
· · ·

φj,nj − φj−1 + i

φj,nj − φj−1 − i︸ ︷︷ ︸
Pj−1+Mj−1

. (5.9)

However, to each momentum we have associated a convergence rate and we can let all the

fractions in this product converge to their limiting value with different rates. In the infinite-L
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limit, the term belonging to p
(±)
j+1,nj+1

on the level j + 1 behaves as

φj,nj − φj+1 + i

φj,nj − φj+1 − i
≈ O

(
exp

[
−min

(
δ

(+)
j,nj

, δ
(±)
j+1,nj+1

)
L
])
, (5.10)

while the term belonging to p
(±)
j−1,nj−1

behaves as

φj,nj − φj−1 + i

φj,nj − φj−1 − i
≈ O

(
exp

[
min

(
δ

(+)
j,nj

, δ
(±)
j−1,nj−1

)
L
])
. (5.11)

From now on, we write (x, y) := min(x, y). In total, the product of terms belonging to level

j + 1 converges as

O

exp

− Pj+1∑
nj+1=1

(
δ

(+)
j,nj

, δ
(+)
j+1,nj+1

)
−

Mj+1∑
nj+1=1

(
δ

(+)
j,nj

, δ
(−)
j+1,nj+1

)
and combining this with the similar result for the level j − 1 we see that the right-hand side of

the Bethe equation (5.8) behaves as

O

exp

− Pj+1∑
nj+1=1

(
δ

(+)
j,nj

, δ
(+)
j+1,nj+1

)
−

Mj+1∑
nj+1=1

(
δ

(+)
j,nj

, δ
(−)
j+1,nj+1

)

+

Pj−1∑
nj−1=1

(
δ

(+)
j,nj

, δ
(+)
j−1,nj−1

)
+

Mj−1∑
nj−1=1

(
δ

(+)
j,nj

, δ
(−)
j−1,nj−1

) (5.12)

and therefore goes to zero only when the convergence rates obey

−
Pj+1∑
nj+1=1

(
δ

(+)
j,nj

, δ
(+)
j+1,nj+1

)
−

Mj+1∑
nj+1=1

(
δ

(+)
j,nj

, δ
(−)
j+1,nj+1

)

+

Pj−1∑
nj−1=1

(
δ

(+)
j,nj

, δ
(+)
j−1,nj−1

)
+

Mj−1∑
nj−1=1

(
δ

(+)
j,nj

, δ
(−)
j−1,nj−1

)
< 0. (5.13)

In a similar fashion, one can derive that the Bethe equation corresponding to the momentum

p
(−)
j,nj

is satisfied only when

−
Pj+1∑
nj+1=1

(
δ

(−)
j,nj

, δ
(+)
j+1,nj+1

)
−

Mj+1∑
nj+1=1

(
δ

(−)
j,nj

, δ
(−)
j+1,nj+1

)

+

Pj−1∑
nj−1=1

(
δ

(−)
j,nj

, δ
(+)
j−1,nj−1

)
+

Mj−1∑
nj−1=1

(
δ

(−)
j,nj

, δ
(−)
j−1,nj−1

)
> 0. (5.14)

For a valid tree solution of the Bethe equations, equation (5.13) must be satisfied for all plus

signs, while equation (5.14) must be satisfied for all minus signs. Note that these restrictions

arise simply because there is more than one term that exhibits vanishing or divergent behaviour

and we should include more information to find the behaviour of the product. This problem
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already exists in many of the previously known cases (such as the Hubbard model or the

Heisenberg XXX model, see [33, 18]), but as far as we know, this has never been addressed.

Fortunately, in these cases in which all the solutions are of string type (as in Figure 5.6), the

restrictions (5.13),(5.14) simplify drastically and can easily be solved. The system of restrictions

for a string solution without a real momentum involves read

(δ
(+)
2 , δ

(+)
1 )− (δ

(+)
2 , δ

(+)
3 ) < 0

...

(δ(+)
mp , δ

(+)
mp−1)− (δ(+)

mp , δ
(−)
mp+1) < 0

(δ
(−)
mp+1, δ

(−)
mp )− (δ

(−)
mp+1, δ

(−)
mp+2) > 0

...

(δ
(−)
M−1, δ

(−)
M−2)− (δ

(−)
M−1, δ

(−)
M ) > 0 (5.15)

and is solved by the ordering

δ1 < δ2 < · · · < δmp = δmp+1 > δmp+2 > · · · > δM . (5.16)

However, determining whether the system of equations consisting of (5.13) and (5.14) for a

general tree solution can be solved is a much more complicated question. In the next section, we

treat some cases and include an example from which it follows that not every sign configuration

has a consistent set of convergence rates.

Examples

A tree solution consists of at least 2 levels. The 2-level case (illustrated in Figure 5.12) can also

be solved in general, because the inequalities are trivially satisfied. However, already the 3-level

− − · · · · · · −

+ + · · · · · · +

M2 > 0

P1 > 0

(a)

−

+ −

+

(b)

Figure 5.12: (a) A generic 2-level tree solution. (b) A 3-level tree solution that does not admit

a consistent set of convergence rates.

case harbours an example of a configuration that cannot have a consistent set of convergence

rates. Consider the example in Figure 5.12. The relevant set of equations is

(δ
(+)
2 , δ1)− (δ

(+)
2 , δ3) < 0

(δ
(−)
2 , δ1)− (δ

(−)
2 , δ3) > 0, (5.17)
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Figure 5.13: The energy of a two-particle bound state (φr = 1, κ = 2.236) as a function of the

number of the region from which the momenta are taken.

where we omit the superscript (±) when it is not necessary. We first try to deduce which of the

δ’s should be the smallest one of these four. From the upper equation, we conclude that neither

δ
(+)
2 nor δ3 can be the smallest, while the lower equation tells us that neither δ

(−)
2 nor δ1 can

be the smallest. Therefore, none of the 4 rates can be the smallest, thus no solution can exist.

Note that this example can be extended: if we include P2 > 0 plusses and M2 > 0 minusses

on level 2, the resultant set of restrictions has the system (5.17) as a subsystem and cannot

be solved. In particular, this shows that example (b) we treated in Section 5.2.3 is not a valid

bound state after all, although we could find momenta to match the configuration. Moreover,

any sign configuration that contains this 3-level structure cannot be solved. However, all other

3-level configurations do admit a consistent solution as a careful analysis of the cases will show.

We have not been able to find a general algorithm to solve these complex coupled sets of

inequalities or prove the existence (or absence) of a solution. The only configurations we found

that lead to inconsistent inequalities were of the type described in the previous paragraph. In

any case, the structure of the solutions is complicated.

5.3.2 Two-Particle Bound States

Perhaps a closer look at the smallest bound states, consisting of 2 particles, can be illuminating.

Generically, the two-particle bound states consist of momenta p1, p2 with Im(φ(p1)) = 1/2 and

Im(φ(p2)) = −1/2. To ensure that the total momentum is real, we must have p1 = p2 and to

get a consistent set of Bethe equations, we must have Im(p1) < 0. Even with this restriction,

there exists a 2-particle bound state for every region i. However, a first problem arises when

we assume that all these bound states are physical: the set of energies corresponding to these

bound states is not bounded from below, as is illustrated in Figure 5.13. More strongly, we can
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actually show that the wavefunction parametrized by p1, p2 ∈ region i that form a bound state

does not vanish at infinity for i ≥ 2: this wavefunction is given by

ψ(n1, n2) = 2 sinh−1 κ(n1 − n2)
(
ei(p1n1+p2n2)+κ(n1−n2) − ei(p2n1+p1n2)+κ(n2−n1)

)
. (5.18)

The amplitude of the wavefunction is then

|ψ(n1, n2)|2 = 4| sinh−2 κ(n1−n2)|
(
e2κ(n1−n2) + e−2κ(n1−n2) − ei(n1−n2)(p1−p2) − e−i(n1−n2)(p1−p2)

)
,

(5.19)

and since p1 − p2 < 0, we see that this only tends to zero in the limit |n1 − n2| → ∞ if

|Im(p1)| ≤ κ, i.e. only the bound state formed out of momenta from region 1 converges. Thus

physical two-particle bound states must have all their momenta in region 1.

This suggests that we should exclude all the regions except region 1 from the momentum

domain to build physical bound states. However, this might only be the case for 2-particle

bound states. Unfortunately, the complicated form of the wavefunction makes it impossible

to prove an analogous statement for bound states consisting of more than 2 particles. To get

a better idea of the part of the set of solutions that belongs to the spectrum of Inozemtsev’s

infinite spin chain, we will try to relate the Bethe solutions of the Heisenberg XXX spin chain

to the solutions in our solution set.

5.3.3 Relationship with the Heisenberg XXX Strings

Due to the fact that the Heisenberg XXX spin chain can be obtained from Inozemtsev’s elliptic

spin chain by sending κ to infinity, it is natural that there should exist a close relationship

between several properties of the models: the energies, eigenfunctions and phasefunctions of the

Heisenberg XXX model can all be obtained from Inozemtsev’s elliptic spin chain [8]. We will

investigate here whether we can relate the Heisenberg XXX string solutions to the complicated

structure of solutions we have found in the previous sections. We must therefore first investigate

the string solutions of the Heisenberg XXX model, which has already been done by Bethe himself

[10]. The Bethe equations of this model are

eipjL =
∏

n=1,··· ,M
n6=j

cot
pj
2 − cot pn2 + 2i

cot
pj
2 − cot pn2 − 2i

. (5.20)

Note that due to the limit

lim
κ→∞

φ(p) =
1

2
cot

p

2
,

the Bethe equations (5.2) of Inozemtsev’s elliptic spin chain reduce to those of the Heisenberg

XXX model. These equations only yield solutions of string type. Moreover, the structure of the

XXX string solutions is very simple. For each M , there exists only 1 string solution of length

M , which can be most conveniently described in terms of the rapidities λj = 1/2 cot pj/2 and
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is given by λj = λ + 1/2(M + 1 − 2j)i, with λ ∈ R. We can give these solutions in terms of

rapidities because the rapidity function p 7→ 1
2 cot p2 is bijective as a function from the complex

strip [0, 2π[⊕ iR to C.

To relate the solutions of Inozemtsev’s infinite spin chain to the XXX string solutions, we will

first focus on the domain of φ. Since κ measures the quasiperiod of φ in the complex direction

it tells us the size of the regions (see Figure 5.5), between which there exists a quasiperiodic

relationship. In the limit κ → ∞, the only region that remains on the complex strip is the

fundamental region (region 1), whose boundaries now lie at infinity. This suggests that all the

solutions that lie at the boundary of the fundamental region for finite κ will vanish in this limit.

An interesting question is now, whether we can identify the solutions at finite κ which converge

to the Heisenberg solutions. The answer turns out to be yes.

Identifying the Heisenberg XXX Strings

To make the aforementioned claim more precise, let us first state what we mean when we say

that an Inozemtsev solution4 goes to a Heisenberg solution in the limit κ → ∞: it means that

when we specify a solution of the Bethe equations by choosing

• φr, the real part of the image points

• a sign configuration

• φi, the imaginary part of the image point associated to the lowest level of the configuration

• the regions in momentum space in which all of the momenta belonging to the signs can

be found conform Figure 5.5

and consequently find the associated momenta as a function of κ, the limiting values of the

momenta as κ→∞ yield a valid Heisenberg solution. This means that we define a solution by

specifying all of the above instead of an explicit set of momenta. Moreover, it implies that the

image points of an asymptotic solution do not depend on κ.

From this perspective, it is not difficult to find all the solutions that have a Heisenberg limit. The

fact that the fundamental region fills the entire complex strip in the limit κ→∞ implies directly

that any string solution which has one or more momenta lying outside of the fundamental region

will not converge to a Heisenberg limit, because all of these momenta will have infinite imaginary

part in this limit. We can therefore focus on solutions lying in the fundamental region. Since

we know that φ is almost bijective on this region,almost all of the tree solutions cannot exist

entirely in the fundamental region. In fact, the only tree solutions remaining must have image

points with imaginary part ±1/2 and can have at most 2 signs on the levels corresponding to

4i.e. a solution to the Bethe equations of Inozemtsev’s infinite spin chain
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Figure 5.14: (a) The general structure of a tree solution in the fundamental region. The dashed

line indicates the real axis, thus this solution is self-conjugate. (b) The path that is traveled

by the two 2-string solutions in momentum space with φr = 0.6 as we increase κ. The arrows

indicate the direction of increasing κ.

those image points. To make sure that the total momentum is real, all these solutions must be

self-conjugate5. A picture of this general structure is shown in Figure 5.14.

The basis for all these tree solutions is the existence of at most 4 possible sets of 2-particle

bound states with |φr| < φcrit, due to the fact that the equation

φ(p+ κi) = φr − i/2

has exactly two solutions, p1 and p2 (see Figure 5.4). We can therefore build four two-particle

bound states, by combining these solutions as follows:

{p1 + iκ, p1 − ıκ}, {p2 + iκ, p2 − ıκ},

{p2 + iκ, p1 − ıκ}, {p1 + iκ, p2 − ıκ}. (5.21)

All four of these combinations give rise to bound states with real energy, but the options

on the first line should not be considered. Namely, the wavefunction corresponding to these

options vanishes, as follows from a direct computation: using the known form of the two-particle

5For some models, the self-conjugacy of its Bethe solutions can be traced back to the underlying algebraic

structure [34]. In the case of Inozemtsev’s infinite spin chain, it cannot be proved that the solutions must be

self-conjugate, but all the numerical evidence points in this direction. We will therefore assume that this is true.
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wavefunction (3.35) we find after plugging in momenta p± iκ

ψ(n1, n2) =

= sinh−1 κ(n1 − n2)
(
eip(n1+n2)−(n1−n2)κ [cosh(γ) sinhκ(n1 − n2) + coshκ(n1 − n2) sinh(γ)]

+eip(n1+n2)+(n1−n2)κ [cosh(γ) sinhκ(n1 − n2)− coshκ(n1 − n2) sinh(γ)]
)

= sinh(γ)eip(n1+n2)
(
e−κ(n1−n2)(1 + cothκ(n1 − n2)) + eκ(n1−n2)(1− cothκ(n1 − n2))

)
= sinh(γ)eip(n1+n2)

(
2 coshκ(n1 − n2) +

e−κ(n1−n2) − eκ(n1−n2)

sinhκ(n1 − n2)
coshκ(n1 − n2)

)
= 0. (5.22)

So the bound states parametrized by the momenta p1,2± iκ are not part of the spectrum. More-

over, the calculation above suggests that whenever a set of momenta contains two momenta pi, pj

satisfying pi = pj + 2κi, the corresponding wavefunction vanishes. Numerical analysis of the

wavefunctions up to M = 4 corroborates this. If we assume this is in fact true for all the

bound states, also the last tree solutions must be omitted from the set of physical bound states.

Indeed, any tree solution of the type depicted in Figure 5.14 must contain a subset of momenta

pi, pj satisfying pi = pj + 2κi. Therefore, we no longer have tree solutions left! Instead, the two

remaining combinations give rise to two types of bound states for every M for |φr| < φcrit. And

since φcrit → 0 as κ→∞, for larger and larger κ the solutions on the boundary form a smaller

and smaller part of the total solution set, until they vanish in the Heisenberg limit. From an

other perspective, we can state this as follows: for a fixed value of φr, there is a finite value

for κ that marks the boundary between the existence of two types of bound states living on

the boundary of the fundamental region and the existence of one type of bound state living in

the interior of the fundamental region. For example, in the case illustrated in Figure 5.14, this

value is κ ≈ 1.3352.

We see now that indeed any physical bound state of Inozemtsev’s infinite spin chain that lies

entirely in the fundamental region converges to a Heisenberg solution. Moreover, our conclu-

sions concerning the two-particle bound states are in exact correspondence with the results

presented in [35], which studied the two particle bound states exclusively using the two-particle

wavefunction (3.37).

5.3.4 Restricting to the Fundamental Region

In the previous sections, we have seen several different arguments why it seems reasonable to

restrict the set of solutions in several ways. Firstly, we saw that not all the structures in φ-

space can be allowed, because there is no sensible way to take the limits. Secondly, we saw that

the two-particle bound states built up from momenta outside of the fundamental region have

several difficulties: allowing them all leads to the unwanted feature that the energy of bound
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Figure 5.15: (a) The one-particle energy E1, the energy of the 3-particle bound state and the

energies of the 2 types of bound states consisting of 2 and 4 particles. (b) The rescaled energies

Ẽi(p) = EM (Mp)
M of bound states consisting of up to 4 particles. In both pictures, κ = 1.23.

states is unbounded from below and the corresponding wavefunctions are not bounded. Thirdly,

half of the two-particle bound states in the fundamental region have a vanishing wavefunction,

also excluding the possiblity of a tree solution in the fundamental region. Finally, the string

solutions of the Heisenberg XXX model all correspond to bound states of Inozemtsev’s infinite

spin chain that are built up from momenta in the fundamental region.

Although the enumeration of arguments in the above is not a complete proof, it does strongly

indicate that the momenta of physical bound states should lie in the fundamental region (region

1). We therefore assert that this is the case. The set of bound states built up from these momenta

can be characterized as follows:

• for fixed M , there is only 1 configuration of image points that has real energy and this

solution is self-conjugate.

• if M is odd, there is only one set of momenta corresponding to such a configuration after

fixing φr.

• if M is even, there is one set of momenta corresponding to such a configuration if |φr| ≥
φcrit and there are two sets if |φr| > φcrit.

Thus, the complete bound-state content of this model consists of 2 types of bound states for M

even and 1 type of bound state for M odd. We can use numerical methods to extract a plot for

the spectrum of these bound states. On the left-hand side of Figure 5.15, we plotted the energy

of the bound states of up to 4 particles. To check that these energies make sense, we should

check whether the inequality

ME1(p) ≥ EM (Mp), (5.23)

90



in which EM is the energy of an M -particle bound state, holds for all p. It reflects the fact that

the bound state of M particles should not have more energy than M unbounded particles. We

have plotted the rescaled energies EM/M on the right-hand side of Figure 5.15, from which we

see that these states are in fact bound states. Numerical analysis indicates that these spectra

transform into the spectrum of the Heisenberg XXX-model in the limit κ→∞.

5.3.5 Connection to the Haldane-Shastry Spin Chain

Up until now we have not tried to connect the solutions of Inozemtsev’s Bethe equations to the

spectrum of the Haldane-Shastry spin chain. The spectrum of the Haldane-Shastry spin chain

was investigated by Haldane et al. in [19], in which they concluded that the spectrum of the

infinite-length limit of this chain, the inverse square exchange model with hamiltonian

HISE = −J
4

L∑
j=1

1

(nj − nk)2
(σj · σj+1 − 1) , (5.24)

contains no bound states. However, there are special solutions to the Bethe equations named

squeezed strings6, which are sets of coinciding real momenta that can be treated as quasi-

particles [36]. In this paper [36], Ha and Haldane proposed a set of Bethe equations for these

squeezed strings and proceeded to show that the solutions form a complete basis of the asso-

ciated Hilbert space. They also refer to an unpublished paper in which they would treat the

thermodynamics of Inozemtsev’s infinite spin chain, but as far as we could find out, this paper

was never published.

The solutions we found for Inozemtsev’s infinite spin chain after restricting to the fundamental

region are consistent with the findings in the references [19, 36, 37]: all the bound-state solutions

have momenta pj with |Im(pj)| ≤ κ, which implies that in the limit κ→ 0, all the momenta pj

must be real.

5.4 Conclusion

As we have seen, it is possible to completely classify the solutions to the Bethe equations of

Inozemtsev’s infinite spin chain. There are several reasons to suspect that not all of these solu-

tions can be physical: the cardinality of the set of solutions is much larger than for comparable

models and the only well-behaved two-particle bound states are those built from momenta in

the fundamental region. Therefore, we proposed to consider only solutions lying in the funda-

mental region, which solved many issues. We were able to show that all the remaining solutions

converge to bound states of the Heisenberg XXX model and found the spectrum of these bound

6This name originates in the fact that the complex momenta of string solutions of the Haldane-Shastry spin

chain get squeezed onto the real line in the infinite length limit.
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states. The connection to the spectrum of the Haldane-Shastry spin chain also seems to be as

it should.

One of the remaining questions is whether or not these bound state are the entire particle

content of Inozemtsev’s infinite chain. Unfortunately, proving completeness of these solutions

is extremely complicated. It would, however, be helpful to consider the finite size hamiltonian

and diagonalize it numerically. A good correspondence between the solutions we found and

the eigenvalues of this model would corroborate the conclusions of our analysis. Also, it would

be interesting to see whether it is possible to write down the integral equations that govern

the behaviour of these bound states in the thermodynamic limit using the string hypothesis.

However, this would require finding an analytic expression for the bound-state energy, which

we have not been able to find yet.
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Chapter 6
Conclusion and Outlook

This thesis has concentrated mostly on the study of Inozemtsev’s infinite-length spin chain. In

Chapter 3, a detailed derivation of the eigenfunctions has been presented, indicating a deep

relation between the dynamical Calogero-Sutherland-Moser model with inverse hyperbolic ex-

change and Inozemtsev’s spin chain. The derivation was in agreement with the one presented

by Inozemtsev in [22]. Moreover, we derived the asymptotic form of the wavefunctions and

concluded that the model exhibits factorized scattering, one of the harbingers of integrability.

In Chapter 4, we derived Bethe equations of the model using the Asymptotic Bethe Ansatz

and used a method introduced by Hulthén to analyze the antiferromagnetic ground state of the

chain. Unfortunately, the particle density could only be expressed in a Fourier integral that is

most likely not exactly solvable. Trying to circumvent this problem, we proceeded by using a

strategy first used by Yang and Yang to write down integral equations that govern the ther-

modynamics of the model. Although we could solve these equations numerically using Picard

iterations, an analytic solution to these equations seems to be out of reach.

In order to get a better idea of the thermodynamics, we analyzed the bound states of the chain.

We characterized all the solutions to the Bethe equations and discovered an interesting gen-

eralization of the usual string structure of these solutions. This spurred a closer analysis of

the convergence properties of the asymptotic solutions, which led to intriguing sets of inequal-

ities that seem very difficult to solve. For the simpler case of string solutions, we proved that

these inequaltities do have solutions, putting the existing research on string solutions on more

solid ground. Nevertheless, by focussing on other aspects of these solutions, we found many

arguments to locate the physical bound states in the huge set of solutions. These solutions

have the expected string structure and can be connected to the results on bound states for the

related Haldane-Shastry spin chain and Heisenberg XXX chain, although the connection to the

Haldane-Shastry spin chain can be further strengthened.
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To have independent confirmation of the bound-state results, it would be useful to perform nu-

merical diagonalization of the finite-size spin chain and see whether the spectrum corresponds

to the one we found. Hopefully, we can perform this study in the near future. Also, fur-

ther research could be conducted to better establish the relationship to the spectrum of the

Haldane-Shastry spin chain. Relating our results to the work of Barba et al. in [38], in which

they calculate the spectrum of Inozemtsev’s infinite chain in the presence of a Morse potential,

would also be interesting. From a broader perspective we recognize that the most tantalizing

questions concern the existence of a Yang-Baxter structure for this model and a proof that the

proposed set of conserved quantities is indeed in involution.
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AppendixA
Proof of a Mysterious Formula

While deriving the eigenfunctions for Inozemtsev’s infinite spin chain, we came across a formula

(3.116) that looked quite complicated, but a closed expression was needed to proceed. Here we

show the proof that this closed expression indeed exists and is fairly simple.

Theorem. Let κ > 0 and {ni}1≤i≤M with ni ∈ Z and ni 6= nj if i 6= j. Then∑
i,j,k∈Z
i 6=j 6=k 6=i

cothκ(ni − nj) cothκ(nk − nj) =
M(M − 1)(M − 2)

3
. (A.1)

Proof Define 1
tij

:= cothκ(ni − nj) and write ti := ti0. Consider the sum

1

tij

1

tkj
+

1

tji

1

tki
+

1

tik

1

tjk
=

(1− titj)(1− tktj)
(ti − tj)(tk − tj)

+
(1− titj)(1− tkti)
(tj − ti)(tk − ti)

+
(1− titk)(1− tktj)
(ti − tk)(tj − tk)

=

(ti − tk)(1− titj)(1− tktj)− (tj − tk)(1− titj)(1− titk) + (tj − ti)(1− titk)(1− tjtk)
(tj − ti)(tj − tk)(ti − tk)

,(A.2)

where we used the addition formula for the hyperbolic tangent. Expanding the numerator yields

tjtj(ti − tk) + titi(tk − tj) + tktk(tj − ti),

wheras the denominator can be expanded to give tjtj(ti− tk) + titi(tk− tj) + tktk(tj− ti), which

is exactly the same. So the sum given in (A.2) equals 1. This already shows why the right-hand

side of (A.1) does not depend on κ or the chosen set of integers. Now we see that

∑
i,j,k∈Z
i 6=j 6=k 6=i

1

tij

1

tkj
=

 ∑
i,j,k∈Z
i<j<k

+
∑
i,j,k∈Z
i<k<j

+
∑
i,j,k∈Z
j<i<k

+
∑
i,j,k∈Z
j<k<i

+
∑
i,j,k∈Z
k<i<j

+
∑
i,j,k∈Z
k<j<i

 1

tij

1

tkj

= 2
∑
i,j,k∈Z
j<i<k

(
1

tij

1

tkj
+

1

tik

1

tjk
+

1

tji

1

tki

)
= 2

∑
i,j,k∈Z
j<i<k

1, (A.3)
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where we used the relation found above in (A.2). All that remains now is determining the

number of terms in this sum. For M = 1 or M = 2, it is not difficult to find that this number

equals 1
6M(M − 1)(M − 2) by an explicit listing of the terms. For M ≥ 2, note that, given a

value of j ∈ {1, 2, · · · ,M − 2}, the total number of possibilities for i, k equals the number of

elements in the lower triangle of a square matrix of dimension M − j − 1. Therefore, the total

number of terms equals

M−2∑
j=1

M−j−1∑
n=1

n =
M−2∑
j=1

1

2
(M − j − 1)(M − j − 2) =

M(M − 1)(M − 2)

6
,

which can be found using the formula
∑N

n=1 n
2 = N(N−1)(2N+1)

6 . Combining the above result

with equation (A.3) proves that∑
i,j,k∈Z
i 6=j 6=k 6=i

cothκ(ni − nj) cothκ(nk − nj) =
M(M − 1)(M − 2)

3
(A.4)

like we claimed.

We have used this equation to rewrite the difference equation in the M -particle sector (more

precisely to rewrite equation (3.115)) to relate it to the difference equation of the CSM-model

with the same interaction.
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Appendix B
Bijectivity of the Function φ

Here we investigate the behaviour of φ on the fundamental region. Consider the contour C

depicted in Figure B.1, which travels around the fundamental region counterclockwise on the

edge. In its interior, there is 1 pole, at z = 0. Note that due to the periodicity of φ in the real

direction, the small deviation around the pole does not affect the analysis.

κi

κi

2π

0 Re(p)

Im(p)

Figure B.1: The contour around which we inte-

grate to find the number of zeroes in the funda-

mental region for φ(p).

We can also find the imaginary part of φ(z)

on the top and bottom edge of this contour

by a simple observation: let x ∈ R, then

φ(x− iκ) = φ(x+ iκ) = φ(x− iκ)− i and

we have1

φ(x− iκ)− φ(x− iκ) = i

which implies that Im(φ(x− iκ)) = −i/2
and that Im(φ(x+ iκ)) = i/2. Thus on

the top and bottom edge of this contour,

the imaginary part of φ(z) is constant. Let

α ∈ C be arbitrary, but such that φ(z) = α

has no solutions when φ is restricted to the

contour. Then the function φ̃(z) = φ(z)−α
has no zeroes or poles on the contour and

we can use the argument principle to state that∮
C

φ̃′(z)

φ̃(z)
dz = 2πi (N − P ) , (B.1)

where N is the number of zeroes and P the number of poles of φ̃ in the interior of the contour,

which is the fundamental region of φ. In this case, we have P = 1. We can calculate the integral

1φ(z) = φ(z) follows from the oddity of ζ in the definition of φ.
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x

-2

-1

0

1

2

ReHΦHx+iΚLL

Figure B.2: A plot showing the behaviour of Re(φ) along the top boundary of the fundamental

region for values of κ = 0.5, 1, 1.5, 2, 2.5. For larger κ, the graph of Re(φ) approaches the real

axis.

on the left-hand side: the contributions from the vertical parts of the contour cancel each other

due to the periodicity of φ̃. For the contributions of the top part, we see the following:∫ 2π

0

φ̃′(x+ κi)

φ̃(x+ κi)
dx =

∫ 2π

0

d

dx
log
(
φ̃(x+ κi)

)
dx = log

(
φ̃(κi)

)
− log

(
φ̃(2π + κi)

)
= 0, (B.2)

because φ̃ is 2π-periodic in the real direction. Note that we could evaluate the integral using the

logarithm, because we know that the imaginary part of φ̃ is constant along the path, allowing

us to find a holomorphic branch for the logarithm on a neighbourhood of the top part of the

contour. In a similar fashion, one can show that the contribution from the bottom part vanishes,

thus we end up with ∮
C

φ̃′(z)

φ̃(z)
dz = 0,

implying that for all the α we considered, φ̃ has exactly 1 zero in the fundamental region, thus

φ(z) = α has exactly 1 solution in this region.

On the boundary of the fundamental region, the following holds. The restriction x 7→ φ(ix) to

the imaginary axis (with x ∈ [−κ, κ]) has positive derivative everywhere, except at the pole at

zero where it is undefined. Moreover, since φ(±κi) = ∓i/2, we can conclude that this restriction

maps bijectively onto i[−∞,−1/2] ∪ i[1/2,∞]. This shows that φ : [0, 2π[ ⊕ i]− κ, κ[→ A ⊂ C
maps bijectively onto its image A. On the top part of the contour we can write x 7→ φ(x+iκ) for

the restriction. A plot of this function is shown in Figure B.2, which shows that this restriction

is not bijective onto its image. In fact, all image values are attained exactly twice. We call

the graph’s maximum φcrit and by symmetry, its minimum is −φcrit. The value of p for which

Re(φ(p + iκ)) = φcrit we call pcrit. By symmetry, the minimum is attained at 2π − pcrit. The

behaviour of the real part of φ along the bottom boundary is exactly the same.
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We can now conclude that φ is surjective onto C and almost injective: the only values it attains

twice are those of the form φ ± i/2, where |φ| ≤ φcrit. We will see, however, that this small

deviation from bijectivity will have a profound effect on the allowed solutions solutions to the

Bethe equations.

100



Appendix C
Location of preimages under φ

For each region, we can specify whether there exists a positive solution (a solution p with positive

imaginary part Im(p) > 0, indicated by a +) or a negative solution (a solution p with negative

imaginary part Im(p) < 0, indicated by a −) to the equation

φ(p) = α ∈ C,

as shown in tables C.1, C.2. The tables show that if |φr| < φcrit, the solution distribution is

quite complicated, but regularizes as φi increases. The seemingly irregular pattern is caused by

an ’extra’ negative solution that lives close to the boundary between regions and travels across

several boundaries before settling down. Note that we can extract the distribution for φi < 0

from these tables by interchanging all plusses and minusses.
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HH
HHH

HHH
Region

φi
0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.5

1 − −,− − − − − − − − −
2 +,− + +,− +,− + + + + + +

3 − −,− − − − −
4 +,− +,− +,− +,− +,− + +,− +,− + +

5 − −,−
6 +,− +,− +,− +,− +,− +,− +,− +,− +,− +

Table C.1: Characterization of the solutions of the equation φ(p) = φr +φii for different values

of φi for all |φr| < φcrit. The structure does not change in the intervals ]k/2, k/2 + 1/2[ with

k ∈ N. The arrows indicate the direction of travel of the ’extra’ negative solution. Obvious

arrows have been omitted.

HH
HHH

HHH
Region

φi
0.25 0.5 0.75 1 1.25 1.5 1.75 2 2.25 2.5

1 − − − − − − − − − −
2 +,− +,− +,− +,− + + + + + +

3 − − − − − −
4 +,− +,− +,− +,− +,− +,− +,− +,− + +

5 − −
6 +,− +,− +,− +,− +,− +,− +,− +,− +,− +,−

Table C.2: Characterization of the solutions of the equation φ(p) = φr +φii for different values

of φi for all |φr| ≥ φcrit.
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Appendix D
Why the Bethe Equation of a Real

Momentum is Always Satisfied

Suppose S is a self-conjugate solution to the Bethe equation. If p ∈ S is real, its Bethe equation

eip0L =
∏
k∈ZM
k 6=0

φ0 − φk + i

φ0 − φk − i

is trivially satisfied in the infinite-length limit. Namely, as L → ∞, the norm of the left-hand

side remains 1, while the norm of the right-hand side is∣∣∣∣ ∏
k∈ZM
k 6=0

φ0 − φk + i

φ0 − φi − i

∣∣∣∣ =
∗∏

k∈ZM
k 6=0

∣∣∣∣φ0 − φk + i

φ0 − φk − i
· φ0 − φk + i

φ0 − φk − i

∣∣∣∣, (D.1)

where the star indicates that the product runs only over all the conjugate pairs. The terms in

this product can be rewritten as follows:∣∣∣∣φ0 − φk + i

φ0 − φk − i
· φ0 − φk + i

φ0 − φk − i

∣∣∣∣ =
|φ0 − Re(φk)− i(Im(φk)− 1)|
|φ0 − Re(φk)− i(Im(φk) + 1)|

· |φ0 − Re(φk) + i(Im(φk) + 1)|
|φ0 − Re(φk) + i(Im(φk)− 1)|

=
|φ0 − Re(φk)− i(Im(φk)− 1)|
|φ0 − Re(φk) + i(Im(φk)− 1)|

· |φ0 − Re(φk) + i(Im(φk) + 1)|
|φ0 − Re(φk)− i(Im(φk) + 1)|

,

= 1 (D.2)

Since we also know that the φj converge as L→∞, the right-hand side must have a well-defined

value on the unit circle, say eiα. For finite L, this implies that p0 = πk/L+α/L, with α ∈ [0, π]

and k an even integer1. However, in the limit L → ∞, we can choose any value for p0 in the

interval [0, 2π[. More precisely, for every p0 ∈ [0, 2π[ we can build a sequence {p(L)} in which

each p(L) ∈ [0, 2π[ satisfies p(L) = πk/L+ α/L with k even and such that p(L) → p0 as L→∞.

So the Bethe equation for p0 is satisfied regardless of its value.

1Here we assume that the Bethe equations at finite L also obey an equation such as (D.2).
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Appendix E
Properties of Weierstraß Elliptic

Functions

Here we list the most important properties of the ℘-,ζ- and σ-function (which can be found

in references [13, 14, 15, 16]. First we define the lattice L that defines the periodicity of these

functions:

L := {z ∈ C|z = nω1 +mω2, n,m ∈ Z}, (E.1)

where the ωi are the periods of the lattice and obey Im(ω1/ω2) < 0. The definitions of the

Weierstraß elliptic functions can now be written as

℘(z) =
1

z2
+
∑
ω∈L
ω 6=0

(
1

(z − ω)2
− 1

ω2

)

ζ(z) =
1

z
+
∑
ω∈L
ω 6=0

(
1

z − ω
+

1

ω
+

z

ω2

)

σ(z) = z
∏
ω∈L
ω 6=0

((
1− z

ω

)
exp

(
z

ω
+

z2

2ω2

))
, (E.2)

where all these series converge absolutely and uniformly if z ∈ A ⊂ C and A is compact and

A∩L = ∅. Moreover, ℘ is even and meromorphic with double poles with residue 0. ζ is odd and

meromorphic with simple poles with residue 1. σ is entire and odd, with simple zeroes at all

the lattice points. Note that formally, ζ and σ are not doubly periodic and hence not elliptic,

but together with ℘ they are usually called the Weierstraß elliptic functions.

These functions satisfy

℘(z) = −ζ ′(z),

ζ(z) =
σ′(z)

σ(z)
, (E.3)
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for all z 6∈ L. In the rest of this chapter, we will assume that all the quantities in the expressions

are finite, so we will often tacitly assume that z 6∈ L.

E.1 Periodicity

These functions obey the following:

℘(z + ωi) = ℘(z),

ζ(z + ωi) = ζ(z) + 2ζ
(ωi

2

)
,

σ(z + ωi) = −e2ζ(ωi2 )(z+ωi/2)σ(z) (E.4)

for i = 1, 2. Also

℘′(ωi) = 0,

σ′(2ωi) = −e2ζ(ωi2 )ωi . (E.5)

If we define ω3 := −ω1 − ω2, then we get the extra properties

3∑
i=1

ζ
(ωi

2

)
= 0

ζ
(ω2

2

)
ω3 − ζ

(ω3

2

)
ω2 = ζ

(ω3

2

)
ω1 − ζ

(ω1

2

)
ω3 = ζ

(ω1

2

)
ω2 − ζ

(ω2

2

)
ω1 =

πi

2
. (E.6)

This last identity is called the Legendre relation.

E.2 Derivatives and Their Relations

We can define the lattice invariants as follows:

g2 := 60
∑
ω∈L
ω 6=0

ω−4

g3 := 140
∑
ω∈L
ω 6=0

ω−6, (E.7)

which can be used to write down the following relations for ℘ and its derivatives:(
℘′
)2

(z) = 4℘3(z)− g2℘(z)− g3

℘′′(z) = 6℘2(z)− g2

2
℘′′′(z) = 12℘(z)℘′(z) (E.8)
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E.3 Series

By defining q := eiπω1/ω2 we can state that

℘(z) +
1

ω2
ζ
(ω2

2

)
− π2

4ω2
2

csc2

(
πz

2ω2

)
= −2π2

ω2
2

∞∑
n=1

nq2n

1− q2n
cos

(
nπz

ω2

)
,

ζ(z)− z

ω1
ζ
(ω2

2

)
− π

2ω2
cot

(
πz

2ω2

)
=

2π

ω2

∞∑
n=1

q2n

1− q2n
sin

(
nπz

ω2

)
. (E.9)

A little more useful in our context our the expansions in terms of cosecant and cotangent:

℘(z) = − 1

ω2
ζ
(ω1

2

)
+

π2

4ω2
2

∞∑
n=−∞

csc2

(
π(z + 2nω1)

2ω2

)
,

ζ(z) =
z

ω2
ζ
(ω1

2

)
+

π

ω2

∞∑
n=−∞

cot

(
π(z + 2nω1)

2ω2

)
. (E.10)

The most important series, however, are the Laurent series of ℘ and ζ:

℘(z) =
1

z2
+
∞∑
n=2

cnz
2n−2,

ζ(z) =
1

z
−
∞∑
n=2

cn
2n− 1

z2n−1 (E.11)

where the cn are given by

c2 =
g2

20
,

c3 =
g3

28
,

cj =
3

(2j + 1))n− 3)

j−2∑
m=2

cmcj−m, (E.12)

where j ≥ 2. We can give an explicit expression for the Taylor series of ℘ and also of σ:

℘(z) =
1

z2
+
g2

20
z2 +

g3

28
z4 +O

(
z6
)
,

σ(z) = z − g2z
5

240
− g3z

7

840
− g2

2z
9

161280
+O

(
z11
)
. (E.13)

E.4 Addition and Duplication Theorems

To be able to manipulate expressions containing these functions, the following identities are

indispensable:

℘(u+ v) =
1

4

(
℘′(u)− ℘′(v)

℘(u)− ℘(v)

)2

− ℘(u)− ℘(v),

ζ(u+ v) = ζ(u) + ζ(v) +
(

1
)(2)

ζ ′′(u)− ζ ′′(v)

ζ ′(u)− ζ ′(v)
,

σ(u+ v)σ(u− v)

σ2(u)σ2(v)
= ℘(v)− ℘(u),

(ζ(u) + ζ(v) + ζ(−u− v))2 = −ζ ′(u)− ζ ′(v)− ζ ′(−u− v). (E.14)
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℘(2z) = −2℘(z) +
1

4

(
℘′′(z)

℘′(z)

)2

,

ζ(2z) = 2ζ(z) +
1

2

ζ ′′′(z)

ζ ′′(z)
,

σ(2z) = −℘′(z)σ4(z). (E.15)
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