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Abstract

We study the formation of defects in a Bose-Einstein condensate as is
described by the Kibble-Zurek mechanism. The mechanism describes the
formation of defects when a second order phase transition is crossed at a
finite rate. This is done by shock cooling or quenching the last part of
the evaporative cooling process where the transition into the condensed
state is made. This allows for the study of the amount of solitons formed
as a function of the quench time with the ultimate goal of determining
the critical exponents of the phase transition. The amount of solitons is
predicted by the Kibble-Zurek mechanism to scale as the quench time to
the power —a, which we attempted to measure. The dynamics of solitons
are also studied in order to determine the time scale on which they decay.
This turns out to be in the order of 0.29 seconds, and thus an important
factor, since we consider quench times in the order of seconds. When
correcting for the decay on this timescale, it turns out that « is extremely
sensitive to variations in the decay time and therefore we were not able to
give conclusive evidence on a value for the exponent. Instead we estimate
the value of « to be between 0.5 and 2, based on our measurements.
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1 Introduction

Besides the well know states of matter encountered in day to day life, such
as the solid, liquid and gaseous state, there exist a variety of exotic states
that require more extreme conditions to form. One such state was theorized
by Albert Einstein in 1924. After receiving a paper from the Indian physicist
Satyendra Nath Bose on the quantum statistics of photons and translating it
from English to German to have it published, he extended the idea to atoms.
One of the predictions that came from that was that even at finite temperature,
as long as it was sufficiently close to the absolute zero, which in this case means
in the order of serveral hundred nanokelvins, macroscopic occupation of the
energetic ground state would occur for a gas of bosons. This is what we now
call a Bose-Einstein condensate (BEC).

Because it is such a complicated process to cool down a cloud of atoms to
ultra low temperatures, it took over 70 years, until 1995, to finally show exper-
imentally that this state of matter truly does exist. In 1995, Eric Cornell and
Carl Wiemann at the Boulder NIST-JILA lab at the University of Colorado
eventually succeeded in producing the first gaseous BEC by cooling a gas of
rubidium-87 atoms to 170 nanokelvin. About four months later, Wolgang Ket-
terle and his group at MIT managed to create a BEC from sodium-23 atoms.
For this, Eric Cornell, Carl Wiemann and Wolfgang Ketterle received the 2001
Nobel Prize in Physics.

In this thesis we will take a look at a theory concerning the consequences of
speeding up the evaporative cooling stage in which the BEC is formed, known
as the Kibble-Zurek mechanism (KZM). The prediction is that defects in the
form of solitary waves, solitons, will form when the evaporative cooling is done
more rapidly than is done normally. The goal of this thesis is to determine the
scaling power of the amount of solitons as a function of the quench time, the
time it takes for the cooling part in which condensation is achieved. This scaling
in turn is linked to the critical exponents of the phase transition, which then
determine the universality class of the phase transition.

We start by treating the theory of the condensate and the theory behind the
Kibble-Zurek mechanism and solitons. Then an overview of the experimental
setup will be given before showing how the data has been processed and pre-
senting the results. We end by discussing factors that could have influenced the
measurements and giving some possible future projects on this topic.

A brief summary of my research in layman’s terms is given in Appendix A.



2 THEORY 3

2 Theory

This research heavily relies on theory. In order to understand the research,
the theory needs to be treated first. To start, the theory behind Bose-Einstein
condensates is discussed. The general physics behind the BEC is treated and
afterwards the Gross-Pitaevskii equation is derived and from that the Thomas-
Fermi approximation is derived. Finally, the theoretical core of this thesis,
namely solitons and the Kibble-Zurek mechanism, is treated which concludes
this chapter.

2.1 Bose-Einstein Condensates

Bosons are particles with integer spin. One of their properties is that their
wave function is symmetric under exchange of identical particles, from which
follows that bosons are unaffected by the Pauli symmetrization principle and
can occupy the same single-particle state. When a dilute gas of bosons is cooled
below the critical temperature, condensation is achieved. One way to estimate
the transition temperature is to consider the thermal de Broglie wavelength.
The thermal de Broglie wavelength is given by:

omh?
mk‘BT

(1)

Agp =

Here 7 is the Planck’s constant divided by 27, m is the mass of the atom, kp is
the Boltzmann constant and T is the temperature. One can see that the ther-
mal wavelength scales with ﬁ, so it follows that the wavelength increases as
the temperature decreases, signifying that the lower the temperature, the more
we observe the atoms like waves instead of particles. So at high temperatures
the wavelength is negligible and the gas behaves classically. As the tempera-
ture is lowered, eventually the wavelength will become comparable to the mean
interparticle spacing, which is in the order of n='/3, with n being the particle
density. In this regime the thermal wavelengths will start to overlap and a BEC
will be formed.

So an approximation is given by equating the mean interparticle spacing with
the thermal wavelength and solving for the temperature:

_ 2nh?n’3

T. = (2)

kBm
With the plausible value for the density of 10'® cm™2 and using the mass for
sodium-23 atoms, we obtain a critical temperature of around 600 nanokelvin,
which is certainly in the right order of magnitude.

Below the critical temperature, not all atoms instantly fall into the ground state.
To quantify the fraction of atoms that are in the ground state as a function of
the temperature, the condensate fraction is defined. The condensate fraction is

given by:
No T\?
—=1-(= 3
N (Tc) ? ( )
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with Ny being the amount of particles in the condensate and N the total amount
of particles in the trap. Since negative values are not physical, the fraction is
zero for temperatures larger than the critical temperature, which makes sense
because only below the critical temperature a BEC can be formed.

The process of creating a BEC in our experiment will be discussed in Section
3.1.

2.2 The Gross-Pitaevskii Equation

In this section we will consider a model for the BEC which takes interactions into
account and describes the properties of a zero temperature non-uniform Bose
gas where the scattering length is much smaller than the mean interparticle
spacing, the Gross-Pitaevskii Equation (GPE).

We shall derive the GPE as is done in Ref. [1].

In order to determine the energy of the many-body states we assume the Hartree
approximation in which the wave function of the many-body state is equal to the
product of the single-particle wave functions. Since we assume a temperature
of absolute zero, we find that all particles in the cloud are in the ground state.
So we find that the wave function of the N-particle system is given by

U(ry,ro,...,rN) :Hgb(ri), (4)

in which all the single-particle wave functions ¢(r;) are normalized. We also
assume a mean-field approximation in which the long range interactions are
neglected and we are left with an effective interaction in the Hamiltonian given
by U;; = Upd(r; —r;), where Uy = %, h is Planck’s constant divided by 27,
m is the atom mass and a is the scattering length. The effective Hamiltonian
is given by

N 2
H= Z |:2p;n + V(I‘l):| + U()Zé(ri - I‘j)7 (5)

where p; is the momentum operator and V(r;) is the external potential. The
energy of the state in eqn. 4 is found to be given by

p=x | [ Vo)l + V(o) + N

~———Uolo(r)[* (6)
Using the approximation that all single-particle wave functions are equal we
introduce the wave function of the condensed state, given by ¥(r) = vV N¢(r)
and with n(r) = |1 (r)|? the particle density. We can determine the energy in
terms of the wavefunction, which gives us

2
BW) = [ [ Po0P + VORGP + jtol]. o
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assuming that N is large. We want to minize this energy using the constraint
that [ drn(r) = N, where N remains a constant. This is achieved by use of the
method of Lagrange multipliers and we write 0E — ud N = 0, where pu is the
chemical potential. Using these constraints to minimize the energy gives us the
time-independent Gross-Pitaevskii equation,

—%VQw(r) +V(r)y(r) + Uolp(r) P (r) = ) (r). (8)

We will now focus on a harmonic potential wherein the trapping frequencies in
two directions are identical. So for the external potential we can write V(r) =
%(wrad(x2 + y2) + wazz2) = %(Wmd(/)g) + waxz2)~

2.3 The Thomas-Fermi Approximation

When a large cloud of atoms is present, a good approximation of the conden-
sate wavefunction can be made by solving the Gross-Pitaevskii equation after
neglecting the kinetic term, —%V%ﬂ(r), because it is small relative to the other
terms. This leaves the equation

[V () + Uoltp(x)P](x) = pp(x). 9)

This equation can then be solved for |1 (r)|?> = n(r) and a solution is given by

p—Vir)

2

r)|° = 10
wi) = A (10)
So in this approximation a condensate is found to be able to exist when the
chemical potential p is larger than the potential V(r) and that its density is

given by

. 1 2u—m[w,,,ad(p2)+wam22]
n(r) = p=Vr) )3 To p>V(r) (11)
Uo 0 otherwise
and the size of the cloud in the axial and radial directions are given by
Rraq = m(wQ::d)? and Ry, = m(ifz)z .

With this approximation a model for the shape of the condensate has been
obtained, which shall be used later on in a fitting procedure that is part of the
data analysis process.

2.4 Solitons and the Kibble-Zurek mechanism

In this section the formation of defects in the form of solitary waves, or soli-
tons, will be discussed. The necessary physics of the phase transition into the
condensed state will be discussed to provide the background needed. Solitons
will be discussed as both a mathematical solution of the time-dependent Gross-
Pitaevskii equation and as an artefact of the second-order phase transition as
predicted by the Kibble-Zurek mechanism.
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2.4.1 Phase transitions

In order to understand the theory behind the formation of solitons, the relevant
properties of phase transitions, specifically second-order transitions, need to be
discussed.

We differentiate between two forms of phase transitions, namely the first-order
transitions, where latent heat is involved, and the second-order, or continuous
transitions. We shall focus on the second-order transitions, because the transi-
tion into the condensed state is of that type and has the properties related to
the formation of defects.

The first of these properties is the existence of critical exponents. These describe
the behaviour of certain physical parameters near the critical point at which the
phase transition occurs. They are defined as

log | f(Tr)|

k= 12
Tr—0 log|TR| (12)
where T is the relative temperature defined as
T—-Tc
Th = ———. 13
"= (13)

In BEC’s two such quantities are the correlation length, also known as the
healing length, and the relaxation time, which we shall describe in more detail
later on. While it has not been proven as of yet as far as I know, it is generally
accepted that these critical exponents are universal, which means that they
do not depend on the details of the system, but only on the dimension of the
system, the range of the interaction and the spin dimension.

Closely related to critical exponents is the concept of universality classes. All
phase transitions in a certain system belong to a universality class and for
systems that belong to the same universality class, the critical exponents will
be identical. In this way, one can know the behaviour of a very complex system
near the critical point through measuring the critical exponents of a simpler, or
at least more easily measurable, system that belongs to the same universality
class. This is of course assuming that one can find such a simpler system and
know that it belongs to the same universality class.

Another concept that has to be introduced is the order parameter, which is a
measure of order in a system. This order parameter is usually zero when above
the critical point and larger than zero below it. In a BEC, the role of order
parameter is fulfilled by the condensate wavefunction, which is defined up to a
constant phase. This phase factor is crucial in the formation of solitons as will
be shown in Section ?7.

2.4.2 Mathematical solitons

The Gross-Pitaevskii equation as derived in Section 2.2 is useful to describe
the equilibrium structure of the condensate. Solitons, however, arise due to the
dynamics of the condensate, so in this section we will concern ourselves with the
time-dependent version of the Gross-Pitaevskii equation and is used to describe
the condensate dynamics.
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The time-dependent Gross-Pitaevskii equation is given by

oW (Ft) . hP_, drha,

[P, )] (7, ). (14)

Since interaction terms can no longer be ignored in this equation, one would
expect it to be difficult to find analytical solutions to this equations. It turns
out that there actually are analytic solutions to this equation in the regime where
interaction terms are important. These solutions are in the form of solitons, or
solitary waves, that can propagate through the condensate without changing
form.

These solutions exist due to non-linearity and dispersion in the Gross-Pitaevskii

equation and the solitons preserve their form because these two effects nullify

each other. In this case the non-linear term comes from the interaction between

particles and the dispersion is given by the Bogoliubov dispersion, given by
nlUy 5 hq*

2
= 1
v mq+4m2’ (15)

where n is the equilibrium density, w is the frequency and ¢ is the norm of the
wave vector. This relation arises from the hydrodynamic equations derived from
the time-dependent Gross-Pitaevskii equation , which will not be discussed in
this thesis. The mathematical details on this can be found in Ref. [1].

A very important remark about solitons is that they are a purely one-dimensional
solution, while the condensates are in principal three-dimensional, which has
consequences later on when the lifetime of solitons is treated.

2.4.3 Formation of solitons in a BEC

In order to discuss the formation of solitons in the BEC, more concepts as well as
the Kibble-Zurek mechanism (KZM) need to be introduced. The Kibble-Zurek
mechanism (KZM) is a theory that describes the non-equilibrium dynamics of
a second-order phase transition that is traversed at a finite rate. In this sce-
nario, critical slowing down and spontaneous symmetry breaking occur. It was
originally intended to study the effects of rapid phase transitions in cosmology
and was later extended to all continuous phase transitions, both classical and
quantum phase transitions, that are traversed at a finite rate [2]. The KZM
predicts the formation of defects in systems where continuous phase transitions
are crossed at a finite rate and the density of the defects scales with the critical
exponent of the phase transition.

To understand the process, the concepts of critical slowing down and sponta-
neous symmetry breaking will need to be explained. A didactic example shall
be used to contribute to the intuitive understanding of this concept.

Spontaneous symmetry breaking in a physical system means that the underly-
ing laws of the system, possibly equations of motion or a Lagrangian, is still
invariant under a symmetry transformation, but the system as a whole is not.
An often used example is the ball on a "mexican hat” potential. It has an
unstable state in the center where it is symmetric under rotation of the sys-
tem. Eventually even the tiniest perturbation will make the ball roll down into
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the true minimum of the potential where it will take a random position on the
ring of minima, corresponding to a certain phase on the ring. The system is
now no longer invariant under rotation and the symmetry has been sponta-
neously broken. In a BEC transition a similar event happens. When the critical
temperature has been reached, which happens first in the center of the trap,
symmetry is spontaneously broken when the phase of the order parameter is
fixed at random. This is a very important concept for the formation of solitons.

Critical slowing down is the divergence of the equilibrium correlation length &
and the relaxation time 7 at the critical temperature. The correlation length,
also known as the healing length and coherence length, is the length at which
the wavefunction tends to its bulk value after being subjected to a local per-
turbation. It is defined such that the kinetic energy term and interaction term
of the time-independent Gross-Pitaevskii equation are equal when varied on a
scale of £&. Note that this is a static property. The relaxation time is the time
scale on which a perturbed system will return to its equilibrium. Note that this
is a dynamic property.

The KZM also predicts the behaviour of these two quantities near the critical
point and is given by

O T 1)
and ¢
o 0

0= T o

for the relaxation time and the healing length respectively, where 7y and &
are constants [5]. Since the relative temperature goes to zero at the critical
temperature, the relaxation time and the healing length will diverge at this
point. The exponents v and z are respectively the static critical exponent and
the dynamic critical exponent of the phase transition. The main goal of this
research is to attempt to determine their values and the universality class of the
phase transition.

When the phase of the order parameter is chosen through SSB, information
about that phase can travel. When the system is cooled sufficiently slowly, the
information of the phase can keep up with the speed at which the temperature
can drop below the critical temperature further away from the trap center.
This means that all condensates that nucleate will pick the same phase as the
condensate in the center of the trap. The phase information can not travel faster
than the corresponding characteristic velocity given by

s(t) = 58 = Dizp(p|e. (18)

The information propagates through spin waves, also known as second sound.

However, when the system is cooled down more rapidly, known as quenching or
shock cooling, the temperature can drop below the critical temperature through
most of the trap before information regarding the phase of the order parame-
ter can travel to those outer regions. In these regions, condensates can form,
because the temperature is below the critical temperature, and because no in-
formation regarding the phase of other condensates has had time to reach that
area yet, a phase will be selected at random through SSB. Multiple condensates
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can be formed in the trap, all with their own different phases. These conden-
sates will grow and eventually meet, but they cannot merge because they have
incompatible phases. At the border of two of such regions a soliton is formed
to bridge the gap in phases and can be regarded as a continuous phase slip.
This manifests itself as a density depletion of the condensate, which lies along
the radial axis of symmetry. This is due to the difference in timescale between
the dynamics along the radial and axial axes. Because of the much tighter
confinement in the radial direction, the timescales are much shorter and, as
shall be discussed in Section 2.4.4, solitons are transversely unstable and will
be destroyed swiftly when not positioned along the radial axis.
The KZM predicts that the number of solitons scales as:

T0 | 1+2v T0

do (O =2

)% (19)

where d is the amount of solitons and 7 is the quench time, the time it takes
to cool the system through the critical temperature [5]. How this is defined in
our experiment will be discussed in the next section on our experimental setup.

The solitons that are formed have a width in the order of the healing length,
which is given by
1

Vnodma’
where ng is the density of the condensate assuming uniformity and a is the
scattering length, which is calculated as given in Ref. [3]. Using the realistic
values for our experiment of ng = 10'® and a = 60 * 1079 places the healing
length at below a micron.

§o = (20)

Solitons in which there is a density depletion are called dark solitons. Dark
solitons themselves are divided in two subclasses, namely gray and black soli-
tons. Black solitons are formed when the phase difference is exacly m, which
corresponds to a full depletion of the condensate, meaning that the density in
the center of the black soliton is zero. Gray solitons are formed when the phase
difference is less than 7 and does not fully deplete the condensate. Black solitons
are fully stationary, while gray solitons will oscillate through the condensate.
In our setup, since the phases are fully random, black solitons are non-existant,
so the only solitons we observe are gray ones. Besides dark solitons there also
exists bright solitons, which correspond to density increases. Dark solitons are
stable for condensates with attractive interaction, such as ours, while being un-
stable for condensates with repulsive interaction. Bright solitons are the other
way around and are unstable for our system and as such are not observed.

The way we experimentally create solitons in a BEC will be discussed in Section
3.1.1.

2.4.4 Soliton decay

The solitons that were studied do not carry a topological charge [4], so they are
not topologically protected, and as such can decay and cease to exist without
having to reach the edge of the condensate first. This turns out to be an
important factor in determining the critical exponents of the phase transition
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and the decay rate will be experimentally determined in order to correct for this
mechanism in the section on results.

As described before, solitons are a phase slip between two condensate sections
that carry different phase and as such are seen as a density depletion of the
condensate. One can assign an energy to the soliton, determined by condensate
density and the depth of the soliton. When the soliton loses this energy through
the mechanisms which shall be described next, the soliton gradually starts to
lose depth and eventually the phase slip will be nullified, which marks the end
of the soliton.

There are three main mechanisms that contribute to the decay of solitons
([7).8))-

The first is interaction with the thermal cloud. From the formula of the conden-
sate fraction, one can deduce that for any condensate where the temperature is
larger than zero, which will be the case for any realistic experiment, there will
still a fraction of the atoms not in the ground state and form a thermal cloud.
The soliton can interact with the cloud and lose energy to it. The lower the
temperature, of course, the more this mechanism will be suppressed. Note that
due to interactions between particles, there will still be a thermal cloud when
the temperature does reach zero, but its effect will be negligible.

The second is through the emission of phonons, or sound waves. When solitons
do not carry a full © phase slip, they will not be stationary and will oscillate
through the condensate. The solitons have a velocity dependent on the phase
slip they carry. For a phase slip of 7, their velocity will be zero and the density
depletion is maximal, while for a phase slip of zero, their velocity will be equal to
their maximal velocity given by the speed of sound and the density depletion will
be zero, making them indistinguishable from the background. When solitons
move, they will either move up or down the potential slope and with that either
accelerate or decelerate. Like particles, they radiate energy when accelerating or
decelerating, where this is done in the form of sound waves. When solitons lose
energy, they start to oscillate faster, a process known as anti-damping, leading
to a quick decay of the soliton. However, in the case of harmonic potentials, it
has been found that the solitons can reabsorb the emitted phonons, stabilising
them against this type of decay. When anharmonicities in this potential are
present, this equilibrium may once again be destroyed [9].

A third possibility stems from the fact that a soliton is purely 1-dimensional
while the condensate is 3-dimensional. This gives rise to the so-called snake-
instability, or transverse instability, in which the soliton breaks up into vortex-
rings that disappear. For condensates that have a high aspect ratio, this mech-
anism is expected to be suppressed.
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3 Experiment

To achieve the creation a BEC, a complex setup involving lasers and magnetic
fields is needed. The setup as it stands in our experiment will be explained and
the process of laser cooling will be discussed. To determine the critical exponents
of the phase transition, solitons need to be created. The method used in this
research will be shown. Imaging is done in order to do measurements on the
condensates and solitons. Two methods of imaging are currently in use in our
experiment, namely absorption imaging and phase contract imaging. Both will
be discussed briefly.

3.1 Experimental Setup

In our experiment we use sodium-23 atoms to create a BEC. To accomplish this,
a complex setup is needed to sufficiently cool down the atoms, utilising both
laser cooling and evaporative cooling. Both types of cooling will be explained
briefly.

First sodium is heated in the first oven chamber to about 600K, which corre-
sponds to a speed of around 800 m/s. A small diaphragm is used to only have
a tight beam of sodium atoms leave this chamber. In the second oven chamber
another small diaphragm is used to further tighten the beam of sodium atoms.
In this chamber there is also channel leading back from this chamber to the first
one. This is to allow for recirculation of the sodium atoms into the first chamber
in order to prevent the build-up of sodium in the second chamber. The third
chamber hosts a diffusion pump to prevent build-up of atoms in that chamber.

After the oven, and focussed into a tight beam, the atoms enter the Zeeman
slower. In this part laser cooling is used to cool down the atoms. Laser cooling
is done as follows. A laser beam is shone in the opposite direction of where the
atom is travelling. The atom can absorb a photon, which puts the atom into an
excited state, slowing down the atom by an amount equal the the momentum
of the absorbed photon. The atom will then decay back into the ground state,
re-emitting a photon. The emission of this photon is spontaneous, in this case
meaning that the direction it is emitted in is given by the dipole radiation
pattern. Averaged over a large amount of emissions, the net velocity gain from
the photon emission will be zero, therefore the atom will be slowed down.

In order for the atoms to absorb photons, the laser beam has to be resonant with
a transition of the atom. The transition that is used for slowing down the atoms
is the 3251/2, Fg=2— 32P3/2, F, = 3 transition, which from now on will be
referred to as F; = 2 — F, = 3. The hyperfine splitting of sodium is shown in
Figure 1. The laser beam that is used for this purpose is known as the Zeeman
beam. In this process a second beam, which is called the repump beam, is also
necessary. This beam is required because the atoms can also make the transition
Fy =2 — F, = 2, which can then decay into the F,, = 1 state, which is a state
that does not interact which the Zeeman beam. So this second beam is tuned to
the Iy =1 — F, = 2, which can then decay into the F; = 2 state. This repump
beam effectively drives the transition F; = 1 — F; = 2. While the transition
Fy =2 — F, =2 does not have a high chance to occur, the amount of photons
needed to slow the atoms down is very large, so the repump beam is necessary
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Figure 1: The hyperfine splitting of sodium with the wavelengths being those
in vacuum. (Picture from Ref. [3])

to prevent significant losses. One of the complications of this technique is that
when the atoms slow down, they stop being resonant with the laser due to the
Doppler shift of the light in the atom frame of reference. To counter this, an
inhomogeneous magnetic field, which is highest at the oven and lowest at the
end of the Zeeman slower, is used, such that the Zeeman effect nullifies the effect
of the Doppler shift, thereby keeping the atom resonant with the Zeeman beam
throughout the Zeeman slower. The distinction between the slowing and cooling
of atoms needs to be made here. The process above describes how the atoms
are slowed individually, but it order to cool a system, not only does the mean
velocity need to be lowered, the velocity distribution needs to be compressed.
This also happens in the Zeeman slower, because atoms that have a higher than
average velocity will remain resonant with the laser beam longer than the other
atoms, while atoms with a below average energy will not be resonant with the
beam until later in the slower due to the inhomogeneous magnetic field. So not
only are the atoms slowed, the system is cooled as well.

After exiting the Zeeman slower, the atoms are caught in a trap. This is done
using a dark spot magneto-optical trap, the MOT. In this trap, the atoms are
trapped using both a magnetic field and laser beams. The magnetic field is
a quadrupole field, generated by putting two coils in an anti-Helmholtz setup,
generating a field gradient of 5 G/cm. Along with this field, six laser beams,
which are slightly red-detuned with respect to the atomic transition, propagat-
ing along both directions of the three main axes are present. These beams are
circularly polarized and if one beam on an axis is polarized one way, the coun-
terpropagating beam will be polarized the other way. The lasers are detuned
about 1.5 linewidths below the Fy = 2 — F, = 3 transition. With this setup,
when an atom moves in one direction, from the atom frame of reference, the
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beam coming from the direction the atom is moving is closer to the resonance
frequency than the beam it is moving away from, therefore absorbing more pho-
tons from the beam it is moving towards, which results in a net force slowing
the atom. This holds for any direction it tries to move in, so the laser beams will
always stop the atom. Because of the collisions between the atoms in the trap,
the atoms will display a random walk behaviour and slowly diffuse. It is clear
that with the laser beams alone the particles cannot be trapped. Depending on
the spin state of the atom, they are either more or less sensitive to one of the
beams due to the circular polarization. When an atom crosses the zero of the
magnetic field, which is the center of the MOT by definition, their spin state
will be flipped and they will be more sensitive to the other beam than they were
before the crossing. So we have two forces that act upon the atom, depending
on velocity and position. The net result is that the atom will always be pushed
back into the center of the trap.

However, this only holds for atoms in the F, = 2 state, however, and atoms
in the F; = 1 state will be lost, because they do not interact with the light.
So, just like in the Zeeman slower, a repump beam is necessary to drive the
Fy, =1 — F,; = 2 transition. In order to prevent unnecessary heating effects,
the repump beam has a dark spot in its center such that only atoms that are
not in the center of the trap can get repumped. This allows for atoms in the
center of the trap to decay to the Fy; = 1 state which reduces radiation pressure
in the center of the trap significantly, allowing for much higher densities of cold
atoms in the MOT.

When one wants to do an experiment, the atoms are transferred to the magnetic
trap (MT), to facilitate evaporative cooling to further cool down the atoms to
below the critical temperature. We use a harmonic trap that is rotationally
symmetric around the z axis. In this trap there is a potential minimum in the
center of the trap, where the effective field is zero. However, this trap can only
contain atoms that are in the |FF = 1,m = —1 > configuration. Atoms with
m = 0 are not sensitive to magnetic fields and as such cannot be contained in
purely magnetic traps and as such are lost when transferred to the MT. Atoms in
the m = +1 state are attracted towards high magnetic fields and low magnetic
fields for m = +1 and m = —1 respectively and are suitably called high field
seekers and low field seekers. Since creating a maximum of a magnetic field in
space is forbidden by Maxwell’s equations, the high field seekers are also lost
and only the low field seekers are trapped in the minimum of the MT.

Once the atoms are transferred to the MT, we can start the process of evapora-
tive cooling. We use a radio frequency (RF) antenna to create an RF-field that
transitions atoms that have an energy at a certain threshold, determined by the
RF-field, to the | = 1,m = 0,1 > states, thereby removing them from the
trap. Since the particles that are removed have a higher than average energy,
the average energy of the remaining atoms will be lowered by the removal of the
particles, lowering the temperature of the cloud. This is known as spilling and
is only a part of the process. A more effective part of the cooling stems from the
collision between atoms. When two atoms in the trap collide, one will obtain a
higher energy, while the other will lose energy. When this higher energy particle
is then removed by means described above, not only is a higher than average
particle removed from the trap, it cooled another atom in the process, making
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this much more efficient than spilling alone. This threshold is lowered slowly to
remove the highest-energy particles from the trap while allowing the cloud to
stay close to thermal equilibrium. This cooling process is capable of bringing
the temperature well below the critical temperature.

3.1.1 Creating solitons

The first step to studying solitons is to create them. In order to create soli-
tons, we slightly modify the evaporative cooling process described above. As
described by the Kibble-Zurek mechanism in Section 2.4.3, the second-order
phase transition is crossed at a finite rate, which will cause defects to form,
based on the swiftness of the crossing. So we want to modify the speed at which
the critical temperature is crossed. We do this by selecting a region around T,
in which we drastically speed up the ramping down of the RF-field. This is
accomplished by selecting a point a little above T, and a point beneath T, in
which we let a second RF antenna, which is made resonant for the frequency
around which the transition into the condensed state is made, lower the thresh-
old linear in time, but more quickly than is done normally. This is known as
the quench and the time it takes to cross the region is known as the quench
time 7g. Doing this will allow us to meet the criteria for creating solitons as
described in Section 2.4.3.

3.2 Imaging Techniques

In order to obtain information about the condensate, there are two methods that
are frequently used within our group, namely absorption imaging and phase con-
trast imaging. Both will be discussed, but since all of my experiments are done
using absorption imaging, I shall only discuss phase contrast imaging briefly be-
cause it is an interesting technique and could possibly be used in future research
in solitons in an BEC.

Absorption imaging is done by sending a pulse of resonant laser light through
the condensate, allowing us to obtain the optical density. When this light is sent
through the condensate, a portion of the photons gets absorbed by atoms in the
condensate. Using a CCD camera, one can determine the amount of photons
that passed through the condensate without getting absorbed. Comparing this
with the total amount of photons that were sent out, one can determine the
optical density. More mathematical details can be found in Ref. [10].

When imaging with this technique, three images are created in rapid succes-
sion. The first is an image of the condensate, as desired, the second image is
the same, but without the condensate to determine the background, and the
third is an image without light, to determine the camera noise. One can then
reconstruct the final image by subtracting the noise image from the condensate
and background image and then dividing the modified condensate image by the
modified background image:

Icon ensate — Inoise
d t (21)

Ifinal = .
Ibackground - Inoise

This gives us the transmission and the value of the pixels in the image will
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be between 0 and 1. Since the three images are not taken at the same exact
moment, there can still be fluctuations and as such the final image will not be
entirely noise free and may still contain effects such as interference patterns. In
the section on the post-processing of the images methods will be described to
further reduce these effects.

Upsides to this technique are that it is a relatively simple way of imaging a BEC
and one can remain below saturation in order to reduce noise in the images.

Downsides are that it is a destructive way of imaging, destroying the condensate
in the process, and that for very high densities it can become impossible for
the light to get through, meaning that the density cannot be derived from the
image. This means that in situ measurements become difficult. Because it is a
destructive method, it is also not the most suitable way of studying condensate
dynamics.

To get around the problem of too high optical densities, we build in a time of
flight (ToF). During this ToF, we turn off the trap allowing the condensate to
fall and expand because it is no longer confined. This way the optical density
will be reduced and the laser pulse can more easily penetrate the condensate.
In our elongated condensates the radial confinement is stronger than the axial
confinement, meaning it will expand faster in the radial direction during the
ToF.

Phase Contrast Imaging, in contrast to absorption imaging, is a non-destructive
way of imaging the condensate. In this technique a beam of near-resonant light
is sent through the condensate. Considering the light as an electric field, part
of the field has been diffracted after passing through the cloud and accumulated
a complex phase, while the rest of the field remains unaffected. The amount
of diffraction depends on the complex refractive index of the cloud, which itself
depends on the complex polarizability of the atoms. The phase shift which is
measured in PCI is proportional to the real part of the polarizability, while the
imaginary part causes the scattering which is measured in absorption imaging.
Because the polarizability is constant for a fixed detuning, the phase shift is
directly related to the density. When detuning from resonance, the imaginary
part get smaller much faster than the real part, allowing for measuring the
phase shift while the absorption is small. The details on this method are given
in chapter 3 of Ref. [3].

The upside to this technique is that it is a non-destructive method, allowing
for making a sequence of images of the same condensate in situ. This means
that it is more suitable for studying the dynamics of the condensate than Al.
The reason it has not been used in my experiment is because of its resolution,
which is 3 pm, which means that any feature smaller than 10 pm will not be
clear. As shown in Section 2.4.3, the solitons that were studied are in the order
of the healing length, which was smaller than a micron, which means that in
situ they are less than the required 10 um. Only after a ToF would they have
expanded enough to be imaged, which in turn defeats the purpose of using PCI.
Maybe in a future experiment a way can be found to circumvent this problem,
because being able to track a soliton through its lifetime would provide valuable
information on its (primary) decay mechanism amongst other properties.
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4 Results

In this section the results will be presented. The routine of post-processing
the images in order to reduce noise and other unwanted effects is treated. The
code used to automatically count the number of solitons in the images will be
explained. After that we move on to how the obtained data was processed and
analysed while showing the obtained results. This includes measurements aimed
at determining the critical exponents of the system and a measurement of the
decay time of solitons.

4.1 Post-processing of images

In order to be able to automatically count the number of solitons in an im-
age, you want the image to be as clean as possible. To accomplish this, two
main techniques are used in my post-processing routine, being singular value
decomposition (SVD) and fast Fourier transforms (FFT) together with applying
masks.

The first of the two techniques to be applied is SVD. This technique is based
heavily on linear algebra and utilises the pseudoinverse of the image to recon-
struct the background. The technique discriminates between static and dynamic
features, where it is able to pick out the dynamic features of the background,
which is primarily noise, and discard them. Only the intuitive explanation shall
be given here. For the curious reader, the mathematical details are given in Ref
[10]. This technique uses multiple images to clean up one image in that series.
All of the background images from the series are takes and a new background
image is constructed by making a linear superposition of those backgrounds.
This technique reduces the effect of noise in background shots because effects
that only occur in a few of the background images will be reduced and mainly
pieces that occur in most background, and as such are probably really part of
the background instead of noise, will be left in the final image. This way a
new background is found that contains less noise than the original background
image, which translates into a less noisy final image.

Although this technique is commonly referred to as SVD, SVD is actually a
mathematical technique that is used in the computation of the pseudoinverse
of the image, which is then used in the reconstruction of the background. So
this method is actually one of the many applications of SVD and not the actual
technique itself. For simplicities sake it will still be referred to as SVD in the
rest of this thesis.

After the initial cleanup using SVD, a further clean up is done using FFT and
masks. By applying a FFT to the image data, we transfer it to the frequency
domain. Especially periodic effects such as interference patterns become very
clear and can easily be removed by setting the corresponding components of the
matrix to zero. An example of how interference patterns can be removed through
this technique is given in Figure 3. After transforming back, the original image
is generally no longer recognisable, but the solitons are still visible. We then
sum all the columns of the image to obtain a 1-dimensional spectrum. In this
spectrum the solitons are manifested as peaks in the spectrum and by comparing
spectra to their images we have experimentally determined a minimum height
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(a) (b)
(c) (d)
Figure 3: a: Image of the condensate before applying FFT and masks, b: Fourier

transform of the image, ¢: Image of the condensate after applying FFT and
masks, d: The mask applied to the Fourier transformed image

and a width region in which the solitons can be found. We then use these criteria
in a program that for all peaks in the spectrum checks whether they satisfy the
conditions. An example of this is given in Figure 4.

As an additional selection criterium we use the size of the condensate. As
shown in Ref. [6], condensates with a lower amount of particles will produce
more solitons on average given the same quench times. Therefore it is important
to only compare condensates of roughly the same size. To quantify this, a 2D
Thomas-Fermi profile, along with a 2D Gaussian profile is fitted to each image.
The Gaussian is to determine the size of the thermal cloud, while the TF profile
is to determine the profile of the actual condensate. From this the size of the
condensate is extracted and can be used as an additional selection criterium
before counting the solitons in it. Note that in the spectra as seen in Figure 4
this criterium is already applied and that the spectrum outside of the condensate
range is set to 0.

4.2 Statistical analysis and methods

The Kibble-Zurek mechanism is a stochastic process. So when two measure-
ments are done under the same circumstances, one won’t necessarily find the
same number of solitons both times. Now it is also clear that the amount of
solitons one finds in any given measurement is an integer, so one expects that
the amount of solitons found given the same parameters would have to be dis-
tributed according to a discrete distribution. Given the nature of the KZM, it
is a logical step to consider the Poisson distribution as a prime candidate. I
have not found anything in the theory suggesting that this has to be governed
by Poisson statistics, but the empirical evidence obtained during the course of
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Figure 4: Overview of the routine performed on the measurements.

a: Image of the condensate before the routine, b: Image after the FFT routine,
c: Spectrum after summing over all columns, d: Spectrum with the peaks as
counted by the program.

The red line indicates the maxima of the soliton peaks, while the green lines
signify the minima of the peaks
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Figure 5: Both images from the series on the decay time which will be presented
in Section 4.3. The blue points are measured data while the red points are the
points corresponding to the best Poisson fit.

a: Waiting time = 0.25 sec, sample size is 64.

b: Waiting time = 1 sec, sample size is 85.

this research does suggests that this is the case. Figure 5 makes a good case for
this statement.

First the measurements on soliton decay will be given. This should give us
a correction factor to use on the data obtained for the determination of the
exponent. The way these measurements were done was by selecting a quench
time and fixing that. In this case, the quench time was fixed at 2s. Then a
holding time was introduced and afterwards the condensate was expanded and
imaged in the usual way. So we have a fixed quench time and a variable holding
time after the quench that allowed the solitons to move through the condensate
and dissipate before the ToF, which in our experiments was set at 70 ms. Then
the amount of solitons left were counted and plotted as a function of the holding
time. This allowed us to define a half-life time for solitons. This is, of course,
assuming exponential decay. Once again, I have not found anything in the
theory suggesting that the decay of solitons is exponential, in fact, the decay is
a continuous process when done through anti-damping and therefore most likely
not exponential, but it seems to be a good approximation and easy to use in a
correction factor, therefore we shall use the half-life time for pragmatic reasons.

After that the results of the measurements on the exponent will be given. The
measurement were done in a similar way to the measurements done on the
decay time, but now we do not make use of a holding time and the quench time
is varied. The results on determining the influence of condensate density and
aspect ratio will also be presented. These were done in the same way, but in
order to achieve lower densities, the cooling process prior to the quench stage is
done less efficiently and for lower aspect ratios the trap frequencies are varied.

The analysis is done is by taking the data and for each quench time or waiting
time, a Poisson distribution was fitted to determine its mean value. The error
in each point is given by the standard formula for calculating the standard

deviation of the mean where IV is the amount of samples for that given

Vo
b \/ﬁ)
value of the quench time or wait time and o in this case is the root of the mean
amount of solitons. For the measurements on the decay time, the general model
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t
for exponential decay, ¢ -2 7/2, is fitted to determine the half-live time 7 /2-
For the measurements on the exponent, the curve c - ) @ is fitted in order to
determine the exponent «. In both fits, the weights of each point are given by
the usual formula, which is 1/error?. In this case the weight of each point is
equal to the amount of samples for that given point.

4.3 Decay

Preliminary measurements were done and the results are shown in Figure 6. We
used two different condensate sizes in order to investigate size dependence of the
decay time. As is shown, the decay time does seem to vary with different sizes,
but since the amount of measurements per data point is quite low, the results
are not conclusive on the influence of size and the two values are within the
error margins. The preliminary measurements find a decay time of a quarter
and a third of a second for the bigger and smaller condensates respectively.
This means that the decay time is a very relevant factor when considering the
measurements trying to determine the exponent, since the quench times are in
the order of seconds.

These measurements paved the way for a more extensive measurement with a
significantly larger sample size per point. This was also done and the results
are shown in Figure 7. The result of this series of measurements also gives us
a half-life time of around 0.3 seconds and is in the same order of magnitude as
the preliminary measurements.

To find out more about the way the solitons in our experiment decay, The heights
of the peaks of the solitons were recorded during the analysis of the measure-
ments. When solitons decay through means of anti-damping, one expects to see
that the solitons gradually lose their contrast and with that, the peaks become
shallower. The result of this is shown in Figure 8. Note that this is a very
coarse determination. As peaks become shallower, they may drop below the
threshold for the program to count it as a soliton, which may skew this data.
The green points in Figure 8 are practically at the cut-off point, hence that the
minima are almost the same for all waiting times. From the data we find that
the mean depths do not significantly differ between the waiting times. The max-
imum values do seem to get somewhat lower with the waiting time, indicating
the possibility that solitons lose their energy over time. Note that, assuming
a decay through gradual loss of energy, the mean heights of the peaks do not
necessarily get smaller. Due to the decay, the lowest energy solitons will die out
first, while the higher energy solitons only lose a part of their energy. This may
cause the mean to remain stable, while the maxima of the heights gradually gets
smaller. However, from these measurements, we cannot really draw a definite
conclusion, because the way of recording the heights is somewhat arbitrary and
due to the extreme effects of the post-processing, I cannot be sure that peak
height in the final spectrum has a one to one correspondence with the soliton
depth. The best way to probe the primary decay mechanism would be to utilize
non-destructive imaging, which would be a great future research.
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Figure 6: Analysis of the half-life time for two different condensate sizes. Aspect
ratio = 55. Quench time = 2 sec.
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Figure 7: Measurements of the exponent in the aspect ratio 55 configuration.
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Figure 8: Plot of the heights of the peaks found through the analysis routine. In

blue, the means along with their standard deviations are given. The red points
are the maxima and the green points are the minima.
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Figure 9: Early measurements of the exponent in the aspect ratio 55 configura-
tion. Data points are given in red, while the fitted curve is blue.

4.4 Exponent

With the data on decay times in mind, we attempted to determine the exponent
through means of the predictions done by the KZM.

Preliminary measurements were done to determine the exponent as well and
were in fact the earliest measurements done during the research. The result of
these measurements are shown in Figure 9, and indicate that the exponent is
in the order of 3.4. These early measurements were not designed to accurately
determine the exponent, but rather as a proof of concept. The measurements
were strongly in agreement with the exponential model given by the KZM. In
order to attempt to determine the exponent more accurately, a larger sample
size is needed. This was done by aiming for around 50 measurements per quench
time, which should then at least leave 20 images that satisfy the size require-
ment. The results of this series of measurements is shown in figure 10. What
immediately stands out is that this result is not very well in agreement with the
preliminary measurements, although it is within the standard deviation, and
that the fitted curve does not neatly go through the data points. In fact, the
second data point is higher than the first one, suggesting that the amount of
solitons grows with the quench time, which goes firmly against the KZM. The
same goes for the third and fourth data points, although the difference here is
less pronounced. We find an exponent of 6.00 + 1.83.

Since the quench times are in the order of seconds, while the decay time is in
the order of 0.3 seconds, the decay of solitons is a significant factor. One way
Q

of attempting to correct for this is by multiplying each data point by 27/2
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Figure 10: Measurements of the exponent in the aspect ratio 55 configuration.
Data points are given in red, while the fitted curve is blue.

which would compensate for the decay. The results of this correction for values
of the half-life time as found in the previous section are given in Table 1. Note
that a value for the half-life time of oo corresponds to no correction at all. It
is immediately clear that a slight difference in the half-life time has a large
influence on the exponent that is found.

However, the method of correction described above is very naive and does make
the assumption that all solitons are formed exactly at the start of the quench
and that the decay is actually exponential. The first is not true, since the
start of the quench is selected to be above the critical temperature and the
sample is inhomogeneous, which implies that there is no certain time at which
all of the solitons form. The second assumption has already been treated in
Section 4.2. To compensate for the first assumption, another factor, f, could

EON A
50 6.00 | 1.83
033 | 0.84 | 179
031 | 047 | 1.79
029 | 0.05 | 1.8
027 | 045 | 1.82
025 || -1.04 | 1.83

Table 1: The effect of variation in the half-life time on the determined value for

Q.
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be introduced, which is a value between 0 and 1 that indicates where in the
quench the critical temperature is crossed, 1 being at the start and 0 being not

at all The correction factor then becomes 2f*%. This would compensate for
the fact that the solitons are not formed immediately at the start of the quench,
but since we do not know exactly when they are formed in the quench, it is just
merely guessing and that will not further help our understanding of the process.

Based upon the above, an interval can be given in which the exponent o may
reside. First of all, the exponent has to be strictly positive. Negative values
would indicate an increase of the amount of solitons one finds as the quench is
slowed, which is clearly not the case. If the exponent were to be zero, the amount
of solitons would not depend on the quench time at all, which goes against the
results found during this research and others. So we expect the value for a to
be larger than 0, so we shall estimate the lower boundary to be around 0.5. An
upper bound is harder to impose and has to come from the fact that the critical
exponents have to be positive. Since the exponent is universal and the values
found in lower aspect ratios indicate that the value of the exponent is around 2
without correcting for the lifetimes, we estimate an upper bound of 2. So given
the physical arguments and the results we obtained, a value between 0.5 and 2
seems most likely. Mean-field theory predicts the value @ = 1, while in Ref. [4],
the value a = % is predicted. While our values are not conflicting with these
predictions, the uncertainty is too large to draw conclusions on which value is
the correct one.

4.5 Influences and miscellaneous measurements

As with all experimental researches, you want to know as many factors that
could possibly influence your final result as possible. As stated in Ref. [6],
the amount of particles in the condensate, and with that the density of the
condensate, is of influence. When the density is lower, more solitons are formed
for a given quench time than if the density were to be higher. It is clear when
looking at the results on the decay time between two different size as given
in Figure 6 that for the same quench time and waiting times, there is a clear
difference in the amount of solitons that are found. As can be seen, the density is
indeed a factor, so therefore in the analysis it is paramount that only condensates
of roughly the same size are compared.

We also investigated the influence of aspect ratio on the exponent. This is
interesting, because different decay mechanism and instabilities may become
important at different aspect ratios. While the critical exponents are supposed
to be universal, they are still dependent on the dimensionality of the system.
The majority of the measurements in this research were done at an aspect
ratio of around 55, which is sometimes referred to as quasi-1D. In this series
we studied a few different aspect ratios lower than 55, being 25, 10 and 6. In
Appendix B, images from these measurements are shown. As it appears, it is
more difficult to produce solitons in lower aspect ratios, as we need to decrease
the quench time to below a second in order to produce more than 5 solitons in
the case of aspect ratio 10, while that same quench time would elicit chaos in
the aspect ratio 55 configuration. As can be seen in the images, extracting the
amount of solitons is very difficult and only a rough estimate can be given for
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Figure 11: Measurements of the decay time in the aspect ratio 15 configuration.
Quench time = 2 sec

the exponent. This was done by manually checking images from the series and
for each quench time select six to eight measurements, from which an estimation
of the mean amount of solitons was made, which were then used in the regular
fitting procedure. From this we find that for an aspect ratio of 25 the value for
« is around 2 and for aspect ratio 10 this value is around 2 as well. For aspect
ratio 6 it was too difficult to count the solitons to give even a rough estimate of
the value for «.

The decay time was also determined for an aspect ratio of 15. Figure 11 shows
the results of these measurements. Interestingly enough, the value for 7,5
actually seems to be larger for this aspect ratio than it is for aspect ratio 55,
while, based on the theory, one expects that the lifetime is longer for the higher
aspect ratio. The reason for this is unclear and requires more research.

A noteworthy finding is that for the measurements done on aspect ratio 6, even
though a value for a could not be estimated, solitons as well as vortices are
present, which means that the transition between the regime of solitons and
the regime of vortices is not a discrete step, but rather a continuous transition.
Figure 25 Shows a neat example of a vortex. As shown, the exponent seems
smaller for the smaller aspect ratios. We have not investigated why this happens,
but the longer lifetime in the lower aspect ratios may be of influence on this. This
may be related to the fact that a quicker quench is needed to produce solitons
in lower aspect ratios, which means less time to decay is given, giving us an
exponent that is closer to the real value of the exponent. The measurements
on these aspect ratios were done before it became clear that the decay time
was a significant factor and we have not fully investigated the influence of the
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55 6.00 | 1.83 0.29 0.04
25 1.9 0.2 - -
15 - - 0.43 0.05
10 2.15 | 0.20 - -
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Table 2: Overview of the values that were found per aspect ratio.
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Figure 12: Plot of the positions of the solitons found through the analysis
routine. In blue, the means along with their standard deviations are given. The
red points are the maxima and the green points are the minima.

aspect ratio on the decay time. This was also done before it became clear that
the condensate size was a relevant factor as well, so we did not take that into
account either during the measurements. The lower the aspect ratio gets, the
harder it is to properly distinguish solitons, which is one of the reasons why
we ultimately decided to do the majority of our measurements in the highest
aspect ratio.

An overview of the values that were found for the exponent and the lifetime per
aspect ratio is given in Table 2. Note that the most recent results per aspect
ratio are displayed, leaving out the preliminary measurements.

Another prediction of the KZM is that the solitons will only form near the
center of the trap [4]. We attempted to test this prediction by also recording
the positions of the solitons in the condensate during the analysis to see if there
were any preferential positions. Note that solitons are not stationary, so merely
recording the positions of one measurement is insignificant on its own. These
measurements are shown in Figure 12. The means of the positions indeed seem
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to be situated in the middle of the image, corresponding to the middle of the
condensate. The minima and maxima of the soliton positions fluctuate, but do
not show a clear pattern. From this we conclude that the solitons are spread out
through the condensate, but we cannot conclude that the solitons are formed in
the center only, since the solitons are not stationary and have had time to move
during the last part of the quench step. Once again, PCI could possibly provide
a method of probing the early stages of the formation of the condensate, which
could provide valuable data.
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5 Conclusion

Solitons were formed by shock cooling the last stage of evaporative cooling,
forcing the temperature below the critical temperature swiftly throughout the
trap, as described by the Kibble-Zurek mechanism. We varied the quench time
in order to test the prediction done by the KZM that the amount of solitons
that form obey a power law in the quench time, with an exponent «. Initial
results were promising as it seemed that the amount of solitons did indeed obey
a power law in the quench time. The main goal was to determine the value of
a, which is composed of the critical exponents of the transistion.

Since solitons can decay, we investigated the timescale on which the decay hap-
pens by defining a half-life time. This half-life was determined experimentally
by fixing a quench time and introducing a waiting time before the time of flight
and imaging. This way the solitons were given time to decay before being im-
aged. This half-life time turned out to be in the order of 0.3 seconds, which
has a profound impact on the value for «, since the quench times that were
considered for the majority of the measurements were in the order of several
seconds. The lifetime was quantified as a half-life time An attempt was made
to correct for this decay by applying a correction factor to each data point. The
lifetime turned out to be so short in comparison to the studied quench times
that a small deviation in the lifetime made a big difference in the value that
was found for . Instead of being able to accurately determine a value for a;, we
determined that the value for a most likely resides between the values of 0.5 and
2, based on both physical arguments and measured data. This is in agreement
with predictions for « in the order of 1, as given by mean-field theory and Ref.
[4].

As stated in Ref. [6], the amount of solitons by a given quench time dependents
on the density. We have done measurements on this as well and were able to
confirm that the mean amount of solitons that one finds at a given quench
time is larger for smaller condensates than the mean amount found in larger
condensates. As a result, the size of the condensate was made a criterium
during the analysis of the measurements in order to only compare condensates
of roughly the same size.

The effect of different aspect ratios was also investigated. Since « is composed of
the critical exponents, it is expected to be universal, however it is still dependent
on the dimensionality of the system. THe majority of our measurements were
done on condensates of aspect ratio 55, which is sometimes considered to be
quasi-1D. Measurements on condensates of lower aspect ratio turned out to
be more difficult to analyze, but still estimates for the value of a, without
correcting for decay times, were made and indicate that the value o becomes
lower with aspect ratio. This is possibly due to the shorter quench times needed
to produce solitons, allowing for less decay and a more accurate determination
of a without having to correct for the decay time. For an aspect ratio of 6 we
find that solitons as well as vortices are produced.
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6 Discussion

As with most experimental studies, one won’t obtain perfect data and one won’t
fully understand every quirk that happens during the course of the research.
Should you know all these details beforehand, there would be no need to do any
of this research after all. This experiment was, once again, no exception to this
and I would like to devote this section to those points of uncertainty that could
have skewed the numbers and introduced uncertainties in the final results.

First of these points is the decay of solitons. As seen in previous sections, at finite
temperatures at least, solitons are not stable and will eventually lose their energy
and dissipate. Several methods of dissipation have been described in the section
on soliton decay, but theory alone doesn’t tell us which of these mechanism is
the most prevalent in our experiment. We have done some preliminary research
on this as shown in the results section, but that hasn’t given us any conclusive
evidence on which of the mechanism is the most prevalent in our experiment.

Another phenomenon is the occurrence of notches in the density from one of
the sides, which we have dubbed ”half-solitons”. These half-solitons resemble
solitons in that they are a density depletion, but they don’t seem to go all
the way through the condensate, only making it partly through the condensate
before they stop making a density depletion. An example of one such half-
soliton is shown in Figure 14. I have been unable to find an explanation for
this particular phenomena, especially given the nature of the formation of these
solitons. The only explanation I can come up with is that these are vortices that
are leaving the condensate after being formed through the snake instability, but
this is merely a wild guess on my part and in no way supported by any evidence.

A last point that is more human error than the previous points is the counting of
the solitons. In this research a program written be me was used to automatically
count solitons. This program seems to work fine, but has its limitations in its
accuracy. It starts to become problematic when the quench times are low and
thus the amount of solitons present will be high. These solitons are capable
of overlapping each other and start to lay very close to one another, which
can make it very difficult for the program to separate them, thus counting
less solitons than are actually present. Half-solitons may also form a problem,
because when they don’t deplete the condensate very far, they may give a peak
in the spectrum that is not high enough to be above the counting threshold.
Since these half-solitons are clearly defects, they should be counted.
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7 Outlook

As with any research, with this one being no exception, some questions have
been left unanswered and other questions have emerged during the course of
this project. Seldom do all questions get answered and more often than not
does one research project pave the way for another. Most of the questions that
have arise during the course of this research has already been mentioned in the
relevant sections where they first arose, but they will be summarized here for
convenience.

First and foremost, the question that I initially set out to answer, what the
values of the critical exponents are, is still left unanswered. The lifetime of
the solitons is too short in comparison with the quench times that we have
used, which manifested itself in the large uncertainty in the determination of
the exponent a. One way to improve this would be to create a system in which
the mean lifetime of the solitons is in the order of seconds instead of a third of
a second.

Another question is that of the decay mechanism. As described in section 2.4.4,
most of the decay mechanisms described are expected to be suppressed. Still
the decay time is found to be in the order of a third of a second. So we do
not fully understand the system as of yet. A way to gain understanding of the
mechanisms at work would be to utilise non-destructive imaging in order to be
able to track solitons through their lifetime. This way, if the snake instability is a
dominant mechanism, this should be well visible as the breaking up into vortices
will be made visible. The the two other mechanisms will be more difficult to
distinguish from one another, as both will cause the soliton to gradually lose
energy. To accomplish this, there is another problem that will need to be solved
first, which is the resolution of the imaging. The above will need to be done
in situ, where the width of solitons is in the order of the healing length, which
is smaller than a micron. So either the resolution of the imaging needs to be
improved, or a system needs to be devised in which the healing length is greater
than 10 micrometer. As seen in eqn. 20, this can be done by either increasing
the scattering length or lowering the density. The latter is more easily done
than the former.

Another feature that could possibly be implemented in the experiment would
be the ability to levitate a condensate, by compensating for the gravity, after
the magnetic trap is turned off for the time of flight. This will not only allow
for longer expansion times, since the ToF is no longer limited to the time it
takes for the condensate to fall to the bottom of the chamber, but it will also
be very convenient for the switch between PCI and AI. Normally, the trap is
turned off and the condensate expands while falling due to gravity. To image
this, the lens will have to be moved in order to get the condensate in focus after
the ToF. For PCI, this is done in situ, so the lens will have to be moved back
in order to shift the focal point once more. If this feature is implemented, both
for PCI and AI the lens can remain in the same position, allowing for faster
switch times. As seen in the images in section 77, for the lower aspect ratios
the condensate is optically still reasonable dense. Longer expansion times can
benefit the measurements done on these aspect ratios.
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8 Appendix A: Summary in laymen’s terms

This section is meant for those who would like to know what I have researched
in the past year, yet have no background in physics. I shall attempt to explain
the main points of my thesis whilst omitting the technical details and terms.

One of the fundamental properties of atoms is that their energy is not con-
tinuous, but rather a discrete amount, dictated by quantum mechanics. Their
energy also cannot be equal to zero, there is a minimum energy that an atom
must have. Atoms also have a quantum mechanical property called spin, which
is somewhat like the earth spinning around its own axis, but in reality no clas-
sical analogy can truly be made. This spin has a number attached to it, which
is either an integer amount, so 0,1,2- - -, or half-integer, such as %, % etc. Parti-
cles with an integer amount of spin are called bosons and those with half-integer
spin are called fermions. A crucial difference between the two is that bosons are
allowed to be in the exact same energetic state, while fermions are not. This is
due to another quantum mechanical principle. When a lot of bosons together
get into the lowest energetic state, known as the ground state, they form a new
state of matter known as a Bose-Einstein condensate (BEC).

In order to achieve this, we need to cool down the atoms to almost absolute zero,
0 Kelvin or -273.15 degrees Celcius. This is not an easy task, of course, and in
order to achieve this we use lasers and magnetic fields. The use of lasers might
feel counterintuitive, so I shall explain the principle of laser cooling using the
usual analogy. You can compare it to throwing tennis balls at a truck coming
at you. The tennis ball will hit the truck, absorb a bit of its momentum and fly
off because it got knocked away. So now the truck has been slowed down a very
tiny amount. Throwing more and more tennis balls will slow the truck down
further and further and eventually the truck will be stopped. In this analogy
the truck is the atom that needs to be slowed and the tennis balls represent
the light particles, named photons, from the laser beam. This may seem like
a very inefficient way of cooling, but now consider that the laser shoots about
ten million photons a second and is capable of slowing down an atom going 800
m/s down to 30 m/s in a matter of milliseconds. This is sufficient to cool down
an atom of around 300 degrees Celcius to around 1 K(elvin) or -272.15 degrees
Celcius. Pretty cold? Yes, but in order to achieve condensation it needs to
be cooled down even further until it’s around 10~% K. To do this, we use the
properties of the atoms to trap them in a magnetic field. Particles in this trap
will now mingle a bit and every now and then collide with another particle,
thus giving one particle a higher energy and the other a lower one. If we now
make a hole in the upper part of the trap where only higher than average energy
particles can reach, those particles can escape the trap and the average energy
of the remaining particles is lowered a bit, which also means that the average
temperature is lowered a bit. Repeating this process and slowly lowering the
height of the hole in the trap will eventually allow us to cool the atoms down
far enough for the condensed state to be reached. We have now made ourselves
a Bose-Einstein condensate.

Now why would we want go through this complicated process anyway? Conden-
sates like this one show interesting properties and exhibit quantum mechanical
features on a much larger scale than one would normally find, which makes re-
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searching them a lot easier than it would be otherwise. What I have done is take
that last cooling step and do it much more quickly than you would normally do.
When done quick enough, interesting things happen to the condensate when it
is being formed. When cooled quick enough, not just one condensate forms,
but multiple different ones can form. When those grow further and eventually
meet, they need something to bridge the difference between the condensates.
This something is called a soliton and can be observed as a stripe of lower den-
sity through the condensate. What I've been studying is how many of these
solitons form as a function of the speed at which the cooling step is performed.
This will let me find a certain number, called the critical exponent, that will
allow me to say something about the type of transition the transition into the
condensed state is.

Besides that I also studied the lifetime of those solitons. Solitons do not live
forever and gradually lose their energy and depth and eventually disappear.
I looked at the timescale on which they disappear, because that might be an
important factor when counting the amount after a longer cooling time. As it
turns out, it takes about a quarter of a second for about half to disappear. Since
I am looking at cooling times in the order of seconds, this is a very important
factor and another complication for me to consider.

As it turns out, the lifetime of solitons is pretty short, half of the solitons will
have disappeared after about a third of a second, while the speed of the last
bit of cooling is a few seconds, making this an important factor. So as it turns
out, determining the critical exponent is a lot harder than I had hoped, because
I need to correct for the lifetime. As it turns out, a very little change in the
lifetime will cause a large difference in the value I find for the critical exponent,
so I can’t say for certain what the number actually is.

So in the smallest nutshell that I can possibly find: I spent a year counting
stripes to determine a couple of numbers, which turned out to be pretty difficult.
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9 Appendix B: Images of measurements

To avoid filling up the results section with images and to give a better idea of
what our measurements look like, a few images of the different aspect ratios we
have done measurements on will be presented here. Among these images are a
few interesting results displaying effects such as vortices and half-solitons.

9.1 Aspect ratio 55

Figure 13: Quench time = 2 sec, waiting time = 0.75 sec. Note that the soliton
does not appear to be a straight line.

Figure 14: Quench time = 3 sec. Note the half-soliton



9 APPENDIX B: IMAGES OF MEASUREMENTS

9.2 Aspect ratio 25

Figure 15: Quench time = 1 sec.

Figure 17: Quench time = 2 sec.

36
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9.3 Aspect ratio 15

Figure 18: Quench time = 0.8 sec, no waiting time

Figure 19: Quench time = 0.8 sec, waiting time = 0.75 sec

Figure 20: Quench time = 0.8 sec, waiting time = 1.5 sec
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9.4 Aspect ratio 10

Figure 21: Quench time= 0.8 sec

Figure 22: Quench time= 1.2 sec

Figure 23: Quench time= 2 sec
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9.5 Aspect ratio 6

Figure 24: Quench time= 0.6 sec

Figure 25: Quench time= 1 sec. Note the vortex in the middle.

Figure 26: Quench time= 1.2 sec
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