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Abstract

Both openchannel flows and density currendse able to creatsupercriticatflow bedforms The
morphodynamics of these supercritiedw bedforms are, however, stifloorly understoodThis is
mainlydue to a lack of measurements of flow processes occurring witieisetypes of flows. Cyclic
steps have successfully been simulated in epkannel flow using a depttesolved numerical

model The equilibrium conditionstavhich certain supercriticéflow bedforms are stable are
investigated The temporal variation in Froude nhumbistindicative ofat which conditiongyclic

steps arein a macroscopic equilibriuit a variability of grain sizes, discharges and sediment
concentrations The depthresolved modeprovides insighinto the dynamic interaction between
velocity structure, shear stressem)d sedimentoncentrationswithin the flowsand resuling erosion
and deposition pattens, which,n their turn affect the flowproperties againThe velocity structure
downstream of a hydraulic jumglisplayshighest flow velocities near the bed/hilst lowestor even
negative velocities are locatet the top of the flow, causing the flow to remain exerting shear
stresses on thbed even after the hydraulic jump. The sediment concentrations within the flow only
decrease after a 30 second, or half a meter lag, causing most of the deposition to take place at the
last two-thirds of subcritical region of the flowTheresulting depogional patternconsiss of
upstreamdipping backset laminations deposited on the stegfeof the bedform crosscut by the
erosive surface of thiee-side of the cyclic stephis interplay between erosion artkpositionalso
causes an ugiream migratiorof the cyclic steps

Introduction

Unidirectional fluid flow over an erodible beguallyleads to the formation of bedforms due to the
morphodynamidnteraction of aflow and asedimentry bed, suchbedforms have been observéxal

both openchannelflows as well ag densitycurrents Two main types of bedforms can also be

created by an overall supercritichbw; antidunesand cyclic stepsSSupercriticaflow bedforms have

been modelled in flume experiments in batpen-channelas well aslensityflows (Jorritsma, 1973;

Taki & Parker, 2004; Alexander et al., 2010; Spinewine et al., 2009; Cartigny et al., 2013). Additionally
there are field observations of these bedformdrnee-surface flows (Simons et al., 1965; Grand,

1997; Fielding, 2006Bedforms with similar geometrieand internal structures have also been
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observed on the seafloor (Smith, 2005; Lamb et al., 2006; Fildani et al., 2006; & Biavies, 2009;

Paull et &, 2010;Ayranci et al., 20L2HughesClarke et al., 2012), though the interpretation of the

process creating these sediment waves is debated. Numerical modelling studies on supercritical
bedforms have been performed, using degtheraged models, both impen-channelsetting

(Winterwerp et al., 1992; Parker & lzumi, 2000; Mastbergen & Van Den Berg, 2003; Fagherazzi & Sun,
2003; Parker & Sun, 2005) and under subaqueous conditions (Fildani et al., 2006; Kostic & Parker,
2006; Kostic et al., 2010; Cartignyakt 2011; Covault et al., 2014).

These deptkaveraged models have provided valuable insights in the morphodynamics of bedform
development. The fundamental instability underlying the initiation of bedforms, as well as the
dynamic flow processes associdteith them, are however, still poorly constrained. The
simplification in internal flow structure limits information on b&dw interaction that can be
extracted from the deptkaveraged models. Differences in sediment concentration, turbulence and
velocty may affect the bedhteraction significantly.

More detailed numerical simulati@of the flow-processes and befliow interactiors allow a more
detailed constrain of the parameters governing the formation of bedforms; data which is difficult to
obtain from the actual natural flows or physical experimeritsthis study a fully deptiesolved
computational fluid dynamics (CFD) commercial code that uses a Reyavaldgied NavieBtokes
approach (RANS) is deployed in order to gain further insights inrdeegses forming and

maintaining the supercriticeflow bedforms over time, at different conditions.

The main research questions of this study are: (1) can supercritical bedforms be modellea using
depth-resolved modéet Ths type ofnumericalalgorithmhas never been used to simulate the
development of supercriticflow bedforms, the model outcomes are first to be compared to
physical modelling results to validate the use of the modelA{2yhich conditions do supercritical
bedforms develop from an itially smooth slope? The effects of grain size, specific discharge and
sediment concentration on flow conditisnvill be investigated. (Ilow does the morphodynamic
interaction betweerflow andbedformwork?How does the bednorphology affect the flow
properties? The model allows for quantification of flproperties as excesshear stress, sediment
concentration and flowvelocity over depth.(4) An attempted has been made to model supercritical
flow bedforms in a turbidity current, with the experimentabrk of Jorritsma (1973) as a basis.
Although stable conditions under which supercritical bedforms have been formed have proven
difficult to model, the beeflow interaction has been simulated. The effects of different physical flow
properties on the beded viceversa around a hydraulic jump in a turbidity current will be
investigated.



Background

Flows are either Froude subcritical (Fr<1) or supercritical (Fr>1), as a flow shifts from a supercritical
to a subcritical flow regime, a hydraulic jumgpresent. This fluidlynamic process can be observed

in free-surface conditions as well as in turbidity currents (Komar, 1971; Long et al., 1990; Hager,
1992; Kostic et al., 2010). In supercritical flow conditions there are two main types of bedforms that
can be present (Kennedy, 1960; Alexander et al., 2001; Cartigny et al., 2013) (1) Antidtidesies

are short wavelengthielative to cycliesteps, A SThsLE ANTOUNES

symmetrical bedforms associated with
continuously supercritical flow and (2) Cyclic step |=mmm——————
cyclic steps a generally more asymmetrical, p—
longer wavelength bedforms, associated with
trains of hydraulic jumps. On the stesisle of the
cyclic step, depositional subcritical flow is preseni
while at the leeside there is an erosive
supercritical flow(Winterwerp ¢ al., 1992; Parker,
1996; Cartigny et al., 2013 There are also two
transitional bedforms related to Froude
supercritical flowunstableantidunes and chutes
and-pools (Kennedy, 1960; Kennedy, 1961;
Alexander et al., 2001; Cartigny et al., 2013), an |
overview of the different supercriticalow
bedforms is showin figure 1.

Figurel: An illustration of different kinds stipercritical
bedforms as found in Cartigny et al., (2013).

Fluiddynamic framework

Flow regimeand hydraulicymps

The Froude number is an important numbehydrodynamics, as the Froude numizlistinguishes
between subcritical flow wheresurface waves can migrate both upstream and downstream, and
supercritical flove whichonly allow downstream migratioof surface wavesThe Froude number (Fr)
isthe dimensionlessatio between flow velocity and wave propagation velocity, but it also
represensthe ratio betweenthe ¥ f 2imefliadiand gravitational forceshen applied to depth
average flow properties

O — Equationl.1

In which u is thelepth-averagedlow velocity, g the acceleration due to gravity émthe flow
depth. If Fr>1 the flow is supercritical, and if Fr<1 the flow is deemed subcritical.

Thetransition between supercriticab subaitical-flow is associated with thiearmation of hydraulic

jumps whichcanbe explainedn terms ofspecific energy. The specific energthe sum ofkinetic

SYSNH& Olgf 800 A yIR= SFRBNBE o6  Ha& G Kide spefifcareyican 2 F (G K S
be expressed in meters of water column height by dividing & ® ! aadzyAy 3 dzy A F2 N R
velocity distributions this results in equatidn?. The specific energ¥)is expressed in metres of
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water column, in which the first term correspondghvine potential energyhead(E), and the
second with the kinetic enerdyead(E), g is the specific discharge

0

0O 0 06" -"§8Q L Equationl.2

(o]
This function implies that the energy in a flowttie sum ofthe kinetic energyand potential energy.
As the Froude number (equation }.i a ratio between the fluids inertia and gravitational forces, it
can be said that the square of the Froude number is proportional to the kinetic and potential energy
(equationl.3). This alsaneansthat there is a critical flow velocity {uand critical flow depthi) (at
constant dischargept which the flow changes from a supercritical to subcritical flow regime (and
vice versa)

%6 "0p Equationl.3

The critical flow depth can be used to rdimensionake the flow depth(h/hc), and specific energy
expressed in hydraulic heaH f).

A 2 E vs h for g = constant
h q
E, = 3
depth 2gh
YT\ : A
he : —~—
v } >
Emin B e = E

Figure2: a plot of flow depth versus specific energy expressed in hydraulicBkest Eare the kinetic energy and
potential energy components of the total specific energy E. Altered after Open Channel Hydraulics for Engineers ch.3 pg. 47.

If h/hcis lower thanunity, potential energyE) dominates in the flowand the flow issulxcritical.In
caseh/ h¢ isexceedaunity, kinetic energyk) is the dominant form of energy, and the flow is in a
supercritical flow regime.

When a flow changes from a supdtioal regime (for examplepoint A in figure?) to a subcritical

regime for examplepoint B in figure2). The energy gradient in the flow is negative at first, going

from point A to point C, ovethe line. The energy gradient then becomes positive: gfiog point C

to point B over the lineThis positive energy gradient is physically impossible as no energy is added to
the system. For this reason a change in flow from supercritical to subcritical cannot happen gradually,
but has to be instantaneous (adiraulic jump)The overall loss in specific energy whilst going from a



supercriticalflow to subcritical flow, as explained by thdescribedtheory, can be explained by the
development of rollers and vorticeturbulentkinetic energy creation and dissijn.

Submerged hydraulic jumps

Hydraulic jumps aralsoknown to occuiin densityflows, such as turbidity current&¢mar, 1971;
Garcia & Parker, 1989png et al., 1990; Kostic et al., 2010). Turbidity currents are driven by their
excess weightlue tosediment suspended in thilow. As the Froude number is an indication
between a flows inertiand gravitational forces, the component describing the forces due to gravity
ought to be adjusted to a subaqueous situation as the gravity force is only applig @xcess
density. The densimetric Froude numbergfFfescribes the Froude number in a submerged setting
as found in Mastbergen & Van Den Berg (2003)

O @ — Equationl.4

In whichC is thedepth-averaged sediment concentratiqas fractionjand¥ isthe relative density
difference of the sedimentvater mixture- " " ¥ . Simiér to the normal Froude number, a
valueof unity is classically expected to be the value of critical flow, this is however only valid for
unstratified flows and the criticélow Froude number differs from unity in stratified flow such as
turbidity currents (Waltham2001).

Hydraulic jump cladgiation

The Froude number before the hydraulic jump has implications for the intensity of the hydraulic
jump created and hence, also its flow structuifehe Froude number before the jump is relatively
low, little energy will be lost in the jump, arttie jump will behave less vigorous than if the Froude
numbers before the jump are high (table 1 provides a classification scheme of different hydraulic
jumps formed at a variance of Froude numbers).

1.017 <5% Standing waves /N~ ~

1.7-2.5 5-15% Smooth rise

2.54.5 15-45% Unstable; avoid W
T3

4.59.0 45-70%

>9.0 70-85% Choppy;
intermittent =

Tablel: a classification scheme for hydraulic jumps agen Te Chowl 973. lllustrations from Open Channel Hydraulics for
Engineergh.3




Bedforms in a supercritical flenegime

Supercriticaflow currents tend to transport and erode largeantities of sediment as they typically
have steeper velocity gradients in comparison to similar subcritical flows, during sediment transport
several bedforms can be identifiel.fourfold classification of supercritical bedforms has been
proposed by Caigny et al. (2013): stable antidunes)stableantidunes, butesand-pools and cyclic
step, in order of increasing peak flow intensiygure3 provides a bedform stability diagram for
bedforms in a supercritical flow regime ppen-channelflows).
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Figure3: Thebed loadstability diagram from Cartigny (2012), the solid blue lines are from Van den Berg & Van Gelder
(1998). The dotted lines are added by Cartigny (2012). The diamonds are observed cyclic step morphologies, squares are
chutes and pools, isngles are antidunes and circles represent the upper plane bed. The data has been obtained in several
studies, and differergrain sizegGilbert, 1914; Kennedy, 1961; Guy et al., 1966; Winterwerp, 1986; Cartigny, 2012).

These supercritical bedforms amet only found in freesurface flows, but have also been observed

on the sedfloor (HugheClarke et al., 2012), are found in flume experiment of turbidity currents

(e.g. Jorritsma, 1973; Spinewine et al., 2009) and have been modelled numerically using dep
averaged models (Fildani et al., 2006; Kostic & Parker, 2006; Kostic et al., 2010; Cartigny €t al., 201
Covault et al., 2014).

Stable atidunes

Antidunes are relatively showavelength, low amplitude type of bedform, associated with (near)
constantsupercritical flow conditios creating iqphasesurface waves and bedformStable

antidunes are known to move upstreaar remain stationary, depending on flow intensity and grain
size of the bed(Simons et al., 1965; Hand, 1974; Alexander et al., 2CG01igBQYy et al.,2013), in

case of upstream migration; erosion will occur on thedete of the dune, ad depositionon the

stoss side. The antidunes are found in trains, thidogervedin flume experimentsandin nature as
well (Simons et al., 1965; &rd, 1997; Fielding, 2006; Kostic et al., 2010; Cartigny et al., 2013).



Unstableantidunes

At flow intensitiegpeak Froude numbers$hat are slightly higher than that of stable antidunes,
unstable antidunegsometimes referred to as breaking antidunea) be formed. In case ainstable
antidunes, hydraulic jumps periodically occur creating an upstream migr@ositive)surges that
later get washed out into downstream moving (negative) safgennedy, 1961; Cartigny et al.,
2013) Theunstableantidunes migrate upstream due to erosion on the dgide and deposition on
the stossside. This deposition may cause oversteepening ofstassside, increasing the bedform
amplitude, requiring so much kinetic energy for the supercriittaling water to passhat potential
energy starts to dominate and a hydraulic jump (surge) develops as a result.

Chutesand-Pools

Chutesand-pools consist of negplanar to angleof-repose downstream dipping surfaces over which
supercritical flowscours the sedimenchutes) and troughs in which the water is in a subcritical flow
regime (pools). These two stages of flow are separated by a hydraulicgjusapge Chuteand-pool
surges a@ not washed out downstream like the surgeuimstableantidunes, but are gradually
transformedin supercritical flow again. The supercritical flow on thedete of the bedform causes
erosion,while deposition occurring in the pools, resulting in upstream migratifime upstream
migration happens in a stepwise manner due to superimposed améigl (Cartigny et al., 2013).

Cyclic steps

The cyclic steps show similarities with the chatedpool morphologybut are found in flows of even
higher peak flow intensityA cyclic step is the higheshergy bedform found ithis bedform stability
diagram see figure8. Cyclic steps are asymmetrical bedforms, with a gentle, upstream-sitibess
and a steeper downstream legide,the flow regime at the stosside of thestepis subcriticabnd
overalldepositional(Cartigny et al., 2013T.helee-side is chracterised by supercriticatrosiveflow
over the bed. To accommodate the transition betweesugercriticaland subcritical flow regime, a
hydraulic jump is found where slope of the Isiele deceases, and thetossside begins. Trains of
cyclic steps nigrate upstream in a stable manner (contrary to chuéestpools), and no other
bedforms appear to be superimposed.

Methodology

To answer the posed research questions pteesolved numerical model is usdthe numerical

code used is FLO®BD®, which is multiphasecomputational fluid dynamics code based on
ReynoldsAveraged NavieStokes (RANS) equations. The auxiliary models used here are a turbulence
model (the RNG-k-model), and a sediment scour model. TkeFnelversion used is the yet

unvalidated FLOVBD 11.00.16 betaThe FAVO® (Fractional Area/olume Obstacle

Representation) capabilities of FLEBD®version 1lallow accurate discretemodelling of complex
intra-cell fuid-sediment and freesurfaceinterface geometries.

The experiments of Cagny et al.(2013) are used to validate the applicability of the code. At the
same time, this provides insights in the dynamics of supercritical bedform developitent.
supercritical bedform development will be studied in turbidity currents as well, using the
expeliments of Jorritsma (1973) as a framework.ahswer the first questionwhether or not it is
possible to simulate bedform development in a depéisolved numerical modethe conditions
describedn Kennedy (1960), Kennedy (1961), Alexander et al. (ZDaigny et al. (2013) and the
conditionsas observed ithe FLOW3D®are comparedUsing flow data as Froude numbers, mean
water depth and fhw velocity, as well as data on bed parameters as observed bedform and their



migration period, the numerical simations will be compared to the experimental resuf@nce the
model is validated the other aims can be approached as well.

Turbulence modelling

Turbulence is the chaotic and unstable motion that occurs in fluids when theliasuficient

stabilizing visous forcesvithin the flow. The most elemental method to describe turbulence is by
using the Reynolds number, which is proportional to ithertial forces of the flow, divided by the
viscous forces, agescribedby equation2.1, in whichhis acharactera G A O ¥t 26 RSLIGIKZ
kinematic viscosity of the fluidit high Reynolds numbers, the viscous forces are unable to dampen
flow instabilities this leads to the formation of eddies over a range of spatial and temporal scales.

z

YQ

Equdion 2.1

Although the Reynolds numberagneasure of turbulencatensity, the modelling of turbulence in
an actual flow is much more complex and cannot be characterized by one stladae is an entire
array in possibilities that can be used to deseribrbulence in a flow. To describe all models and
methods in great detail would far exceed the scope of this study. Hence, only a short description of
the main turbulent modelling methods will be given, and the magsd,the two-equation RNG
model, will be elaborated upon. The methods of describing turbulence will be sésdifrom the
most detailed onedirect numerical simulatiorto the moststraightforwardone used in a depth
averaged models. Several turbulence models can be used in- BDOM/OW3Dis a code based on
Reynolds Averaged Navi8tokes equations (RANS) so not all models are an option. The models
available in FLOWSD are: the Prandiinixing length model, onequation turbulent energy model,
two-equation k. -model, two equation ¥ model, RNG+¥ model and, the large eddy simulation
model.

Direct numerical simulation

The most accurate method of simulating turbulence is direct numerical simulation (DNIS the
NavierStokes equations are solved withaaty turbulence model and this implies the whole range
of spatial and temporal scale must kesolved from the smallestirbulencescale: the Kolmogrov

by F
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simulationare very high, even at relatively low Reynolds numbers, as the number ofstiepes
required to be computed increases as a power law of the Reynolds nuiobeet al., 2013)or
most applications turbulence closure models that do not resolve every spatidiemporal scale are
valid to describe turbulence, DNS is mainly used in fundamental research on turbulence.

Large eddy simulation

Largeeddy simulation (LES) principal is lowpassfiltering of the solutions of NavieBtokes

equations, in order to iminate the small scale solution, which saves computational cost. This results
in a filtered velocity field. Large eddies are solved explicitly and smaller eddies are accounted for
using a sukgrid scalenodel (SGS model), and represented by an edslgesity. LES can be applied

to filter on spatial as well as temporal scales. Even though the only the larger scale eddies are
computed explicitly, solving the Navi€tokes equations still requires a lot of computational cost.

Twoequationks Y2 RSt 4 yRZRED 1|

The twoequationk-# Y 2aRd3dnormalization group twequationk-# Y 2(R\&iodel) are
based upon the turbulence viscosity hypothesissuming thamomentum transferred by turbulent
eddies can be modelled ugjran eddy viscositand solves two equations, for (1) turbulent kinetic
energy(0 | YR 6 HO G dzNF.ddeSuybiilentkihaiiciehdrdl i8 the2eyfergy of turbulent



velocity fluctuations, as described in equat@®n = Ay ¢ KA O Komgz@entd & vellogitR ¢ Q | NI
fluctuations in the X, y and z direction, respectively. The two equations in thetuation models

allow the models to take into account history effects of the flow like convection and diffusion of

turbulent energy.

Q -0 ol 0 Equation2.2

The transport equations for turbulent kinetic energy and turbulent dissipation are the partial
differential equation22.3 and2.4. In which Pis the turbulent production, Bthe turbulent diffusion
these terms are calculated via yet another set of differential equatiGngs anempirically derived
constant as are the other Gvariables.

— O0— U— U — v O - Equation2.3

— 06— UL— U0 — —0 O 06 — Equation2.4

The empirically derived constant what makes the RNG model differéram the standard twe
equationks Y2RSt > a Ad A& O2YLMziSR FTNRBY (G(KS {dzNbdzZ S
the RNGmodel.

There is a relation between the turbulent energy dissipation in the model, and the turbulent kinetic
energy. Equatio.5 describes this relation in which the maximum turbulent mixing lefgtEN) is
introduced which is a usedefined parameter. It is recommended that the TLEN is about 7% of the
smallest domain dimension, the height of the stream in this case (FRDWer manual: M.H.

Shojaee Fard and F.A. Boyaghchi, 2007). The dynamic viscosity of the flow should however be in the
order of 650 Pa.s, so a TLEN in the order of 0.01m is recommepéesbfialcommunicationR.
RouzairobndE. Hansen The- is a minimum value of turbulent dissipation, to prevent
unphysicakmall values, which would lead to an overestimation of the eddy viscosity, equation 2.5 is
thus purely an equation to limit unrealistic outcomes of turbulent dissipation ciedlby equation

2.4

- ™Yo — Equation2.5

The turbulent kinematic viscosity , an eddy viscosity and property of turbulent flow rather than
an intrinsicmaterial property,can be calculated from #hturbulent kinetic energy and turbulent
dissipation energy.

0 TEBIYb Equation2.6

Using the kinematic viscosity in combination with the turbulent kinematic viscosity, the dynamic
viscosity(i) can be calculated, see equani2.7, wheren,is the kinematic viscosityn intrinsic
material property.

oo ’ Equation2.7

The dynamic viscosity is an important parameter in the sediment dynamics, it plays a role in the drag
function, ShielddRouse equatiorf3.5), functions for the local Shields numberg)3and the

dimensionless particle diamet. Altogether of significant impact on the sediment transport

dynamics. The sensitivity analysis done on the TLEN (and hence dynamic viscosity) also shows the
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Oneequation turbulent energy model

The oneequation turbulent energy model is @large degree similar to twequation turbulence

closure modelsThe turbulent kinetic energy is computed via equati@&and2.3. The main
RAFFSNBYOS K24SPSNI Aa qiskdt computkdSia GogeidR dAuSaftier isR A & a A LI
more simply related to the turbulent kinetic energy)(kia equatior.8, similar to equation 2.5. The

equation does not limit the partial differential equation 2.4, but replaces it to compute the turbulent
dissipation.

S L U J— Equation2.8

The turbulent kinematic viscosity and dyn@miscosity are calculated in the same way as in the two
equation model, via equatiord6 and2.7. The outcomes will however be slightly different.

Prandtl mixing length model

The simplest model which can be used in RANSelling and FLOWD is the Pnadtl mixing length

model. In the model the assumption is made that the fluid viscosity is increased by turbulent mixing

in highshear regions (read: near solid objects, walls, or a packed sediment bed). The model assumes
that turbulence production and digsation are in bance in every cell of the flow, meaning there can

be no transport of turbulent energy over cell boundaries, leading to especially high turbulent energy
values near objects.

0 O - Equation2.9

Via equatior?.7 the turbulence dissipation is calculated in the Prandtl miiémgthmodel as well.
And the turbulent kinematic viscosity is computed in a simple equaidr®y.

0 TYd YO MY Equation2.10

The Prandtl mixing length model islpmleemed valid for stable and steady flows however (FL3DW
user manual).

Depth averaged turbulence modelling

Although depth averaged models are not based on Ré&dNfations, this does not mean turbulence

can be ignored. The depth averaged faguationmodel of Parker et al. (1986), is commonly used

as a basis for depthveraged modelling of turbidity currents (e.g. Kostic & Parker, 2006; Fildani, 2006
and Covault et al., 2014)epth-averaged turbulence modelling is not an option in this study, as the
model used is not deptlaveraged but deptiiesolved The four equationsf the modeldescribe
conservation of mass and momentum, suspended sediment, and the fdurtiulent kinetic energy.

The model is discussed extensively in Kostic & Parker (2006)iandiitmot be done for the entire

model herein. The fourth equation takes the form of equatibhl, as described in Parker et al.,
(1986).Herein K is the mean turbulent kinetic energy per masis, h the layer thickness, C the
sediment volumetric congeration, U the flow velocity, uts the bed shear velocity,és a measure

of water entrainment from the top of the flow.ewe/U, in which w is the entrainment velocity, R is
G§KS &dzo YSNEBHSR aLISOA T A s thie head lhyésveraged matd of urbufedtNJI |j dzI NJIi |
energy dissipation

— — 0.Y -YQ -Q YQROQ -YQOHQ -Y@ O i6 Equation2.11
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The first two terms on the rigHbtand side of the equatiorepresent the production of turbulent
energy. Thehird (i S N represents the deptiaveraged rate of turbulent energy dissipation. The
Last three terms describe the loss of turbulent energy due to work against the density gradient.

Incorporating turbul@ce is crucial for depthveraged modelling as well, as without the turbulent
energy equations 3 and 4 of the feaguation model can create a loop salfcelerating the turbidity
current. More sediment will be entrained than is settled down, resulting denser current, which
accelerates, increases velocity and increases entrainment even more etc. etc. Energy dissipated
trough turbulence is thus needed to prevent this from happening, as is the case in physical reality as
well.

Model choice

Direct numertal simulation is not a method that is required in studies not focussed on fundamental
turbulence research, nor is the computational power available to solve the Nato&es equations
without any turbulence model for the scale of this study. Large eddylation is available in FLOW
3D, although it provides more informatioon turbulence than a Reynolds averaged modelery

fine meshis howevemeeded and the computational cost is still too highiodel the bedforms
processes at the core of this study

The twoequation models are able to model turbulence on the scale of this study within an
acceptable timemeaning the model should be able to run overnight and still produce appropriate
results The two equations for turbulent energy and turbulentsiiimtion in the tweequation models
provide reasonable approximations for many types of flows, except at inflow boundary regions (Rodi,
1980), the model also is widely used. The RiN@lel is prefered over the standard-k-model asG ¢ «

is solved from the turbulent dissipation akdnergy rather tharan empirically derived constant,
Sabbaghyazdi et al.2007) has compared the RN@odel with the standard-¢-model and found

that the RN@model wasn better agreement with measured data.

The oneequation turbulent energy model is inferior to the twamuation models as it does not solve
turbulent dissipation via a transport equation but only lets it vary with the turbulent kinetic energy.
The oneequation model is not able to account for history effects of turbulence dissipation such as
convection and diffusion, the twequation models do take this into account.

The Prandtl mixing length model assumes that turbulent dissipation is in equilibriuntheith

turbulent production (and buoyancy) production at every gr@ll. This is only valid for steady flows,
and as the formation and migration of bedforms per definition is unsteady and dynamic this model is
not appropriate to use.

The depth averaged bad turbulence model can obviously not be used in R8iN@lations. The
depth average model assumes uniformity of flow properties over the depth of the flow.

Both the RNG tw@quation model and the onequation turbulent energy model have been tested

in the simulations, and both of them allow the simulations to transport sediment in a manner such
that supercritical bedforms can be formed from an initially flat bed, and are able to migrate. The
model choice however has significant effects on the rate ofierowithin the model. Figure3and4
illustrate the difference in erosion and depositional character of one of the simulations that has been
tested. The tweequation RNG@nodel erodes significantly more sediment at first, but after about 400
seconds an eqlibrium is reached and the system becomes slightly depositional. Thequmegion

model on the other hand erodes less at first, but remains an overall erosional system over the entire
time-span of the model. If the dynamic viscosity is examined, asurefig it can be seen that in the
one-equation model, dynamic viscosities are higher over the entire flow resulting in higher overall
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critical shields numbers. In the twexjuation model turbulence dissipatéaster, leading to lower
dynamic viscosities, anvia the sheastresscalculation to lower local Shields numbers and erosion
(this result can be seen in figugg

Although both the oneand two-equation turbulence models to work, the decision has been made to
use the RN@wo-equation turbulence moddbecause of its morelaborateapproximation of
turbulent dissipation, while still maintaining an acceptable computational time.

0.00 0.75 1.50 2.25 3.00

4.8 7.2 9.6

Figure3: The dynamic viscosifin Pa.spf the twoequation RN@nodel (on top) versus the dynamic viscosity of the o
equation turbulent energy model (bottom).
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Sediment scour modelling

The sediment scour model in FLEBD® estimates sediment motion via eresivansport via
suspended and belbad mechanismand deposition byomputing(1) advection, (2) settling dut
gravity, (3) entrainment due to shear stresses (4) and computingdstitransport. Sediment can
exist in two states in FLOBD®, either as packed sediment that is unable to move, existing at its
critical packing fraction, or, in a suspended low canigion.

Advection

The transported suspended sedimentdyvectionis calculated by equatioB®.1.

—h 0%y T Equation3.1

In which the velocity is the mean velocity of the sediment mixture, and c the concentration of
sediment.

Settling

Sediment is typically heavier than waténwill sink due to its excess detysor drift, relative to the

surrounding fluid. The drift rate is dependent on the balance between the buoyant forces that cause

drift and drag forcesvhich work against this drift By combining the momentum equations faj (

the sediment species and)(the total mixture, a new momentum equation which calculates can

be constructed (eq. 2). The wi is the velocity needed to compute the transport of sediment due to

drift. uaite is not the relative velocity between the fluid and the sedimenhigh is ), but a more

abstract velocity, the relative velocity between the sediment and mean velocity of the entire fluid

mixture.

Pee 5, - — i ——
h h h

In which P is the pressurg; i the volume fraction of sediment; KK S R NJ 3 s, tReddgnSitif A 2 y >

of a species of sediment, ang the relative velocity of a species of sediment$us, ¢ ).

0 j Equation3.2

The assumption is made thaediment motion is neasteady at a computational timescale, and that
pressure gradients are proportional to the acceleration of gravity. Appreciating these assumptions,
equation 32 can beusedinto equation 33 as one if its simplified solutions forahrelative velocity

0n — "5 "G Equation 33

By solving the function for the relative velocity, and the Stokes drag functiongthecan be
computed in equation 3.

o} R p o B "Q0 i Equation3.4

Entrainment

Sediment is entrained in the water if the local shear stress exceeds the critical shear stress at a given
location. Entrainment cannot be calculated for each individual grain so empirical formulas are used

The critical shear stress at a given location is a function of the densities of the fluid and the sediment,

the grain size of the sediment and the (dynamic) viscosity of the fluid, this is done via the-Shields
Rouseequation of (Gou, 2002kquation 3.5Additionally,the model also deals with the effect of
FNXY2dzZNRAY AT Ay gKAOK f I NBERNe @ddél doyedts for tielied sfope ¢  a Y I §
The equation describing the model for the critical shear stress create an algoritbotvthe

critical Shields stress at a given point in time and space.
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z 8
—5 = mWiup Aob— Equation3.5

In which R* is a dimensionless parameter defined¥as: Qp

The local Shield number is calculated based on the local shear stress, and given by equation 3.6.
- Equation3.6
In which the local shear stress is divided by the product of the gterit acceleration, grain size

and density difference of the grains. High shear stress, low relative density of the grains, or small
grain sizes will thus lead to higher local Shields numbers and hence, more sediment entrainment.

The local sheastress $ represented by a stress tensor in the Nax8&kes equations, in short
though: it can be said that the local shear stress is a product of the viscous forces and the shear

velocity (equation 3.7), where p is the dynamic viscosity-arithe shear velocity, this notexactly
how the shear stress is calculated in FL-@BVbut merely an illustration.

t = Equation3.7

The entrainment lift velocity (&), which also is a volumetric flux, of the sedimerst$hen calculated
in equation 38, and is a function of both the local shields numbaey, (critical shields number ¢,
AN GAGE 63032 KSR AafdEiBenEoNIEsS grainfsife (R)S Thard is also ié dn
entrainment coefficieninvolved in equation 3.0 , it has a default value of 0.018 (corresponding
with Mastbergen and Van Den Berg, 2003). Higher values for the entrainment coefficient lead to
more sediment entrainment. This entrainment coefficient can be altered in theighqry®duleof the
FLOW3D sediment scour model.

8 AELE | h

o | £Q8 — — ° £ 8 Equation3.8

Bedload transport

The model for bedoad transport in FLOVSD is based othe Meyer, Peter and Muller equation. It
predicts the volume of sedimetiat flows overthe packed bednterface First of all, a

dimensionless betbad transport rate is calculated, which is a function of the critical and local
Shields number, criticahi&lds number, and a beldad coefficient, this again is a parameter which
can be changed in the FLE® scour model, the default value is set to 8: a higher value would lead
to more transport. Equation 9.computes the volumetric betbad transport rate yolume per unit

width over time), the first term of which is the dimensionless tead-transportS |j dz Gisthe = |
bedload coefficient.

AR T — —j 82 Q- Qp Equation3.9
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The thickness of the beldad layer is calculated via the grain size of the sediment, critical aal loc
Shields numbein equation 3.10, and the fraction of sediment in Hedd transport in the cell in
equation 3.11.

— mQ® — p) Equation 3.10

R
o M Yg— — p Equation 3.11
z h

This allows equation B2 to computethe velocity of the bedoad (Wedioad, in Which the volumetric
bedloadi NI YA L2 NI NI GS A& RA JAidrdtie valuine finétién ofic&linark & 2 F (i
fb,i.

o i Equation3.12

h

The volume fraction of sediment in the bémhd-layer is empirically obtainedt, isa function of the

packed sediment fraction, grain size, and local and critical Shields numheegseAvector is

created.The resulting masBux of the model is described in equatiod3® Ly &fd OK

thickness of the bedbad layer, §ithS @2 f dz¥Y'S F NI O As2the dehdity citBeRA YSY G | Y R
sediment

Ofp O O Equation3.13

Combining the four computed sediment scamamponentsallows for an estimation of the sediment
transport viathe scour model in FLOBD.

Model setup: freesurface flow

The first simulations performed are done using a fseeface flow (i.e. subaerial opernannel flow),

the model is constructed to have dimensions similar to that of the Eurotank flume laboratory i

Utrecht. The resulting data of the model can then be compared to the physical experiments as
described in Cartigny et al. (2013). Details on the exact conditions used can be found in Cartigny et al.
(2013) and are not reiterated here.

Mesh

The meshkd areais 12m x 0.15m x 1m (x,y,z). The number of cells in-ttieektion is 360, implying a
cell size of 3.3cm. The number of cells in thdirgction is 3, corresponding to a 5cm cell size. In the
z-direction 35 cells are present, the minimum size of which.8cm (at the bedluid interface), and

the maximum size is 8.5crAspect ratios stay limited to 2.5 at a maximum. The physical experiment
had a yscale of 0.48m, but in order to limit computational time, the number of cells inthe y
direction is limitedto 3, making it a de facto 2D model.

Geometry

The inletfor the water islocatedin thetop left of the modeland isof a weirtype. This allows the
fluid-sediment mixture to flow in and over the bed, and create its own equilibrium sisgbere is

no realistic limit to the height of the bed on the inlet boundary of the modah the righthandside

an outflow is creatd with a small obstacle placed below the bed, this is to prevent excessive erosion
caused by the flow. In the experiments of Cartigngle(2013)a standing body of standing water is
located at the outlet, this slows down the flow and allowsdeposition after erosionThe body of
ambient water was too difficult to mimic correctly aavedgeshapedobject is placed below the bed
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to slow the water instead and prevent erosion of the entire bE@yure4 displays the setup of the
model in an XZ crosssection.

outflow boundary

inlet water-sediment mixture The simulation setu P

packed sediment bed 12m

Figure4: The model geometry with inflow on the bottom left, and outflow on the righé red component in the packed
sedimentbed, the blue component is a solid rarodible objectScale is in meters and the flow is from left to right.

Boundary conditions

The Xmin infloboundary condition is a specified flow velocity and heigeterallycorresponding

with discharges as desdbed in the physical experiments Gartignyet al. (2013)or Alexander et al.
(2001) Unfortunately neither of the authors provide inflow sediment concentraticasa

recirculating tank is used:he Xmax has an outflow boundary condition. Ymin and Yneax a
symmetry boundaries, implying a frestip boundary. The Zmin boundary is a watl object with
sedimentsized surface roughness is also placed below the sediment bed in case the flow erodes to
the flume floor.The Zmax boundary is a specified presaifr@ Pascal differential pressure and a

fluid fraction of O the air above the freesurface).

Physics

The gravity is9.81 m/s2 in the direction. Within the scour model, the grain sizediffered between
160 and 450 umThebed-load coefficien{BLGis set to 4 (Wong & Parker, 2006), the entrainment
coefficient to a default 0.018, drag coefficient to 0.5, and angle of repose of 30 degrees. The
turbulence model used is the RN@-knodelwith a TLEN of 00®m, which yielded realistic dynamic
viscositiedbetween 01Pa.s

Output and numerc

The simulations will run for 1800 seconds each, of which the first 200 secondsuaiéyrequired to
reach amacroscopislope and flow equilibriunData is saved every two seconds leading to 900
time-steps to be anlgsed per simulated run.

Model setup: turbidity current

The turbidity current model has a larger modelled volume than the-$tedace flow the main
reason for this is that mean equilibrium slopes are highet e model thus needs to be larger in
the z-direction. Not as many simulations have been rarthe turbidity current cases as in the free
surface modelThe validity of the FLOBD® model in subaqueous cases is not tested against
physical experiments as thoroughly as in the fseeface flowsThe data of Jorritsma (1973) is used
as a framework however.

Mesh
The mesh of the turbidity current simulation is larger than in the Sadace flows. The mesh is
24x0.15x2m (x,y,z). With 920 cells in thdirection, 3 in the ydirection and 67 in the-direction.
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Averages cell size is are 2.6cm x 5c&uorm (X,y,z) in the interesting areas where batkraction
occurs.

Geometry

The inlet is different than in the fresurface case. A jaype inlet is used to prevent excessive
erosion on the bed directlgt the inlet. A 2 degrezinclined bed is used. The model is filled with
ambient water to the top. FigurB visualizes the geometry.

2.0

0.0

4.8 9.6 14.4 19.2 24

0.0

Figure5: A visualization of the setup of the subaqueous simulations. The blue component is a 140um packed sediment bed
the red components are solid nenodible objects.

Boundary conditions

The inflow boundary condition on the Xmin boundary is specified as a fixed 1.1 m/s velocity of a 1200

kg/m? watersediment mixture through a 26m high inlet, corresponding with disarges of

W2 NNARGAYE 6mMdTo0 Qa8 NHzy mMnd ¢KS - YIE A& |y 2dziFf 2
walls and Zmax is a specified OPa differential pressure with fluid fraction 1 at the top.

Physics
The scour model uses 140um sedimaitother physichparameters are similar to those used in the
free-surface model

Output and numerics

The simulations will run for 500 seconds eaahd data is saved every second, the simulation is only
500 seconds because the model is larger, and this way an acceptaibfriting time is still
maintained.

Data analysis

The results of the modelled simulatiewere analysed in a 2BZplane as well as using a 1D probe
time-seriesat fixed locationgvery 1m the main locations usédweverare the x=2mx=8n (the
same disance Cartigny et al. 2013 used for analysis-Dfflow data) andnearthe end of the flume
(x=10m).

The flow data fom the stationary 1Eprobesis analysed using MatlabRarameters investigated are
the 50" and 90" percentile of the Froude numbers, #isistrated in figure 6the Matlab script used
can be found in appendix Zhe local Froude number is a given output value by F30\W&nd
corresponds with equatioft.1. The depth averaged velocity'5@nd 90" percentile have been
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obtained in a similamanner.

35 T T T

251
Froude90—

Froude50—

Froude number [-]

05

0 | | | | | | | | |
0 100 200 300 400 500 600 700 800 900 1000

number of measurements [-]

Figure6: a graphic illustration of how the Froude 50 and 90 have been identified in the Matlab Fegptsiulative
distribution of the Froude numbers observed over the run on a fixed location. The curve is used to extract parameters such
as Foude median and 90percentile.

The period of bedform migration has been obtained via a discrete Fourier analysis on treetie®
(Cartigny et al., 2013petails on the calculations can be found in appendix 2.

Normalized mean plots of several flomnd bed properties have been made, at which averaging over
multiple cyclic steps is don&he timenormalization is needed to construct plots of flow and bed
properties over multiple cyclic steps which do not have the exact same period of migratiors In thi
way average flow properties and bed properties can be analysed rather than individual ones,
individual bedforms can show a significant amount of variance to one another. The fixed location
probe data has been used for the tinm@rmalization, the time bateen two bedformpeaks has

been normalized to 1000 normalized time unigs the rate of bedform migration varies slightly

order to allow this timenormalization, interpolation between several points has been done.
Appendix 3 provides the basic caldidas of the timenormalization procedure in Matlab.

The turbidity current cases require additional calculations of the Froude number, as-BD®\Woes

not provide densimetric Froude numbers. The densimetric Froude number has been calculated using
a depthaveraging method and the depihtegrated methodas described iGarcia & Parker (1993),

the Matlab scripts elaborating on the methods can be found in appendix 4.
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Resultsfree-surface flow

Model verification

It is important to use a valid model in nemcal simulatn, otherwise the results haveorphysical
basis, and are thus useless. The first aim was thus to test the validity of the useerégsgpitred
numerical model, this is done for fremurface flow using physical experimental data from Kennedy
(1960), Alexander et al. (2001) and Cartigny et al. (2@B)jng simulation 1, a specific discharge of
0.093m?/s with a sediment concentration of 150kg/m3 is set as the inflow condition. The system is
allowed to create its own equilibrium slope (whiclaches ~1.6 degrees on average). The discharge

O2yRAGAZYE O2NNBALRYR Oft2488té& O06AGKAY P20 6AGK

16. Allofl I NIi A 3y & Srins yietdedl Tiffedent badform<L @ntidunes, chuiasd-pools cyclic
steps and cyclic stepghe results of all simulations at all locations analysed can be found in appendix
1. Smulation1 resulted in an equilibrium slope after approximately 300 seconds (see fiyure
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Figure7: temporal evolution of theneanslope ofthe entire simulation

Proximal

The results are divided in proximal, mid and distal probe locations because the results appear to
differ somewhat over the distance of the model. It is interestimgnvestigatewhat causes these
differences in flowproperties and beeproperties at different locations in the model. The proximal
measurements are closest to the inlet (x=2m), the-midasurements are at=8m and the distal
measurements at x=10m.

The bedforms developed in the proximal, relatively kifiipe (2degrees) part of the model setup
appear to be cyclic stepLyclic steps have been identified by their characteristic of having a
constant hydraulic jump presem sawtooth Froudenumber pattern with very regular bedform
migration can be observed the time-series(figure9). The Rpand Fgoare far apart as is seen in the
experiments that yielded cyclic step morphologies (1.31 and 2.04), in the numerical simulation this is
slightly more (1.05 and 2.38)\ppendix Ishows all parameters of known of eeqiments of
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Froude number

bed + free surf. height [m]

depth averaged velocity [m/s)

Alexander et al. (2001) and Cartigny et al. (2013), a comparison also show the proximal bedforms in
simulation 1 closest resemble cyclic steps.
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Figure 9: timeseries data on Froude numb@ubfigure A)bed and freesurface elevatioin m(sibfigure B)and depth
averaged velocitin m/s (subfigure Ceample location at x=2m in simulation 1.

Distal

Inthe distal parts of the experiment thiime-averagednean local slope of the bed becomes slightly
lower ~1.5 degrees. The tinseries of Froud@umber, bedheight, freesurfaceelevationand depth
averaged velocity are much more irregular and do not display a pattern as clear as in the proximal
area.The flow first createsvavybedforms in a continuasly supercritical regim@he bedforms
howeverappear toincrease in amplitude and become oversteepenretkr tens of seconds and the
smoothfree-surface waves break as a consequefide bedforms go through phases of hydraulic
jump development and upstream migrating surges that get washed out doearstafter aseveral
seconddefore a new hydraulic jump develofhlge cycle has a period of about 120 secands
Wavelengths of the bedforms in the distal area are more variable, and on average slightly shorter
than more proximal, although they are in sameer of magnitudg1.52.5m)

The properties and dynamic behaviour as observed and described in the distal parts of the simulation
appears to correspond with antidune dynamics as described by Kennedy (I86Dnfirm whether

the bedforms in the distadrea of the model aractual(unstable) antidunes, their geometries and
flow-parameters are compared with the existing literature: Kennedy (1960), Kennedy (1961),
Alexander et al. (2001) and Cartigny et al. (20IBg properties of the flow, geometries thie

bedforms and rates of migration are compared to investigate which bedforms are observed.
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Comparison geometries of Kennedy (1960 & 1961) and Alexander et al. (2001)
Kennedy (1961) provides an empirical relation between flow parameters and antiduredength

"0 S B— Equationd.1

In which d is the flow depth andtke wave number, ¥ S| A dzNE 2 F g @St Sy3idK Ay ¢
(where L is the wavelength), Fr is the Froude numkennedy (1960) provides an empirical
relationship between antidunes wavelength and defatberaged velocity4.2)

0 Aol (& Equation4.2

Alexander et al(2001) has produced upstream migrating antidunéth wavelengths 00.76-1.14m.
Flow conditions are: a mean flow depth 0069m and Froude number of 1.Z=1m will be used as
an averagavavelength Entering the wavelengths in equatidnl yields a Froude number of 1.11
minimum and 1.60 maximurfsee table 1)This igoo low to correspond with the actual values as
described Alexagter et al. (2001,)6595% of measured values-85% too low) but in the right order
of magnitude A similar result is se€fior the velocities as expected via equation,4/8-95% of
measured values (85% too low) If the wavelengths were slightly highgr=1.3m) or the flow depth
slightly less ~0.06m, values would correspond closer.

In the proximal simulations, the Froude numbers predicted by equation 4.1 are much higher than the
actual measured data 1, 25% to 110%. The flow velocities display sialilas between measured
velocities and expected velocities from equation 4.2 if there were to be an antidune morphology.

To verify an antidune interpretation for the bedforms observed in the middle and distal part of the
simulation, the theoretical flow ppperties are compared to the observed flow properties.

For the middle part of the simulation, values of Froude numbers from the equation get closer to the
actually measured mean Froude number, almost no difference in the absolute lowest case, up to 95%
too high at maximum wavelengths. The predicted velocities also show no difference in the low case
but a difference up to 65% in case maximum wavelengths are used.

Distally, theoverestimation of predicted values by equation 4.1 and 4.2 is still presentdits

high as before Froude number values predicted by the equation range from 7% too low, to about
55% too high, but a mean difference of 17%. Estimated velocities by equation 4.2 are closer in range
too but still 11 to 45% too high.

The bedforms foundh the distal area aréikely not stable antidunes, the floyparameters (especially
the lack of a constant hydraulic jump) also suggest they are not stable cychcBbely are more
likely an intermediate form breaking (unstapbntidunes or chutesnd-pools rather than cyclic
steps or antidunes binterpretation of the relationkips proposed by Kennedy (1960, 1961).
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wavelength mean Actual mean Froude Velocity

(Min-mean-  flow depth- Froude number (eg4.2)
Max) depth averaged number (eg4.1) Min-
flow (measured) Mint mearn-max
velocity mearn-max
(m/s)
Alexander 0.761-1.14 0.069 1.40 1.7 1.12-1.42- 1.081.24
et al. (2001) 1.6 1.33
run 1 and 2
Simulation 152226 0.1 1.07 1.15 1.441.97- 1.531.85
1 proximal 242 2.01
Simulation 1.42.1-2.8 0.09 1.26 1.48 1.492.200 1.471.81-
1 2.90 2.09
Mid
Simulation 1.31.7-2.3 0.09 1.30 1.50 1.401.78 1.421.62
1 2.38 1.90
distal

Comparison flow data of Alexander et al. (2001) and Cartigny et al (2013)

Not only the empirical theoretical relations of bedforms andvflproperties of Kennedy (1960,1961)

can be used to gain further insights into which bedforms have been simulated, the more recent

flume experiments of Alexander et al. (2001) and Cartigny et al. (2013) will be used as well, as a lot of
data is available.

Taking into account the flow parameters as Froude numbers and flow velo@pesiidix 1)t is

clear that the R and Fgo distally are closer together than in proxingiclic stepcasesthis can be
represented byan Frao/Frse-ratio. For antidunes théqoude numbersshould beclose togethera ratio
between 1.07 and 1.33 has been observed in Cartigny et al. (20&3¥atio observedn the distal

part of the simulatiorhowever isin the order of 1.4 An explanation would be that the bedforms in

the disial area are neither cyclic steps, nor stable antidunes (which do not display hydraulic jumps at
all), but unstable, breaking antidunes or chutasd-pools. Bedforms described as unstable antidunes
in literature Cartigny et al. (2013), haaa Fgd/Froe-ratio of about 1.2 The bedforms appear to be
breaking (unstable) antidunes to the eye, but the Froude number suggest they are in between cyclic
steps and unstable antidunes.

Chuteand-pool morphologies are thought to be a type of bedfomhere unstable antlunes are
superposed on larger wavelength cyclic stepise Froude number distribution resembles the
simulations in the distal case much closeratio between 1.3 and 1.&hutesand-pools also display
an alteration between hydraulic jumps that behaveugstream migrating surges, alternating with
Froudesupercritical flomacking ehydraulic jump Cartignyet al., 2013)Taking into account the
differences in kb and Fgo the observed bedforms more distally closest resemble chatespools.
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FigurelO: Froude numbefA), bedelevation (B in blackjee-surface elevatiorfBin blue and depthaveraged velocityC)at

a stationary distal point in the model setup (x=11m).

Frequencwynalysis

The period of bedform migration is differefur each type of befibrm (Cartigny et al., 2013J.0
further support the hypothesis that the bedforms locatpaximally can be interpreted as cyclic
steps, andnoredistally can be intermted asbeing chutesand-pools,a Fourier transformisdoneon
the bed and freesurfacedata in order obtain periods dfedformmigration, even if different

waveforms are superimposed on one another.

The proximal bedforms display an average bedform migration period of 118 seconds; within realistic

values for cyclic stepas observed in fme experiments (Cartigny et al., 2018) the mid case, a
bed-migration period of about 130 seconds is dominant. The-fedace however also displays a
secondary period, an irregular one of-80 seconds (see figuddl). In the distal area the bedform

migration period of 118 seconds is the only frequency observed again. Overall it can thus be said that

the rate of bedform migration does not change from distal to proximal in the simulalios rates of
bedform migration at all locations corresponidses to those of cyclic stepsf the bedforms more

distally were to be chuteand-pools or unstable antidunes, as suggested by comparing the data with

that of Kennedy (1960), Kennedy (1961), Alexander et al. (2001) and Cartigny et al. t(204.3)

period ofmigration is expected to be 2a60 seconds (Cartigny et al.,
what is observed in the simulatipmhilst similar conditions as specific discharge and grain size have

been used
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Figure 11a frequency analysis of the frequerdigtribution of bedformgblack line)and freesurface elevatioriblue line)n
simulation 1, the migtase (x=8m)The high peak at ~3%02 Hz frequency is the 130 sec. period, the other, more scattered
peak around*10-1 Hzfrequencyis the 3660 periodof the freesurface.

Unidentified supercritical bedforms

In summary, thg@roximallyobserved bedforms are here interpreted as cyclic steps, due to their good
fit with both flow-properties and begbarameters. The more distal bedforms cannot unambiguously
be interpreted as a type of bedform, their morphology closest resembles that of cyclic steps, whilst
flow-properties suggest the bedforms are either chuses}pools or unstable antidunes, rates of
bedform migration however suggest it is unlikely the bedferare chutesand-pools or unstable
antidunes. The bedforms observed more distally will herein thus be referred to as unidentified
supercritical bedforms (USBSs).

Equilibrium conditions for bedform formation

The second aim of this study is investigatibhgvhich equilibrium conditions certain bedforms are
formed and maintained in a supercritieddw regime. In order to prevent confusion on the use of the
term equilibrium condition, the following assumption has been made: the equilibrium conditions at
which different bedforms are stablstable does not mean stationaas the bedforms migrate, a
maintenance of the bedforrtype (and morphology) is meant; equilibrium on a macroscopic scale.

Bedforms

Three types of bedforms were observed in the simulatiogstic steps (defined by have a constant
and stablehydraulic jump), undefined supercritical bedforms that do not clearly match with any of
the categories of the from a supercritical stability diagram, but resemble cfartdpools closest,

and a (upper stge) plane bed. Thimrmation of the different bedforms are here controlled by three
independent variableggrain size, specific discharge and sediment inlet concentration.

There are two dependent variables that seem to give a good indication of whetiner tine
development of cyclic steps is likely. First: the ratio between thgalRd Fgo, both in the simulations
as in the experimental data, this is a good indicator of the development of cyclic steps, if the ratio

24



exceeds values of about 1 #en cydic steps can be expectethis can be observed in figut®. The
FroFrsoratio gives a good indication because of the hydraulic jumps associated with cyclic steps, the
supercritical (thin) flow over the leside of a step creates relatively high Froudenbers while the
subcriticalstossside of the jump results in relatively low Froude numbers. If thgR¥go is high;
stablehydraulic jumps are present, an excellent indication of cyclic steps as bedforms. Secondly, the
slope appears to correlate witie typebedforms mean slopes that exceed aboRtdegrees in the
developed cyclic steps, whereas lower slopes only develop the undefined supercritical bedforms.
There also seems to be a correlation between high slopes and higffrigratios, figurel2

visualizes the correlations between the different bedforms, the slope and #é-Fes-ratio.

The mobility parameter (s0) of Van den Berg & Van Gelder (1993) may show some correlation with
observed bedform for the physical experiments of Cartigny et al. (2013) (see figure 13), but fails to
provide a clear pattern in the simulationsye-values inthe simulations are consequently much lower
than those in the experiments, they never exceed 2.3 whereas values up to 9 may be reached in
similar experimental settings.

- Equation 5.1
Where Qois the mean grain sizegsthe 90" LIS NOSY G A€ S T ahe flu@&idgr@k Gex |
densityand @Q 6/ KST & O2SFFAOASY(H Fa K NBLINBaSyda Ff2g

6 puw i e— Equation 5.2

Figurel3is a display of therf/Frso-ratio versus the mobility parametein the experiments of
Cartigny et al. (2013) (in blue) both parameters show some correlation with bedfbigind;feo/ Frso-
ratios and high mobility parameters both result in bedforms higher up in the supeatiitedform
stability diagram. The simulatiorig red)showthis trend in the Fg/Frse-ratio, but not in the
mobility parameter (equations in Van den Berg & Van Gelder,,1®93nd 5.2 herejp similar
bedforms are created a narrow range ofmobility parameters betweerl and 2.5in contrast to the
mobility parameers in the physical experiments that reach values up.to 9
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Figurel2: Fro/Frsoratio plotted against slope. The marker symbols indicate different types of bedforms. The circles are
cyclicsteps, the stars are the ambiguous undefined supercritical bedforms and the triangles indicate a flat (upper stage
plane) bed.
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Figurel3: All bedforms as markers plottedan Fro/Frso versus mobility parameter (Van den Berg & Van Gelder, 1993)
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steps, squares chutes and pools, stars unidentified supercritical bedforms, diamonds are antidunes andgitjre plus

represents a breakingntidune morphology.

Discharge effects

The first independent variable that is investigated is the specific disclidiggghargeper unit width)
which may have significant effects on the developed bedforms and their stability. The effect of
specific dischaye is tested over a series of simulationsa@ations 2, 4 and 6 have different specific
discharges from simulation dtherthan that all parameters are the samaetails can be found in
appendix 1

The effect of an increased (specific) discharge apptabe that of an increase in mean equilibrium
slope in generalJp to discharges of about 0.1m%#opes gradually increase with discharge
Simulationd which has a discharge of 0.12m#reaks the trend and has a slightly lower slope on
averagethan theprevious measurement (figure 14).
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Figurel4: The simulations,12, 4 and 6 all have different specific discharges and other parameters remain the same.

The observed correlation between Froude number ratio and bedform appears to be independent
form the discharge Soecific discharges range from 0:05.2 m?/s, both eneémembers display clear,
unambguous cyclic steps, but only as theofHrse-ratio becomes lower than @alue of roughly 1.6,
other bedforms are also stable at a rangfevaryingspecific disharges. Thipatternis not only
observed irthe simulations, but alsi the physical experiments of Cartigny et al. (2013). Fig&re
clearly illustrates this observation.

Simulations this study in red
2.81- Experiments Cartigny et al. (2013) in blue —
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Figurel5: Fig/Frse-ratio plotted against specific discharge. The red maghedicate the simulations, the blue ones the
SELISNAYSyGa 2F [/ FNIAIye SiG Ffd 0vnmood ¢KS OANDE S&E NBLINBES)
observed in the simulations, the squares are a clamepool morphology, the plusign representsinstableantidunes, the

diamonds regular antidunes and the triangles indicate abiled without bedforms.
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Sediment concentration effects
The second independent variable which has been investigated is the sediment concentration of
inflowing water-sedimentmixture.

The inletsediment concentration ipoorly constrained in the physical experimghecause

recirculating flume tanks were used in the experiments of Alexander et al. (2001) and Cartigny et al.
(2013). Such a recirculatilagpect ofthe physical modelvas notsimulated,a sediment

concentration of 150kg/m3 (~5v0l 99 is used because it appears to be a realistic sediment
concentration and, does appear to lead to a stable, roughly transportational sy3teeneffect othe
sediment oncentrationhas been studied by changing the sediment inflow concentration to

75kg/ms3, 175kg/m?3 and 250kg/m?3 as simulations 1, 3, 5a and 5b are com(fayec 16)

In case of 5a, the sediment concentration at the Xmin boundary is set to 250kg/nainitwent of
ASRAYSYUl RSLRAAGSR |G GKS Y2RSt THarg sebiiisyodSa A a4 a2
correlation between the slope and the availability of sediment on the Xmin boundary. Higher
concentrations of sediment &l to a higher slope, praxial as well as more distal.

The investigated concentration of sediment in the inflow concentrations investigated appears to
have little effect on the developed bedforms. In all instances, undefined supercritical bedforms are
formed at Fso/Frsc<1.6 and gclic steps at kg/Frsg>1.6.

200 T

sediment inlet concentration [kg/m?]

proximal
mid-case
20— distal -

slope [deg]

Figurel6: Sediment concentration at the inlet plotted against the developed mean slope. Three identical simulations with
only sediment concentration changed in the inlet are displayed (75,150 and 175 kg/m3).

Grain size édcts

The third tested independent variable is the size of the spherical qgasins used in the simulation.
Four different monedisperse grairsizes have been tested in the model. (160, 265, 350 and 450 pm
in diameter) in simulations 1, 7, 8 and $heinlet conditions of simulation 1 are maintained
(0.093n%/s with 150kg/m? of sediment).

In caseof the 160um fine sandun, there is a lot of scour at the modaflow. No slope is developed
and the bed remainsmooth Median and 99 percentile Froude nmbers and flow velocities are not
far apart. There are some oscillations in the fldepth, the flow regime generaligmained
subcritical butnear critical conditionsThe first 300 seconds of the simulation major erosion of the
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pre-existing 160pm occursn equilibrium is then reached at which a #tetnsportational, smooth
bed is present.

The265um medium sandun resultedin stronger scour at the flume entrance than in the 350um
case. In contrast to the fine sand however, a slope is able to devdiepsldpe poximally is smaller
than in simulation X1.7°) but similar more distally. The bedforrisat populate on the slope are
similar to the ones found in the 350um basase Froude numbes, velocity medians and 90
percentile are also similar. Ncedlr distinction in bedform shape between the526n and 350pum can
be observed.

A coarsening of the grain sime450um,leads to proximal steepening of the slope. Bedforfeude
numberratiosand velocitesare similar to those in simulations 1 and38@um and265.um).
Bedform morphology and migration speeds appear not to differ significantly from the base

Overall it can be said that an increase in grain size, leads to an increase in mean slope, in particular in
the proximal parts of the simulatiorthiscan be observed clearly in figut&. In simulations the

effect of grain size appears to be absent for larger grain sizes, but the smaller 160um sand does yield
a different morphology, #latbed (figure 17b). In the physical experiments however this is no

observed.
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Figurel?7: slope plotted againggrain size of the simulations in which all other parameters but grain size remained constant.
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Figure 17b: k/Frse-ratio plotted against grain size. The red markers indicate the simulations, the blsgrmexperiments
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Flowdynamics and bethteractionover cyclic steps

To gain further insights in thmechanics of the supercriticlbw bedforms and the associated flow,
depth resolved prperties as the velocity field, sediment concentrations and shear stresses in
relation to the bedmorphology are discussed in this section.

Velocitystructure and flowegime

The velocity profiles are based on a thmeriesat a stationarylocationwhilstan upstreammigrating
cyclic step passes byhe velocity struire is analysed at fivgprofile locations constructed from the
time series, figurd.8. A snagshot of the flow over a cyclic step is also shown in fidi&e

velocity profiles
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Figurel8: a timeseries sequese of 150seconds taken at the same location x=2m, five velocity profiles have been
constructed.

On the stossside of the cyclistep a thicksubcriticalflow is present, the 2 velocity profile in figure
18represents this. Flowelocities reach up tabout1m/s near the bottom of the flow and decrease
gradually towards the tomot avelocity structure from what would be expectedajfenchannel

flows. As the flow approaches the crest of the cyclic step, the flow thins and accelerates towards
nearcritical Froude numbers and, starts to normalize its velocity structure as seen clearly in profile 3
of figure18. At the leeside of thebedform,further acceleration and thinning of the flois observed
causing it to become supercritical. Flow vefiesi reach speeds up to about 2m/m figurel9and

profile 4 of figurel8it can clearly be seen that the flestructure has normalized to one in which
highest velocities areeached near the fresurface, for some reason this cannot be seen clearly in
profile 5, possibly due to a numerical artefact in the togl. When the flow reaches the lestide of

the cyclic step again, it decelerates rapidly and creates a hydraulic jump. At the hydraulithemp
velocity structure displays the largest anomaly from wivauld be expected obpen channeflows.

The top part of the flow is strongly affected by rollers created by the hydraulic jump, making negative
x-velocities possiblenegative xvelocities imply a flow upstreanthese negative velocities are

observed cledy in profile 1 of figurel8, but can also be observed in figuk8, rollers and vortices

usually develop on top of the flow but there are periods in which they form below the mainTlosv
lower half of the flow keeps a downstreadirectedflow vector d about 1 to 1.5 m/sThe effect of

the roller with negative velocities is observed over almost the entire stmisof the cyclic step, in
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which velocity profiles araot what would be expected of regulapen-channelflows, it is only at
the leeside that the velocitystructure is completely normal again.

simulation 1
-1.25 -0.71 0.16 0.39 0.94 1.48 2,03 £21026 sec. L 1

) 1

Figurel9: A snapshot of a cyclic step in simulation one, arounéh&? at t=1026 seconds. Theyis is exaggerated by
200% with respect to theaxis. The wector of the flowvelocity is displyed in colour gradients.

The Froude numbers in the flow change from subcritical at the stioefollowinga hydraulic jump,

to supercritical at the lee sid@igure 20) Hydraulic theory dictates that flows are critical over a weir,
and one might thinkhe same applies to the crest of a cyclic st€pe Froude number at the crest of

a cyclic step in the simulation is however 1.22 on average (sample size of 29 cyclic steps; standard
deviation of 0.15).

0.17 0.62 1.07 1.52 1.97 2.42 2.87 } i

1 meter
Froude
number

Figure20: A snapshot of a cyclic step in sintida one, around x=2.5m at t=1026 seconds. Thaxis is exaggerated by
200% with respect to theaxis. The Froude number is displayed in colour gradients.

Shear stresses
¢tKS 4SEOS&aa &aKSEN aldNBaagd Aa | RAYSegsaoxatgdbp aa v dzy

the flow on the bed, it actually is (- ¢); the local Shields number minus the critical Shields
ydzYo SNE &2 aSEOS&a {KAStR& ydzZYoSNE YAIKG KI3S 08
howeverthe term excess shear stresslidie usedBoth the shear velocity and the dynamic viscgsity
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which isturbulence dependentaffect the shear stress. As seen in figefghe dynamic viscosity is
largely increased by the vortices in the hydraulic jump, the effect near the bed bourganjid

quite small. In figure 22 thenedianexcess shear stress on the bed is visualized, the irregular
character of the graph is a result of the sometimes strong peaks and irregular character of shear
stress, even after averaging oVE2 cyclic steps, igh-shearstress periods of some cyclic steps
remain visible. The overall shestresspattern over the crest of a cyclic step shows a gradual
increase of the excess shear stress from around 5 to abod61The excess shear stress gradually
drops tolessthan5 over the hydraulic jump. It is important to note that excess shear stresses can
exceed the mean-12 in the supercritical flow2 to 4 times at short time steps (as seen in figure 23)
it is yet unclear whether this is a numerical artefact or thesesses are realistic, for that reason the
median excess shear stress has been used instead of the mean excess shear stress; to filter out these
high peaks of individual cyclic steps.

0.01 0.17 0.33 0.50 0.66 0.83 0.99

dynamic viscosity (Pa.s)

Figure21: the dynamic viscosity of a flow over a cyclic stephétigviscosities are observed in highbulence roller and
vortex structures.
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Figure22: Averaged values of sediment heig@Atin black)freesurface elevatiofA in blue) excess shear stre@)
cumulativesediment concentratiofC) and mean Frale number(D)of 29 cyclic steps (simulation 1) obtained via a time
series (fixed location).
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