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ABSTRACT

We investigate whether quantum fluctuations can have a significant impact on
the evolution of the universe, by studying the (late-time) backreaction of a
massless scalar field with a possible coupling & to the Ricci scalar on an FLRW
background. The main motivation for this work is the observed late-time ac-
celeration of the universe, for which no satisfactory explanation has been given
yet. At the same time, cosmological perturbation theory establishes that we can
take quantum fluctuations in a gravitational setting seriously, and some of their
effects are well studied and in agreement with observations. This opens up the
question if the energy density and pressure of these quantum fluctuations could
account for the observed late-time acceleration of the universe.

In addition to the usually assumed history of the universe (an inflationary, ra-
diation and matter dominated period), we assume an initial radiation period in
order to resolve IR divergences that are otherwise present in two point correla-
tion functions for nonzero £&. We canonically quantize the field and compute the
one loop expectation value of the energy-momentum tensor with respect to the
Bunch-Davies vacuum during radiation and matter domination. We compare
the expectation values with the background quantities in order to estimate the
significance of the quantum backreaction. For £ < 0, we find that this backreac-
tion can become significant, but the quantum energy density is negative during
inflation and radiation. For & < —0.057, the quantum energy density becomes
comparable to the background energy density already during inflation, which
makes late-time predictions for these values unreliable. For —0.057 < £ < 0, we
find a transient phenomenon when the conformal Hubble rate becomes compa-
rable to the conformal Hubble rate at the beginning of inflation. That is, when
those scales become comparable, the quantum energy density goes from a period
where it is negative but grows with respect to the background to a period where
it is positive but decays with respect to the background. In between, there is a
period where the energy density seems to grow from negative to positive rather
quickly and during which the quantum fluid has negative pressure. We can tune
the duration of inflation and the value of £ such that the backreaction is not too
big during inflation and radiation and for which this transient behavior becomes
significant at low redshift, rendering it potentially observable.
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1. INTRODUCTION

Measurements of the power spectrum of temperature fluctuations in the cosmic
microwave background (CMB) by the WMAP and PLANCK collaborations
([17],[9]) support the idea that the very early universe went through a period of
rapid acceleration, called inflation, during which vacuum quantum fluctuations
were stretched to macroscopic scales to form seeds for the density perturbations
that at later times evolved into galaxy clusters and the temperature anisotropies
in the CMB. In particular, this means we can take quantum fluctuations in
gravitational settings seriously, and their effects might be observable. A natural
question therefore seems to be if the quantum fluctuations can have any other
effects. For instance: can they influence the dynamics of the expansion of the
universe through its energy density and pressure?

The hope that this might indeed be the case, comes from the discovery that the
universe recently entered a new period of accelerated expansion ([16],[15]); an
effect often referred to as dark energy. A satisfactory explanation for this dark
energy has not been given yet. The most natural candidate seems to be the in-
troduction of a positive cosmological constant in Einstein’s equations. However,
for this to accurately explain dark energy, the cosmological constant has to be
extremely small in order for its effects to become measurable only so recently.
This is often referred to as the cosmological constant problem ([35],[28]). An-
other simple way of stating the dark energy problem is: why now? This is the
main motivation for studying a model for late-time quantum backreaction.

A first hint that perhaps the energy density and pressure in quantum fluctua-
tions could account for late-time acceleration was given by Janssen and Prokopec
([24]), who showed that the evolution of the universe through different eras of
constant deceleration has a significant effect on the evolution of the scalar field.
In particular, they show that the energy density in the quantum fluid scales
differently during different eras. They did not, however, compute the effects on
a background resembling the history of our universe. This was done for a mini-
mally coupled massless scalar field by Glavan, Prokpec and Prymidis ([20]), who
found that the quantum backreaction of this field does not become significant
during matter era, and, moreover, its contribution to the matter content is the
same as cold dark matter, so we should not expect anything resembling dark
energy from it. At the same time, [24] showed that when we include a coupling
of the scalar field to the Ricci scalar, parametrized by a dimensionless coupling
constant &, the quantum backreaction can dominate the background and scale
like vacuum energy (even though it has the wrong sign).

There are a couple of difficulties in the computation of the energy-momentum
tensor of a quantized scalar field on evolving FLRW backgrounds. We first have
to find the proper vacuum state for the field, which is not trivial on curved
backgrounds (see [4]). Moreover, the natural choice, a global Bunch-Davies
vacuum ([20]), yields an IR divergent energy-momentum tensor for nonmini-
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mally coupled massless scalar fields on inflationary backgrounds. This issue is
resolved by introducing an artificial initial radiation period, during which the
Ricci scalar is zero and the vacuum state is more obvious and does not lead
to IR divergences in the energy-momentum tensor. This was suggested in [24]
as well. Furthermore, a general feature of quantum field theory (QFT) is the
appearance of UV divergences. The method we use to deal with them is di-
mensional regularization and renormalization, which allows us to maintain all
the symmetries of the theory ([30],[5]). This means UV divergences first have
to be regularized by dimensional regularization, which automatically subtracts
power-law divergences. The remaining logarithmic divergence (that exhibits it-
self as a 1/D-4 divergence) is absorbed into a higher derivative counterterm,
which entails renormalization. Finally, the main practical problem is our in-
ability to solve the equations of motion analytically for general backgrounds.
Therefore, we assume that the transitions between periods of constant deceler-
ation in the history of our universe are very fast and compute the leading order
contributions in this ’fastness’. Using the hierarchy in the physically relevant
scales for the late-time result, we are able to extract the dominant late-time
results analytically.

Having resolved those issues, we calculate the dominant contributions to the
late-time energy density and pressure of the quantum fluid in order to get a
first order approximation of how the quantum fluid might influence the dynam-
ics of the evolution of the universe.



2. EVOLVING UNIVERSE

The main object of interest in this thesis and probably in cosmology in general
is the cosmological scale factor a(t), which measures the distance between any
two given points in the universe as a function of time. The fact that such a
universal function of time exists is perhaps the most striking example of the
revolution in our understanding of space and time Albert Einstein caused when
he introduced his theory of general relativity in 1915. In contrast to what people
used to believe, Einstein found that space and time are not static concepts, but
rather dynamical object that respond to the presence of matter (in its broadest
form) according to Einstein’s field equations

87TGN
= CTTW’ (2.1)

G

where G, is the Einstein tensor and 7),, is the energy-momentum tensor of the
matter present. Also, G is Newton’s constant and ¢ the speed of light. One
could in principle add a cosmological constant term Ag,, to the left hand side
of this equation as well. We come back to this issue later, but for our purposes
it will suffice to assume this is zero and investigate any nontrivial terms as
part of the right hand side, i.e. as part of the energy-momentum tensor of
the matter content of the universe. Even without the cosmological constant,
(2.1) are complicated, nonlinear equations that are in general not easy to solve.
However, in the cosmological setting, greatly simplifying assumptions can be
made on the metric and energy-momentum tensor, which reduce the Einstein
equations to two independent equations known as the Friedmann equations.

2.1 FLRW universe

Analysis of the dynamics of the universe starts with the cosmological principle:
The universe is spatially isotropic and homogeneous on large (enough) scales.

Roughly this means that the universe looks the same in all directions and from
all points in space (at the same instant in time); the former being the isotropy
and the latter homogeneity. Actually, not all observers will see an isotropic
universe. Indeed, the motion of the earth causes observers moving with the earth
to observe a dipole anisotropy when observing the cosmic microwave background
(CMB). Only so called comoving observers observe an isotropic universe. In this
context, isotropy defines what we mean by comoving observers and it defines
the constant time spatial hypersurfaces. Even though the cosmological principle
does not hold at the scale of our solar system, observations indicate that indeed
the distribution of stars and galaxies is very isotropic and homogeneous on
large scales. Moreover, precision measurements of the CMB show that on the
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very largest scales we can observe today, there are some small fluctuations in
the density field, but they are of order 107°. Thus, isotropy is a very good
approximation on these scales. Homogeneity has not been measured to this
precision, but galaxy surveys indicate that this is also a very good assumption.
Assuming the dynamics of the space-time curvature are determined by the large
scale distribution of matter ', one can show that the only metric that satisfies the
cosmological principle is the Friedmann-Lemaitre-Robertson-Walker (FLRW)
metric,

ds® = —dt* + a*(t) [ + r2d92] , (2.2)

1-kr?
where a(t) is the aforementioned scale factor, we have set ¢ =1 and k = {-1,0,1}
determines if the universe has constant negative, zero, or positive spatial cur-
vature. A comoving observer is now formally defined as an observer at rest
in these coordinates, whose motion can be shown to be the motion along the
geodesics of this metric. In accordance with current observational bounds, we
will assume the universe to be spatially flat throughout. For convenience, we
define a new conformal time coordinate

dt

dn:@,

(2.3)
where dt corresponds to the the time measured in the rest frame of a comoving
clock. In these coordinates, we can rewrite the metric as

guu(n) = a2(77)77u1/a (24)

which we formally extend to D — 1 spatial dimensions (D € C) by letting
N = diag(-1,1,1,...). (2.5)

One can simply read D = 4 for this chapter, it is only for dimensionally regu-
lating energy-momentum tensor of the quantum fluid later on, that we need to
consistently write all formulas in D dimensions. Isotropy and homogeneity also
require the components of the energy-momentum tensor of the matter in the
universe to satisfy

Too = a*(n)p(n), Toi=0, Tij=d;;a°(n)p(n), (2.6)

which we call energy density and pressure to make contact with the definition
of the energy-momentum tensor of a perfect fluid in its rest frame. One feature
of Einstein’s equation is that it satisfies the covariant conservation law G =
T =0. For an FLRW metric, the only nontrivial equation we get from this is
the conservation equation,

p'+(D-1)H(p+p)=0, (2.7)
where H is the conformal Hubble parameter,

da o
H=aH=—=—. 2.8
dt a (2:8)
I The backreaction of small scale nonlinearities has been proposed to influence the back-
ground evolution as an explanation for dark energy [26], but it was later argued that this is
not the case [2]
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Here and from here on forward, a prime denotes differentiation with respect to
conformal time 7. Plugging our metric and energy-momentum tensor into (2.1),
we find that the dynamics of the FLRW space-time, characterized by H and a,
is dictated by the Friedmann equations

H\? &G 6
(Z): &;%D—QXD—U“ (29)
H - = —47TGN 2 (p+p). (2.10)

a? 2 (D-2)

Since (2.7) was also derived from (2.1), it should follow from the Friedmann
equations, which indeed it does. On top of this, if we assume the matter content
of the universe to be made up of several non-interacting perfect fluids, they
should all satisfy the conservation equation and the energy density and pressure
in the Friedmann equations should be replaced by a sum over the various fluids.

2.2 Solutions for constant equation of state

We can solve these equations for H(n) if we assume a constant a constant
equation of state,

Dtot = WPtot, (2.11)

where w is a constant in time. Then the conservation equation tells us

ao 2e
p=r(2) . (2.12)
a
for constant D-1
EZAé%{w+1) (2.13)
Upon dividing the second Friedmann equation by the first, this gives,
aa  H'
—q:EZﬁzl—E, (214)

where ¢ is the deceleration parameter and dots denote differentiation with re-
spect to physical (comoving) time. From this we see that for constant equation
of state, the universe is accelerating for € < 1 and decelerating for € > 1. The
equations are solved in terms of H(n) or a(n) as

— IHO .
10D = T e D =m0’

a(n) = [1+Ho(e - 1)(n-no]™ , (2.16)

(2.15)

where Ho = H(no) and we defined a(ng) = 1. In our calculations, the evolution
of the universe will be encoded mainly in the time dependence of H. We can
get some feeling for the physical meaning of this conformal Hubble parameter
by studying the lightlike geodesics of the FLRW metric. Using

dH

E:(l—e)%, (2.17)
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we can solve the geodesic equation ds? = 0, to find that the coordinate distance
traveled by a photon emitted at 7 is given by

|a:—a:0|:‘ L (1—1)‘. (2.18)

1-e\Hy H

Obviously, the limit € - 1 (constant ) has to be taken with some care, but if
we assume a period of constant acceleration, followed by a period of constant
deceleration, so that H first increases by a lot and subsequently decreases, this
equation tells us that coordinate distances larger than Hg! cannot exchange
signals until H becomes of order H( again during deceleration. This way, com-
paring Hubble rates at different times tells us something about the coordinate
distances that are in causal contact. We call scales larger than ™! at a certain
time superhorizon, and scales smaller than ™! subhorizon scales.

2.3 Brief history of our universe

As shown in the previous section, for perfect fluids the evolution of the universe
is completely determined by the equation of state parameter w. In this section
we investigate what sort of fluids play a role in our universe. The easiest fluid
to consider is pressureless dust. All cold atoms that make up galaxies are
considered dust. Moreover, it has been shown that most of the dust content in
the universe is due to the yet unidentified cold dark matter, that seems to only
interact gravitationally and is indeed pressureless (ref). The fluid of atoms and
cold dark matter thus has w = 0, which means the energy density scales as

Pdust ~ a_3- (219)

This means that if we assume initial conditions @ > 0 (a(tg) > 0 always), the
energy density dilutes with time due to the increased volume of the expanding
universe. From now on we will refer to this component of the universe as the
matter component. Another obvious component of the energy density of our
universe is radiation (as for instance the existence of the CMB shows), or more
generally relativistic particles (such as light neutrinos). In order to derive its
equation of state, let us consider a photon in a one dimensional box of length L.
The energy density is then simply E,/L. The average pressure exerted on the
walls by this gas is in one dimension equal to the (time) average force it exerts
on the walls, given by

) dp av 2p
Pp=F{p, = [E] = L” E,/L = pip, (2.20)

where p is the momentum of the photon and c its speed (the speed of light). So
in one dimension w = 1 for a relativistic gas. In three dimensions, roughly the
pressure of a photon is averaged over three dimensions, which is why in three
dimensions the equation of state for a relativistic gas is w = 1/3. Then

Prad ~ a2, (2.21)

which is also intuitively true from a quantum mechanical point of view as in
an expanding universe, the number density of photons decreases as a™> and the
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energy per photon decreases because of the cosmologically stretched wavelength
by an additional factor a™'. Based on their scaling, at very late times, the
matter energy density dominates, whereas at very early times the radiation
energy density dominates. This is a first model of the history of our universe:
some initial conditions for expansion (Big Bang), followed by an era whose
evolution is determined by a relativistic gas, followed by an era dominated
by the matter energy density. Naively, these are the two constituents of the
universe. However, observations and theory have forced us to consider at least
one more type of fluid. Before we discuss those, let us briefly comment on the
time variable often used in cosmology. Since we believe the universe has always
expanded and because often in cosmology the object of interest is the scale
factor, different times in the past are often denoted by the value of the scale
factor at that time. To attach a more physical meaning to the scale factor, note
that a photon that was emitted at some time ¢, with wavelength ., experiences
a cosmological redshift due to the expanding space and at t( is observed to have
wavelength Zg‘:;/\e Since we like a timescale where today corresponds with
zero, we introduce a redshift variable z,

a(to) _
a(te) -

2.3.1 Inflation

1+ 2. (2.22)

Currently most cosmologists believe the radiation era was preceded by an era
of more or less exponential growth of the scale factor. This can be achieved
by considering ’vacuum energy’, whose energy density by definition has to be
constant regardless of the expansion of the universe. From the first Friedmann
equation, we can then derive

g =H= % o< \/pyac = constant, (2.23)

which means a ~ ef° indeed. From the conservation equation we can infer that

such a vacuum energy has to have an equation of state parameter w = —1. The
study of the origins of inflation has become a field of its own and we will not
try to say something about it here. Let us just note that even though inflation
gained some initial success as a resolution to some outstanding problems in cos-
mology that go under the name of the flatness, horizon and monopole problem,
later on it was realized that inflation makes some significant predictions of some
of the properties of the CMB, which have been experimentally verified most
precisely by the Planck collaboration [9]. It is these predictions of some of the
properties of the CMB that seems to build the strongest case for inflation (but
also see the BICEP2 observation of B-mode polarization [18]). In particular, the
combination with the theory of quantum perturbations coupled to the evolving
background explains several aspects of the CMB power spectrum very neatly.
Let us remark that the strongest part of the argument for inflation (apart from
the BICEP2 results) probably comes from the coherence of all Fourier modes in
the sky (see Dodelson’s coherent phase argument for inflation [12]).
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2.3.2 Dark Energy

As recognized by the Nobel Prize Committee in 2011, an important new chap-
ter was added to the field of cosmology when the groups of Riess (including
fellow Nobel prize winner Schmidt) and Perlmutter ([15], [16]) in the late 90’s
independently showed that the universe has been expanding in an accelerating
fashion since a redshift of approximately 0.5.

They obtained their result by measuring the redshift-luminosity relation of Type
la supernovae, which are considered standard candles, meaning their luminosity
is assumed to be known. Luminosity simply means the amount of energy an
object emits per unit of time. Then the luminosity we observe today depends
on the area over which the energy has been smeared out, which tells us about
the physical distance to the object now. Combining this with the information
about the ratio of scale factors at the time of emission and today (through the
redshift) for several sources at different redshifts, they obtained estimates on
the acceleration of the scale factor, which is roughly € = 1 + ¢ = 0.4 today. Later
on it was shown that these values are consistent with other observations as well
([17],[9])-

Curiously, so far, all measurements are pretty much consistent with another
vacuum energy-like component in the universe, that today makes up roughly 70
percent of the energy density of the universe (recall that for these values, this
component of the energy density is negligible for redshifts 2 and higher as the
matter energy density was much higher back then); this is often referred to as
dark energy. The main problem with dark energy seems to be the question: why
now? Namely, if we assume that it is indeed due to some sort of vacuum energy,
the different scaling of the vacuum energy and matter would have the energy
density in both fluids be comparable only for a very limited amount of time (in
terms of doubling times of the universe). There seems to be no natural expla-
nation why that time is so close to the present. There are plenty discussions
of the fine-tuning problem of a cosmological constant as well as the expected
quantum mechanical contributions to it in the literature. We refer the reader
to an article by Weinberg [35] and Nobbenhuis’ PhD thesis [28] for discussions
of the cosmological constant problem.

The question of why dark energy kicks in now was one of the main reasons
for the work in this thesis. In particular, we show that the energy-momentum
tensor of quantum fluctuations coupled to gravity, i.e. feeling the effects of the
expansion, changes qualitatively as the universe goes from era to era, which we
hope could help answer the question why the accelerated expansion kicked in so
recently.

2.4  Assumed history

Since we want to see if the nonminimally coupled scalar field backreaction can
play the role of dark energy, we do not consider a dark energy dominated era a
priori. Furthermore, we will assume an extra radiation period preceding inflation
as suggested in [24]. The reason for this is that on inflationary backgrounds,
infrared (IR) divergence problems occur in trying to define the quantum state
of the scalar field. We come back to these divergences in the next chapter.
For a discussion of the validity of this approach, we refer to [24]. Finally, we
assume the transitions between different eras are fast, i.e. if 7, parametrizes the
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timescale of the n-th transition, is should be small compared to the timescale
of the background evolution, 7, < H,;!. The pictures to keep in mind are 2.1

and 2.2.
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Fig. 2.1: Evolution of €
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Fig. 2.2: Evolution of H
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2.5 energy-momentum from the action principle

In order to study the energy and pressure of less standard fluids like quantum
fluids, it is very useful to realize that the Einstein field equations (and therefore
the Friedmann equations) can be derived from an action principle. We start
with the Einstein-Hilbert action,

1
167TGN

1 = [ v=gRdPa, (2.24)
where g = det(g,,) and R is the Ricci scalar. According to the variational
principle the equations of motion for the metric (the action depends solely on
the metric), are obtained by demanding that the action be stationary with
respect to variations of the metric. Indeed, careful analysis of the dependence
of the Ricci scalar on the metric yields Einstein’s equation in vacuum:

1 6SH
N

Moreover, if we include other fields with an action Sy;(gu.,1), we obtain the
Full Einstein equation provided,

=G, =0. (2.25)

-2 0Sn

T,W(QWMP) = ﬁ&g/“"

The factor —2 has to do with the convention for the prefactor of Sy;. It turns out

this is a good definition for the energy-momentum of matter fields. In particu-

lar, for the Klein-Gordon field action, in flat space (g, = 7,0, it corresponds

to the canonical energy-momentum tensor obtained from Noether currents cor-

responding to Poincare transformations. For higher-spin fields, the above defi-

nition of the energy-momentum tensor seems to be even more sensible than the

canonical one. In particular, one can show that for a coordinate transformation
(diffeomorphism) invariant action,

(2.26)

v, T" =0, (2.27)

by virtue if the matter field equations of motion (i.e. §Sps/d% = 0). Similarly,
the contracted Bianchi identity G!" = 0 is a direct consequence of the diffeomor-
phism invariance of the Einstein-Hilbert action. For a more complete discussion
of general relativity from an action point of view see for instance Wald’s book
on General Relativity [34]. This definition of the energy-momentum tensor we
will use below when studying quantum fields on an FLRW background.



3. QUANTUM FIELD THEORY IN CURVED SPACE-TIME

Without a satisfactory theory of quantum gravity at our disposal, one could
argue against any attempt to try to understand the effect of nontrivial back-
grounds, such as an expanding universe, on quantum fields. Nonetheless, in
the 70’s and early 80’s, consensus was reached that a semiclassical approach
to quantum fields in curved backgrounds seems reasonable, analogous to the
success of treating QED processes, like photon emission by an atom, in a back-
ground electric or magnetic field. The goal of this chapter is to familiarize the
reader with the framework in which one studies quantum fields in curved back-
grounds. The classic reference is Birrel and Davies [4], which is also the basis
of the presentation in this chapter.

3.1 A semiclassical approach

In a sense, Einstein’s theory of general relativity consists of two parts. The first
part tells us how space-time responds to the presence of matter fields; this is
given by Einstein’s field equations and is obtained in the Lagrangian formulation
by varying the action with respect to the metric. Second, it tells us how matter
responds to the curvature of space-time; given by the geodesic equation and
obtained by varying the action with respect to the matter field under consider-
ation. It is this second part that forms the starting point of the semiclassical
approach: given some classical, curved background, we hope to find a proper
description of a quantum field living on this background.

Immediately, one could dispute this approach. Namely, by the equivalence prin-
ciple, all forms of energy should couple to gravity equally strongly. Therefore,
if we allow a quantum matter field to be coupled to a curved background, we
should consider a quantum version of the metric field itself, coupled to the back-
ground as well. This seems to confront us with the problems of quantum gravity
again. Indeed, in a consistent semiclassical approach to quantum gravity, this is
inevitable. This problem is resolved by treating the background as some fixed
background plus small perturbations (the usefulness of this approach was shown
by ’t Hooft and Veltman [31]). These perturbations can then be transferred to
the right hand side of Einstein’s equation so that we can treat them as just
another source field (the graviton field).

Again this approach is not completely satisfactory. Namely, like in ordinary
QFT, in calculating observables for these perturbations, divergences occur due
to loop diagrams. For QED, this problem is fixed by including a finite number
of counterterms to the action and renormalizing the particle masses, charges
and wavefunctions. The fact that we only need a finite amount of countert-
erms crucially depends on the fact that the QED coupling constant o, (e?/4r
in natural units) is dimensionless, which makes sure divergences ounly arise up
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to a certain order in perturbation theory. In contrast, the coupling constant for
the gravity fluctuations, G, has dimensions (length)?, which makes the the-
ory non-renormalizable: the divergences cannot be fixed by including a finite
number of new terms. At the same time, though, the dimensionality of the
gravity coupling constant guarantees that any term in perturbation theory that
contains G (i.e. diagrams with a gravity vertex), have to be accompanied by
some length scale [, that depends on the problem at hand. Now suppose we only
consider large enough length scales such that I72Gy <« e? ~ O(1). Then, higher
order contributions in the gravity perturbations can be neglected with respect to
the so called one loop graviton contribution (containing no vertices) and higher
order contributions from other fields. For the moment we will not comment on
the higher order contributions from the matter fields and just assume that when
interactions between these fields become important on some length scale, it is
sufficient to neglect higher order contributions from the graviton.

The above reasoning might make it sound like a quantum theory of gravity is
not very appealing. This is the opposite of what we wish to argue. In fact, the
modern point of view is that General Relativity as we know it is just a leading
term in an effective field theory, very much like people think about the standard
model as leading terms in an effective field theory (see, for instance, [36]). This
means that even without knowledge of the UV behavior of Gravity, a quantum
theory of gravity makes perfect sense if we are interested in its low energy effects
(see [13]). In this low energy regime, higher loop diagrams are suppressed by
the largeness of the Planck mass and we can truncate perturbation theory at
a certain loop. This will introduce a finite number of divergences that can be
canceled by a finite number of counterterms, which introduces finite shifts in
observables that cannot be derived in the effective, low energy theory, but can,
and should, be measured by experiment. Once this is done, the theory can make
perfect predictions up to some low energy scale.

In this thesis, we truncate perturbation theory at the one loop order. That is,
we consider only diagrams consisting of bare Feynman propagators. More pre-
cisely, we compute the expectation value of the energy-momentum tensor for the
quantum field (coupled to the classical background) with respect to the vacuum
state of the universe (in the Heisenberg picture), using only the bare Feynman
propagator evaluated at the same space-time point (3.1). Since these will turn

7N

f J

N

Fig. 3.1: 1-loop diagram

out to be divergent, it is necessary to include counterterms. In principle, these
counterterms would imply new interactions leading to new divergences, but as
argued, if we restrict the applicability of our theory to large enough scales (i.e.
energies below the Planck energy), these interactions are not relevant and the
1-loop theory, including a finite number of counterterms should suffice as an
effective theory at low energies.
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Knowing the effect of the background on the quantum field, we next wish to
investigate a first order approximation to the first part of general relativity:
how does the matter content influence the background. As can be seen from
the Friedmann equations, the background responds to the energy density and
pressure of the fluids present. Therefore, we expect the expectation value of
the energy density to be a first estimate of how quantum fluctuations backreact
(3.1).

backreaction ~ (0|7},,0) o< A. (3.1)

Since the bare propagator we use for these calculations is determined by the
background, this calculation can only be trusted as long as the backreaction
is small, i.e. the evolution of the background is not altered by the quantum
energy density and pressure. Yet, we are interested in precisely the scenarios
for which the backreaction becomes significant. Treating the backreaction as
a small perturbation, this means we have to take into account its small effect
on the background, which changes the quantum propagator and in turn gives a
correction to the expectation value of the quantum energy-momentum tensor.
Note that this correction to the energy momentum tensor is of order A%: the
propagator (which is itself of order h) gets "dressed” by a correction to the
background of order h. Repeating this procedure amounts to a series of cor-
rections in increasing powers of A. Schematically, this is depicted in figure 3.2,
where the full arrow represents the total energy-momentum of the background
plus quantum fluid and the bare arrow represents the classical background that
we expand around. Furthermore, two thin loops mean the background has
been modified by the one loop result, etc. This equation is reminiscent of, for

-1+0
-1+O+0+0

Fig. 3.2: Schematic solution for the full energy-momentum

instance, Hartree-Fock theory in condensed matter (see, for instance, [29]). Sim-
ilar to that theory, our hope is to be able to resum this entire class of diagrams
to get a non-perturbative approximation of the energy-momentum content- and
evolution of the universe. This means that if we can neglect higher loop contri-
butions (that might appear in a full, interacting theory)!, we might get a full
quantum mechanical final answer, for which the matter content in the universe
is eventually completely dominated by the quantum fluid.

For simplicity, we model these fluctuations by a simple massless scalar field.

1 Whether or not we can neglect this has to be checked by actually calculating higher loop
contributions for models that contain interaction terms in the Lagrangian as well (we do not
consider those terms in this thesis)



3. Quantum field theory in curved space-time 18

Conveniently, it has been shown, that, up to some tensorial structure, the gravi-
ton backreaction can be related to the backreaction of a masselss scalar field
([22], [20]). Also, the Higgs field is an interesting candidate for the type of scalar
field that we study [3]. Finally, we note that the main nontriviality we encounter
when extending QFT to curved space-times is the definition of the vacuum state
in (3.1). The framework for these one loop computations is presented in the next
sections.

3.2 Some elements of QFT in Minkowski space

Since we assume the reader has some knowledge of QFT in flat space, we will
be very brief in this section and just highlight some aspects that are important
when extending QFT to curved backgrounds. Actually, since we will not study
interactions, the necessary knowledge of QFT is very modest. Basically, we are
only concerned with two steps. First, given a Lagrangian, we quantize the theory
in the Heisenberg picture according to canonical quantization, and second, we
need to understand how this quantization is related to the vacuum state.

3.2.1 Scalar field canonical quantization

The action for a free, massive scalar field is

5 de:z:E—— [dD 0 0,00, + m2¢?] [dDw 0-m?) ¢, (3.2)

where O = 7#0,,0,. Using the variational principle, we obtain the Klein-Gordon
field equation of motion

(o-m?)¢=0. (3.3)
The canonical conjugate momentum is given by
oL
T=———=000. 3.4
500 4

Canonical quantization is obtained by promoting the field to an operator and
imposing equal time commutation relations 2

[é(ﬁal‘)ﬁ(ﬁa y)] = i(SD_l(x - y)7
[6(n,2),6(n,y)] = [#(n,2),7(n,y)] =0, (3.5)

where in flat space, 1 is just the ordinary time coordinate. Solutions to the
equation of motion that satisfy the commutation relations are

k zkm
{#091.0) 5770000 g | 3.9)

indexed by the vector k and where k = |k|, satisfying
[b(k), b (k)] = (27)P~167 (k- K,
[b(k), b(k")] = [b7 (k), b7 (k)] = 0, (3.7)

2 Formally canonical quantization requires one to define a Hamiltonian, which comes down
to the procedure we follow
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and
|:(“)2 + k% + m2:|uk(77) =0, (3.8)
and satisfying the Wronskian normalization
WH{ug, up,} = upOpuy, = updyuy, — (Opug) uy, = i. (3.9)

In fact,we can define a time independent inner product on the space of solutions

(fl,fg):—z'/dD’le{fl,fg}, (3.10)

where the integral is over a spacelike hyperplane of simultaneity at instant 7.
With respect to this inner product, (3.6) is a complete set of orthonormal solu-
tions, i.e. we can expand any solution as

; APk X
o(n,x) = / W (bkel Fup + by e’ mu,ﬁ) (3.11)

Thus, the quantum field is determined by the choice of mode functions ug(n)
and the the way the ladder operators 3.7 act on the Hilbert space (i.e. the
definition of the vacuum).
3.2.2 Defining the vacuum state
Let us consider the following operator
Nic = b by.. (3.12)

Using the commutation relations for the ladder operators (3.7, one can now
show that

[Ny, Niw] = 0, (3.13)
and for eigenstates |ny) of Ny with eigenvalue ny,
Nichjae) = (e +1)[ac).
Nki?kmk) = (nk - 1)|7’Lk>. (3.14)

This way, the ladder operators go through the spectrum of eigenstates of what
we can now call number operator N. Since

. . fa
i = (e Niclne) = (B [nac)) " b mac) > 0, (3.15)

by non negativeness of the norm of a Hilbert space state, we find that Ny
acting on an eigenstate has to have non negative eigenvalue. Combining this
with (3.14), we conclude that there has to exist a state |0) such that for all k,

bic|0) = 0. (3.16)

We can use this state to build the Hilbert space in this Fock basis by acting
on it with the bL operators. Moreover, we can show that this way we find all

eigenstates of the operator N. Namely,

Nilth) = M) = Nicblth) = (A= 1)[)). (3.17)
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Thus, repeatedly acting on the state b)) with by must again give |0). This
proves the original state can be obtained by repeatedly acting with the creation
operator on |0). Now that we have a basis of our Hilbert space, we can study
how the scalar field acts on it. For given k the space of solutions to (3.8) is two
dimensional, so that we can expand

—iwgn 1 Wi
e + B e (3.18)

1
U =« R
k(1) k\/m \/m

where w? = k? + m?. The coefficients a and 3 are called Bogolyubov coefficients
and the Wronskian normalization of the mode functions puts the following con-
straint on them,

ok * = 1Bkf* = 1. (3.19)

The Hamiltonian for the scalar field is given by
1
H-= f a7 e (7 + (79)” + m*6?]. (3.20)

Computing the expectation value of the Hamiltonian for eigenstates of N =
[Tk Nk, which we denote by |n) = [1x |nk), yields,

(n|I§[|n)zde_lk(|ak|2+|ﬂk|2)[nk+%513_1(0)]4%, (3.21)

where we used (n|byb_|n) = (n|326ik|n) =0 and we note that this form is a con-
sequence of the fact that the Hamiltonian is time-independent. The divergent
¢ function is a formal symbol for the integral

D-11.r R
[ & Tigo.it )] 32)

we come back to its interpretation shortly. From this we conclude that the
lowest energy (vacuum) state in this basis is |0). Moreover, this shows how the
vacuum energy depends on the choice of mode functions through the dependence
on Bogolyubov coefficients. Now, in this flat space-time example, it is obvious
that because of (3.19), this vacuum energy is minimized by choosing i = 0. This
then completely determines the properties of the scalar field. In particular, for
this choice, the eigenstates of the number operator N are also eigenstates of the
Hamiltonian, so that the energy of these states is well defined. The vacuum
energy is

By = %5D’1(0)/dD’1kwk. (3.23)

In order to understand the nature of the divergent prefactor, it is instructive to
compare this to the result for the energy of this quantum field in a finite volume
V. In that case, the integral over momenta is replaced by a sum over a discrete
set of momenta that fit in this volume and the commutation relation involve
Kronecker § symbols. In that case we find for the vacuum energy

1 1 v
Eo=-~ Nfide‘lk . 3.24
0 2;“}’“ 2 (2m) D1 Wh (3.24)



3. Quantum field theory in curved space-time 21

From this we conclude that the divergent prefactor should be interpreted as an
infinite spatial volume. In the remainder of this thesis we are interested in the
energy density, which in this case becomes

Pa :‘}i_r)rio% :%de‘lkwk. (3.25)
This is the standard QFT result for the UV divergent energy density in a quan-
tum field. Since for most physical observables energies are only relevant relative
to the vacuum energy, this contribution is often removed by for instance the
normal ordering prescription. There are cases where the vacuum energy might
become important, such as the Casimir effect [8], although it is not yet estab-
lished if its observation proves the existence of the vacuum energy [21]. If we
include gravity, however, the equivalence principle suggests we should take all
forms of energy equally seriously, which is why we study the vacuum energy in
curved space-time here. Interestingly, on curved backgrounds, the lowest energy
state is not so easily found. In particular, since

37767“""‘” oc @ R (3.26)

in Minkowski space, we are sure that time evolution does not change a positive
frequency mode function (with power —iwgn) into a negative frequency mode
function. This guarantees that if S is zero at some point in time, it will remain
zero always and the vacuum state is unaltered as time progresses. On curved
backgrounds this is the part of the story that drastically changes. Namely,
the existence of positive and negative frequency mode functions is ultimately
a consequence of the existence of a timelike Killing vector in Minkowski space,
which need not be the case in curved spaces.

3.3 Nonminimally coupled scalar field on curved backgrounds

In the spirit of the minimal substitution principle of general relativity, the action
for a massless scalar field on curved backgrounds is obtained by expressing the
Minkowski action in a coordinate free form,

S:‘%f dP2/=g[(0,60,6) g + ER¢?] (3.27)
= [ @Prvg6@-cR)s, (3.28)

where the d’Alembertian is now given by 0O = ¢*” v, v,. Apart from the
standard introduction of the metric tensor g, into the action, we also include an
explicit coupling to the Ricci scalar R. The coupling constant ¢ is dimensionless,
so it should naturally be of order one. Two values are of special interest though.
First, the simplest option is that is & = 0, so called minimal coupling. This
case was studied in [20]. Since they found no significant backreaction, and
inspired by the findings in [24], in this work we investigate nonminimal coupling.
In particular we suspect a significant backreaction for £ < 0, which will make
the coupling to the Ricci scalar act as a negative mass term for the scalar
field. Another value that is particularly important for flat FLRW metrics is the

conformal coupling
=" 2
¢ 4(D-1)’ (3.29)
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which is 1/6 in four dimensions. For this value of ¢, if we rescale the metric

Guv = G = () Gy (3.30)

and simultaneously consider the field

3(z) = 2% (2)¢(x), (3.31)

¢~> satisfies the same equation in terms of g, as ¢ in terms of g,,,. For details see
appendix B. For zero spatial curvature we saw that by going to conformal time,
the FLRW metric is conformally Minkowskian. Thus, on these backgrounds,
for £ = 1/6, we expect the same results we found for flat space-time. This is a
useful check on our calculations. We actually use this knowledge to rewrite the
equations of motion in a simpler form. From (3.27), we obtain the equation of
motion for the scalar field

(O-¢R)¢p=0. (3.32)

Quantization of this theory in curved spaces is an obvious extension of flat
space-time quantization (up to the definition of the vacuum). The canonical
conjugate momentum in curved spaces is

L
~5(Voo)’

where we note that the covariant derivative reduces to an ordinary derivative
when acting on scalars.

(3.33)

3.4 Nonminimally coupled scalar field on FLRW backgrounds

In this section we apply the formulas of the previous section to FLRW back-
grounds. We comment on the solutions for the mode functions on certain classes
of FLRW backgrounds.

Using expressions for geometric quantities on FLRW backgrounds from ap-
pendix A, the equation of motion becomes

Oy = 2207 + H(D = 2)0y +£(D - 1) (2H' + (D - 2)H?) ]¢ =0. (3.34)

Suggested by our knowledge about conformal coupling, we rewrite this using

a7 ()¢ = ¢(2), (3.35)

[33 -0 +f(n)] (¢) =0, (3.36)

where 2 D »
2H' + -2
f(n) = _%

This very much resembles the equation of motion for a massive scalar field in
Minkowski space. The difference is that here the mass term is time dependent

[D-2-4¢(D-1)]. (3.37)
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and for ¢ less than the conformal coupling value (3.29) (1/6 in four dimensions),
it is also negative provided
D-2

H > 5 H?, (3.38)
which is true for all non-radiation eras of the universe we consider. During
radiation, when € = 2, the Ricci scalar vanishes, and the equations are simply
those of Minkowski space. This is why even for nonminimal coupling, an initial
radiation period acts as a good IR regulator. We come back to this later. On
FLRW backgrounds the canonical momentum is

m=aP?¢. (3.39)

Again, we impose the canonical commutation relations (3.5). Then any solution
for the operator ¢ can be expanded (again along the lines of the flat space
exposition) as

2-D Pk .

é(n, x)=a 2 W (bkeik'xuk + l;Le_ik'xu,:) , (3.40)

where the by operators satisfy the ladder commutation relations (3.7) and the
mode functions uy satisfy the mode equation

[aﬁ + k% + f(n)]uk =0, (3.41)
and are normalized by the Wronskian condition
<>
WH{ug, up} = upOpuy, = 1. (3.42)

It turns out to be impossible to solve the equation of motion (3.41) for arbitrary
functions of conformal time f(7). Therefore, we make some general remarks
about the solution next, and solve it for constant deceleration (constant ¢)
backgrounds.

3.4.1 WKB-like approximation

In this section we use a WKB-like method to obtain a UV (large k) asymptotic
expansion for the mode functions. For large k, we can neglect f in the equation
of motion and a basis of solutions is given by

{efik”, eik”} ) (3.43)

which still have to be normalized by the Wronskian. This is why we now look
for general solutions of the positive frequency form

ug ¥ (n) = A(k,m)e ™", (3.44)

where A(k,n) should be obtainable as an expansion in 1/k. Since the Wronskian
is nonzero, the other linearly independent (negative frequency) solution is just
the complex conjugate of this. Substituting this into (3.41) yields an equation

for A,
AT f

LA-2iA = 4
o pA-2A =0, (3.45)
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which is solved iteratively for large k. The procedure is to first neglect the 1/k
terms, which yields a zeroth order solution A(®) = Ay, a constant. Then, we use
this zeroth order solution for the part of the equation proportional to 1/k and
obtain a first order correction
i F"
AD = A1+ 271 : (3.46)

where
2F + f=0. (3.47)

Repeating this exercise indeed yields an expansion for A in 1/k. The full positive
frequency solution is

uYV(n) = Age ™" (1+%+k—§+;—;+k—j+...), (3.48)
where for i > 2, _
Fl' +(-1)"'F/ + fFi_; = 0. (3.49)

Integration constants obtained in solving this equation are fixed by the Wron-

skian. In particular

1
Ag = T (3.50)

Additional Wronskian constraints are, order by order,

2F, + F2 - F{ =0
2F, +2F\ Fy + FZ - F} + FyFy, - F|F5 = 0. (3.51)

This allows one to solve for the mode function to fourth order in 1/k, up to an
overall constant phase that can always be added to the mode functions without
changing the physics. This is worked out in appendix C. We stress that uY"
should not be considered a full solution to the mode equation. The asymptotic
expansion allows one to approximate a full solution to arbitrary order in 1/k,
but the series need not be convergent, so that we cannot interpret it as a reg-
ular function. What we can say, though, is that any true solution has a UV
expansion that is some linear combination of the positive and negative frequency
asymptotic expansions. More precisely, any solution can be approximated in the
UV as

u(n) = o ()uy () + B ()™ (), (3.52)
where ) 7
() () = ~ikn ( J)
U = e 1+...+—). 3.53
Since u,(j) solves the mode equation to order i, the Bogolyubov coefficients are

constant and satisfy (3.19) to this order as well. Now suppose the evolution
of the universe is such that there is an initial and final period during which
the frequency character of the mode function does not change. By this we
mean that there exist exact solutions that have al(;)(n) =1 and B,?')(n) =0 to
arbitrary order in 1/k (we call this a positive frequency expansion) during this
initial and final period (we will show that constant € periods are such periods).
These are in general not the same solutions for both periods. Suppose uz has a
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positive frequency UV expansion during the initial period and uj, has a positive
frequency expansion during the final period. Since they are both exact solutions
to the mode equation, we can write

ui = agug + Brug’, (3.54)

for which the Bogolyubov coefficients are constant and satisfy (3.19) exactly.
Now, let us compare the UV expansion of the left- and right hand side. Since
u? has oz,(j) =1 and B,(CZ) =0 to infinite order initially, and since they have to be
constant to this order as well, the UV expansion has to be positive frequency
to infinite order at all times. In particular, since we know the UV expansion
of ug is positive frequency to infinite order during the final period, oy, and S,
relating ui and uf, respectively have to go to 1 and 0 faster than any inverse
power of k. This is a crucial result for treating the UV part of the energy-
momentum tensor. Let us stress that this result depends on the smoothness of
the background, as the solutions we are considering only form a complete basis
for smooth differential equations. In fact, below we show that for discontinuous
evolution of the background, the result changes. Another way of stating the
above result is that positive frequency behavior is an adiabatic invariant during
the evolution of the universe and k acts as an adiabatic parameter. By the latter
we mean that the UV expansion (3.48) is also an expansion in (time-)derivatives
of the effective frequency

W= K2+ f(n), (3.55)

ie. in derivatives of f (see [20]). Therefore, higher derivative contributions
come with higher powers of k, which makes sure this is indeed an adiabatic
expansion in the UV.

3.4.2 Constant € background solutions and the vacuum

On constant € backgrounds we can introduce a new variable (not to be confused
with the redshift parameter)

k
PR — (3.56)
(e-1)H
such that z > 0 always (so the definition is different for e > 1 and € < 1). Using
2 =k, (3.57)

on constant € backgrounds, the mode equation in terms of z becomes

2

0 1
2 2,2
v Rl L ug =0, (3.58)
where 1 (D-20)
2 1 T 4€ _9_ _
PR CRE R CR)! (3.59)

Note that this is irrespective of the sign of (¢ — 1). By looking for solutions of
the form \/zw(z), one recognizes Bessel’s equation. We propose the following
solutions: on decelerating backgrounds:

up =4/ Z—ZHIQ)(Z) and uy, =1/ Z—ZHI(,U(Z); (3.60)
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and on accelerating backgrounds:

Tz . Tz
Uk =/ EHIED(Z) and uy, = \/ EHl(/m(Z)» (3.61)

where H, 52) and H, 51) are the Hankel functions of the second and first kind with
index v respectively. These choices turn out to be convenient for the choice
of the vacuum. Also, these functions are normalized such that they satisfy
the Wronskian normalization condition. A general solution on a constant e
background can thus be written as

Uk,e(n) = g cur,e(n) + ﬂk,euz,e(n)» (3.62)

where, since the mode functions are normalized by the Wronskian, the Bo-
golyubov coeflicients as always have to satisfy (3.19).

As we saw in the Minkowski space example, the choice of coefficients is inti-
mately related to the choice of vacuum. However, finding the vacuum state by
minimizing the Hamiltonian is not as trivial now, as the term f that corresponds
to the the mass term in Minkowski space is a time dependent function. This
need not be a problem per se as there might still be a state that minimizes the
expectation value of the Hamiltonian at all times. As was shown in [27], such
a state actually exists if the effective frequency w? = k? + f(n) is positive at all
times. This is not the case we study, as on constant ¢ backgrounds,

D —2¢
4

fm) =- [D-2-4¢(D-1)], (3.63)
so that for € < 2 and & less than the conformal coupling value (3.29) (cases we are
interested in), there are small k (IR) modes for which this effective frequency
becomes negative. For these modes obtaining a minimal expectation value of
the Hamiltonian is problematic for various reasons.

Firstly, the eigenstates obtained from the number operator (for which we know
what effect the ladder operators have on them), are no longer eigenstates of the
Hamiltonian. Moreover, if one were to turn the crank and still compute the
expectation values of the Hamiltonian for these states, one finds that no lowest
energy state exists; the expectation value of the energy density becomes negative
and is unbounded from below for excited states. This is a consequence of the
fact that for these imaginary frequencies, the mode functions do not oscillate
anymore, but grow in time (as a power law for time-dependent frequencies).
Accordingly, the expectation value of ¢? can be a growing negative quantity
(the expectation value of ¢ is always zero in our model). Also note that this
makes the QFT particle interpretation non applicable in this case.

This issue was partly resolved on accelerating expanding backgrounds by real-
izing that in the infinite past (n - —oo 3) the conformal Hubble rate goes to
zero, and all modes have positive effective frequency. In fact, they all behave
as Minkowski modes. The vacuum is then defined by choosing mode functions
that minimize the Hamiltonian as n - —oo, i.e. the mode functions that reduce

to the Minkowski vacuum ones \/%fke’ik” in this limit. This defines the so called

3 On constant e expanding backgrounds, 7 goes from —oo to 0 on accelerating backgrounds
and from 0 to oo on decelerating backgrounds. This is related to the fact that the scale factor
goes to zero in finite time on decelerating backgrounds.
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Bunch-Davies vacuum. However, it was shown [19] that the expectation value
of two point correlators are IR divergent in this vacuum. This tells us that the
Bunch-Davies vacuum is not a physically sensible state in the deep IR. We come
back to this issue at the end of this chapter.

On decelerating backgrounds this does not work as such an asymptotic past does
not exist. Namely, going back in time the curvature blows up in finite time and
the universe starts in a singularity (a big bang). Requiring the mode functions
to reduce to the Minkowski positive frequency solutions in the UV (k > H,
i.e. positive effective frequency) still makes sense, but the IR treatment is less
obvious. In this thesis we define the state in the IR by means of the global
Bunch-Davies vacuum (see [20]), which is obtained by taking mode functions
that reduce to the Minkowski ones in the UV and analytically extending them
in the IR. In the jargon of the previous subsection, these are the exact solutions
that obey a positive frequency UV expansion during an initial period that does
not mix positive and negative frequency mode functions.

The UV expansion of constant € mode functions is

TZ 1 o um_w
—o00 — H(Q) — 00 71(27772)
e =\ g T Pl = e ’
Tz 1 . _vr =
T g . W= -3) 3.64

which, up to a constant phase that can always be added to the mode functions
without changing physical observables, for decelerating universes can be written
as (see (2.15)),

_ —ikn
Uk 00 = ———E€ s
g V2k
1 .
U p——LLU (3.65)

Uy oo =
b V2k

In contrast, on accelerating backgrounds the relation between z and n has an
extra minus sign, which is why we chose the Hankel functions of the first kind
in this case, such that again

1
Uksoo = ——€
V2k
* 1 ikn
U oo = ——€ . 3.66
k m ( )
This means the global Bunch-Davies vacuum is obtained by taking o = 1 (where
we recall that the mode functions corresponding to this « are different for ac-
celeration and deceleration). Note that during radiation f(n) = 0, which makes
the theory conformal to a scalar field on Minkowski space and in that case the
vacuum is naturally well-defined in the IR. That is, the exact mode functions
are

kRad — 1 e—ikn
Vek

*,Rad 1 ikn
u,’ = ——e"" 3.67
k V2k ( )
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and the global Bunch-Davies vacuum is obtained by taking a = 1 and £ = 0,
which defines an IR finite state ([24]). Since the Ricci scalar is zero during
radiation, one can check [20] that indeed the energy density and pressure of this
field in the Bunch-Davies vacuum of a radiation era are zero after dimensional
regularization, up to contributions of the conformal anomaly terms (see next
chapter), lending support to this choice of vacuum state. We use the fact that
the vacuum is well-defined during radiation in the last section of this chapter.

3.4.3 Sudden matchings

Lacking the analytical tools to investigate arbitrary evolutions of the universe,
we use the fact that far enough away from e transitions, all derivatives of €
vanish. This means any exact solution must reduce to a linear combination (by
means of Bogolyubov coefficients) of the constant e solutions from the previous
section. Up to derivatives of €, we can therefore decompose any exact solution
on these eras as

Uk,i = Qg iUk,i + Br.ity ;5 (3.68)

where uy, ; is the BD mode functions for era . Since these BD mode functions are
certainly not exact solutions for the full evolution of the universe, the expression
for the Bogolyubov coefficients is different for different eras. The main part of
this thesis comes down to finding these coefficients for the various eras without
knowledge of the full solution Uy (being positive frequency during the first era).
Our approach is to assume a smooth history of long constant e periods alternated
by quick transitions. If 7; characterizes the timescale of the i-th transition, by
quick we mean

<M (3.69)

where H; is the conformal Hubble rate at the time of matching (which is ap-
proximately constant if the transition is fast). Our goal is to obtain the leading
order result in 7;, which is done by a so called sudden matching approxima-
tion. This means we consider a sudden transition in € at some time 7;. In this
approximation, the Ricci scalar evolves discontinuously, which causes problems
we address shortly. The most we can ask for is for the mode function and its
derivative to be continuous for this sudden transition. The mode function then
reduces to the BD one on the initial era exactly and it has to be a linear com-
bination of the BD ones during subsequent eras. Let us denote the full mode
function during a certain era in terms of the BD ones for that era as

Ui(n) = &ui(n) + Biu; (n), (3.70)

where we dropped the k for notational convenience and 7 indicates which era
we are considering. The matching conditions then imply

a; = (1) (Uisru}" = Uj_qui);

Bi = (=) (wiU_y = ujUs 1), (3.71)

which have to be evaluated at the time of matching. As indicated in figure (2.2),
in this thesis we consider three matchings, at times 79 up to 72. The question
is how closely the Bogolyubov coeflicients obtained in this way resemble actual
Bogolyubov coefficients that relate exact solutions to the smooth equation that
are positive frequency in the various eras. Physically, we expect the IR modes
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(k < H;) to be qualitatively insensitive to the details of quick transitions (they
are definitely sensitive to the jump in e between the initial and final era of
constant deceleration) and therefore we expect the leading order in small 7;
result to be a good qualitative approximation for the IR modes. We come back
to the structure of Bogolyubov coefficients in the IR in a later chapter. In
particular, we show that the IR contributions do not qualitatively depend on
the number of intermediate matchings. This lends support to the claim that
sudden matchings are qualitatively a good approximation for IR modes, as any
smooth matching can be understood as a series of sudden matchings, which then
qualitatively behaves the same as one sudden matching.

For the same reason, we do not expect the leading order in 7; result to be very
good for the UV modes. We can investigate this by studying a matching of an
initial BD mode onto an era of some different €. Using the UV expansion of the
BD mode functions in both eras (3.48), we can obtain UV expansions for the
Bogolyubov coefficients (up to a constant phase),

Qg1 1+ZA!+&
’ kR
- o [Bs B
Bere ano[?§+k7;+_..], (3.72)

where the coefficients A; and B; are nonzero for discontinuous functions f(n)
(see [20]). This contradicts the result from the previous section that S should
fall off faster than any inverse power of k. In fact, as a consequence of this, new
logarithmic divergences UV divergences as well as power-law- and logarithmic
boundary divergences occur in the energy-momentum tensor, and they need to
be regulated. For a complete discussion we refer to [20]. For the remainder
of this thesis we use that, guided by the knowledge of the UV behavior of
the Bogolyubov coefficients, we can regulate the unphysical UV divergences by
appending an exponential suppression term to the 3 coefficients

Br.i = Braie ", (3.73)

where 7; mimics the finite timescale of the transition. This means we have to

modify a; as
ki >\ 1+ By ieTF 2 Jhi (3.74)

|ak, il

which models the faster than power law suppression in the UV and leaves the IR
modes unaltered, which is what we expect on physical grounds. We stress that
the point of this regularization is not to obtain valid answers in the UV, but
rather it allows us to perform all intermediate steps in our calculation in order
to finally obtain the leading order contribution to the energy-momentum tensor,
which should be independent of 7; if we want to make sensible predictions. A
full discussion of this exponential damping term as a UV regulator can also be
found in [20].

3.5 Initial radiation period and the vacuum

In this section we come back to the problem that the most common choice for
the vacuum state (the Bunch-Davies vacuum) on an inflationary background
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causes the expectation value of the two point correlator for the field we consider
to diverge in the IR, and it is therefore not a physically correct vacuum state in
the IR. One approach to solve this problem is to put the universe in a comoving
box that is super-Hubble initially. This means the size of the universe is fixed
in terms of the comoving coordinates, such that initially this size is much larger
that the inverse conformal Hubble rate at that time. As a result, in the Fourier
transform of the scalar field, an integral is replaced by a discrete sum over the
mode numbers that are allowed by the boundary conditions. Iin case of a super-
Hubble box, the modes we sum over are very close together compared to the
conformal Hubble rate, and we can approximate the sum by an integral from
some small longest mode kg to infinity. This way, one effectively introduces an
IR cutoff which renders the propagator IR finite (see [32], [23]).

A more physical way of regulating the IR is to assume an additional radiation
period preceding inflation, as proposed by Janssen and Prokopec ([24]). As we
commented on above, the global Bunch-Davies vacuum state is well defined on
such a period. Moreover, Ford and Parker showed that if the initial state is IR
finite, no IR divergences will develop in finite time [19], so that this allows us to
compute the energy-momentum tensor for the full history of the universe. The
advantage of this method is that a fast transition (we assume it is fast in our
calculations) from a radiation dominated epoch to inflation seems more physi-
cally sensible than the universe actually living inside a finite comoving box.
Comparing the two methods ([24]), one finds that they qualitatively agree when
the radiation period is matched onto an accelerating period. This can be ex-
pected as in this case the comoving box size quickly grows more and more
super-Hubble, so that the details of its effect are 'washed out’. Matching onto a
decelerating period yields the opposite result, which can also be expected as in
this case the box size becomes sub-Hubble in due time. Since the main result in
our thesis occurs when the conformal Hubble rate today becomes comparable
to the conformal Hubble rate at the beginning of inflation, the results might
change for a cutoff regulator ky method if it is chosen to be comparable to the
Hubble rate of the first matching (usually it is chosen super-Hubble). As argued
in ([24]), we suspect that for our radiation-era-method, the relevant effects all
come from IR particle creation, whereas a cutoff kg ~ Hp method would intro-
duce observable effects of the finite size of our universe. This is why we choose
to regulate the IR by means of this initial radiation era. To conclude, we note
that it might be interesting to investigate if one can qualitatively reproduce our
results for different regulating methods.



4. ENERGY-MOMENTUM TENSOR

Now that we know how to define energy and momentum in terms of the fields
on FLRW backgrounds, and we also know how to quantize the fields, it is in
principle a matter of computation to obtain the expressions for the expectation
value of the energy-momentum tensor. Using the action (3.27) for a non mini-
mally coupled massless scalar field and the definition of its energy-momentum
tensor (2.26), we find

Ty = (040000~ 500" (0200056 + €G- E(V,V0 - D). (11)

This we have to evaluate for the FLRW geometry. The geometric objects of
interest can be found in appendix A. Since we are after the scalar field back-
reaction, we wish to compute the expectation value of the energy-momentum
tensor. This is done by simply promoting the field in the above expression to
operators and taking expectation values with respect to the global BD vacuum
as defined in the previous section. Letting

Yr(n) = a%Uk(n), (4.2)

where Uy, is the mode functions that reduces to the BD one in the initial era,
we start by computing some intermediate expectation values

dP1k
(010n60,610) = [ Gspmrlv ()P

5 Pk, )

(01¢*10) - [ an,k)\?

(01026(0) = 2 / o

Let us calculate these latter two expectation values separately:
2
(01(9,8)¢|0) =

dD—lk dD_lk,
(27T)D_1 (27T)D_1

(010:90;6/0) =

le

)Dllw (0, k)] + (0(926)Bl0) + (0]¢D; [0).  (4.3)

(01 br + 93" BT )™ (robye + 7T, )e™ 7 [0) =

dPk
(2r)D- lw (4.4)
Similarly
dD 1k "
(01623600) = [ G ndi” (45)
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Thus D1
(01056°10) = 63016710} =9} [ s homRP (46)
And analogously
dP 1k
(010n6710) = 0, 916%10) =0, [ (o 5mrlw DI (17)

Finally, we consider the term

(0[3;0;¢710) =
dD—l k dD—l k” . " ) "
o1 ) Gy 001 (be + L) (b + bl )™ 7(0) =
dD—l k dD—l 1%
(2r)D-1 (2m)D-1
Realizing that by symmetric integration all terms that contain only one spatial
derivative will vanish, we can convince ourselves that there are no other non
vanishing expectation values appearing in the calculation of the expectation

value of the energy-momentum tensor. Our next task is to actually calculate
this expectation value. First we compute the 00 component:

Ty =(0n9)0y¢ - %gnngaﬁ(aa¢)8ﬁ¢ + fGnn¢2 -&(VyVy - QWD)¢2

~(0)0u + 5[~(Dy8)0n6 + (2:0)0:] + EGrpy?
~ €027 T, 0,0% + (<026° + T3,0,0° + 026° ~Th0, 0] (49)

(k+k)i(k+k);2m) P bt o(k+ k) =0.  (4.8)

Plugging in the above relations, we find

dP 'k 1., 1
(0[T35]0) = W[iw (n, k)P + §k2|¢(77a k)|

£ SED =)D =N, +ED - DHO, 0, F]. - (410

Next we consider the other components of the energy-momentum tensor. Note
that the expectation values of all nondiagonal terms vanish, in particular the
covariant derivative parts vanish because the expectation value of terms with
one spatial derivative is zero. Then we find

Tj; =(9;¢)0;¢ - %gjjgaﬂ(aaqﬁ)@ﬁqﬁ +£Gj;0° = €(V;V; - g5;0)¢°
(01000 - 5[~(0,0)0,6 + (8:0):0] + €G.1567
- 5[33%52 - r?janGi)Q - (‘672,¢2 + FZ,,@,,QSQ + 31‘2¢2 - F:.]ianqﬁz)]’ (4.11)

where we sum over ¢, but not over j. This gives

D-1
O, 0) = [ Gz 510/ (007 + (5 = 5w

- SED = 2= 1)(D - 29HN (1, )P - €02

= &(D = 3)HO [ (n. k)P . (4.12)
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We want to rewrite these expressions in terms of U = a%’ldz. To that end we
note

w':(1—g)a—%a’Uml-%U’:al-?[(l—g)HU+U’]
12 2-D D 217/2 2 D 2 112
= W= [ =) HAUE + (1= 5)HO,UP + U] (4.13)

Furthermore,
Ol = a® P [(2 - DYHIUP® + 8,UP], (4.14)

and
2)* = a®> P{[(2-D)*H* + (2- D)YH')U* +2(2- DYHO, U + O |U*}. (4.15)

Thus we find for the nonzero expectation values of the energy-momentum tensor:

P L 1 D D ,
(0[T3|0) = Wﬂlz D{g[(l - 5)2’7L[2|U|2 +(1- 5)7—[87,|U|2 +|U |2]
+ %k2|U|2 + %g(p -1)(D-2)H?*|U|?
+&(D=DH[(2- DYHUP +0,[UP]}; (4.16)
dP 'k, 1 D D ,
(OT3510) = | Grymra® (G- 3 HAVE + (1= MOV + U]
1 1 2 2 1 2 2
(g~ PR IUF - 56D - 2¢ - 1)(D - )H|U|
-&{[(2-D)*H? + (2= DYH']|UI* + 2(2 - DYHO,|U> + D|UI*}
~€(D = 3YH[(2- DYH|UP + 9,|U]) (4.17)

Using the fact that U is a solution to the equation

U" +[k*+ f(n)]U =0, (4.18)
where D 90132
sy =~ L2 p 5 agn -1, (4.19)
we find
U = =2(k* + HUP +2U'P, (4.20)

which implies
1
U2 = (K* + f)|U]* + 563|U|2. (4.21)
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Hence, in terms of U, the expressions become

d°k o p(l,. D 1, D
OTl0) = | Gymrra” (5= I HAUE + 51 - M0, UF
1 2 2 1 2 2 1 2 2 1 2 2
+ [+ PP+ 50, U]+ SEUE + 56(D = 1)(D - 2)H U]
+&(D = 1)H[(2- DYH|UP + 9,|U])
~ dD_lki o D
1. (2-D)? (2-D)(D-1)
{[K*+ 3 TH2+§f’H2]|U|2
f 2 D?—L+§(D DH]OUT + SRR, (4.22)
and
(0|T;,]0) = ﬂa%D{[l(l_QyH?Jr(i_l)]g
77 (2m)D-1 2 2 D-1 2

_ %g(D —9%e—1)(D - 2)H? - £(2 - D)*H2 - £(2 - D)(1 - YK
_€(D-3)(2- DYH? + %(kQ v H]UE+
(1= 0) +&D- D0, + (- UL}, (123

where we used H’ = (1 - €)H?. Simplifying this expression, we obtain

dD—lk oD

<0|Tjj|0>: WG
2 — —
{[%f+pk_1 + (D- 2) 242 (2 D)Q(D 1)H2§]|U|2+
’H[%(l—§>+5<D—1>]an|v|2+<§—5)62|U|2}. (424

Since we assume an isotropic universe, the argument is solely dependent on
the norm of k. Therefore, we can already perform the angular integrals. The
integral takes the following form:

dkkP? "
@) 1F(k)/ d91/ dfssinbs . . / dOp_osin? 3 0p_s. (4.25)

This can be carried out with the help of the formula

s r(Hrd + 1
dfsin® 0 = M (4.26)
0 L(1+35k)
where T is the Euler Gamma function (ref). Consistently applying this formula
tells us that the angular integrations yield

I‘D_l(é) B FD_l(%)_ 27T%

(1+L23) "Bty r(EL)

(4.27)
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Finally, we plug in this result, as well as the definition of f, to find

I S D2,
(OTl0) = S B oy [ awk
{[k2+i(e—1)(D—2)7—[2—§(e—1)(D—1)7—L2]|U|2

2-D 1
[T (D =DM, UP + L UP)

- —L * D=2,
(0[7}510) = (47T)%F(%) fo dkk
2
{[Dk_ - + i(ﬁ -1)(D- 2)7-[2 —&(e-1)(D- 1)H2]|U|2+
[%H%(D— D)o, |UJ* + (i —5)83,|U|2}. (4.28)

Now that we have these results, we can investigate what happens when we
decompose the mode function during a particular era in terms of the BD ones,
Uk, = g iug; + B;“u,’;l It is then convenient to substitute everywhere:

[U? = [ul?® + 2|8 [u]? + af*u? + o Bu*?. (4.29)

Since the Bogolyubov coefficients are time-independent during one such era,
we can take them outside of the derivatives, and accordingly identify the terms
independent of v and 3 as (T},,)B P, the terms proportional to |3|? as (T}, )? and
the remaining as (Tw)aﬁ . Since the 3 coefficients fall off faster than any power
in the UV, there are no UV divergences in the 8 and a3 parts of the energy-
momentum tensor. Therefore, for the regularization and renormalization of
the energy-momentum tensor we only have to consider the BD part. It should
be noted, though, that during inflation and matter era, the BD mode function
causes IR divergences in the energy-momentum tensor for ¢ < 0, as the dominant
IR terms of the Hankel functions scale as k™, and v is larger than 3/2 in this
case. By including an initial radiation period (v = 1/2), we are sure the full
result does not develop divergences in finite time ([19]). The separate terms
do not have to be IR finite by themselves though. Careful consideration of the
lower limit is therefore necessary.

4.1 UV expansion

In order to identify the UV divergent terms in the energy-momentum tensor,
we solve the terms in the UV expansion of the BD mode function (3.48). This
is done in appendix C. The result is that we can approximate the norm squared
of the mode function as

1 i Vi
|u|2:%[1+k%+k%+m]’ (4.30)

where

1
Vi=2F+F} = —§f(77)

Vy = 2F, + 2F3Fy + F3 = — (f"(n) +3f%(n)). (4.31)

|~
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This yields a UV approximation for the BD part of the energy-momentum ten-
sor,
O 0P = [ kP

(4m) = T(=5) I

{12+ [é(D ~2)(D-2-4¢D - 1)) H? ]+

%[%(D—2—4§(D—1))2(—87—["7—[+4(H’)2+3(D—2)2’H4)]},
(4.32)
and
0IT..10YBDUV = §;5a* " = dkkD-3
(0IT3;(0) (4 2 () s x
2
{Dk_l+[—i(D—2)(D—2—4§(D—1))H’
—2-4¢(D-1) (1 y
D 4(D€—(1) )(§(D—2)’H +7—l)]+
%[7128(11)_ 5 (D-2-46(D-1))*x
( —SH"H + 4(H)2 + 8H" +3(D - 2)*H* - 12(D - 2)27{2%')]}.
(4.33)

Next, we perform the trivial integrals over k from p to co, drop the co part by
moving to a dimension in which this term vanishes, and analytically continue to
D =4, paying extra attention to the terms that are divergent in four dimensions.
In all non divergent terms, we simply let D — 4, but in terms multiplying
divergent factors (in our case 1/(D —4)), we have to expand the prefactor for
small D -4 in order to appropriately treat the finite contributions. This goes
under the name dimensional regularization ([30], [5]). First we analyze these
contributions for the 00 component, where we use I'(3/2) = 1/(2/7):

pt (1-6EH

T, =—
(0IT510) 1672a2 1672a2
2-D o _ _ 2 D-4
_ a (D 2D714§(D 1)) (—87‘[”7‘[ +4(7‘[,)2 +3(D _ 2)27_[4) M
128(47) = T'(E5) D-4
(4.34)

This last term accounts for the divergent term, that has to be canceled by a
higher order contribution in the action, as well as some finite terms. In order
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to find these, we have to expand the prefactor up to linear order in D —4:

a> P (D-2-4¢(D-1))°

(-8H"H +4(H')* +3(D -2)*H*) =

128(4m) 7 D(25L)
1-6¢)° " , 3(1-6¢)* H*
(1-66)loga  (1-68)(1-48) 3(1-6€)*logdr 32 (1-6¢)
32722 - 32722 " 3272q2 32722 )
(=2H"H + (H')* +3H") ](D -4)+0((D-4)?). (4.35)

Thus, we find for the UV part (large p, small D —4) of the 00 component of the
energy-momentum tensor:

pt (-6 H

T,.10) ~ -
(O[O} 167202 167202
[a-ee* . N2 iy | £070[3(1-69)

|: 32m2a2 ( 2HH+ ()" +3H ) D-4 327242 *

(1-68)%loga  (1-68)(1-48) 3(1-6¢)*logdm (1 -6¢)

- + + x
32m2a2 32m2a? 3272a2 32m2a2

(=2H"H + (H')* + 3H") ] (4.36)

where 73/5 = 2 -vg — log4, yg being the Euler-Mascheroni constant. We take
the same steps for the spatial components.

(OT3510) = L _ (302 3y U682 @™ (D 246D -1))" |

4872a? 48m2a®  128(4m) =T T(ZL)(D-1)
(= 8H"H + A(H)? + 8" + 3(D - 2)*H' ~12(D - 2)%%{’)%, (4.37)

which, to zeroth order in D — 4, comes down to

4 2
Iz 2 o (168
T:-10) = — —(2#? -
{0IT3410) 48m2a?2 (2" -#) 48m2a?2
_—(1_66)2 gy "2 4 mno_ 241 ,LLD_4
_7967r2a2 (“2H"H+ (H')* +3H* +2H"" - 12H"H") D-1
[(1-6¢)2
- (962'52(37{4—12712%’)]
mea
[ ((1-6¢)* 1 1 1y (1-68(1-49)
" ( 9672q2? (loga+§log47r+§'y3/2+§)— 9672q2 )
(=2H"H + (H')? +3H* + 21" - 12H*H) ] (4.38)

The divergence in the limit D — 4 has to be canceled by counterterms.
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4.2 Counterterms

We will see that it suffices to consider only the counterterm
S =aS) =« f dPx\/=gR*. (4.39)

The contribution to the energy-momentum tensor (interpreting everything as a
contribution to the energy-momentum content of the universe) is then given by

-2 48
H,, =— !
\/__g 59””
In order to compute this, we use the following expressions for the Ricci tensor
and scalar and covariant derivatives in an FLRW background from the appendix

A. Then we find (keeping in mind that we also have to consider the time deriva-
tive of 1/a?):

= (g,wR*~4RR,, - 4g,, DR +4V,V,R). (4.40)

Hoo :(D;;)Q{ - (D-10)(D-2)H*
+[16 -8(D - 2)|H'H? + 4(H')? —87—[7—["}; (4.41)
H;j= aDa; 1{[(1)- 1)(D-2)*-4(D-2)*+16(D -2) - 8(D -3)(D -2)| H*

+[4(D-1)(D-2) = 52(D -2) +8(D - 3)(D - 2) — 16(D - 3) + 32] H'H>

+[4(D-1)-24+8(D-2)] (H')* - [8(D-3) +8(D -2) - 32] HH" + 87—[”’}.
(4.42)

Next, we want to expand these expressions to first order in D — 4. This yields

Hoo :%S [-2H"H + (H')? + 3H*]
g [—AM"H + 2(H')? + 9H' — 6H'H2] (D - 4), (4.43)
and
Hjj :i% [-2H"H + (H')? + 3H* - 12H'H* + 2H"]
% [LOH"H + 10(H')? - 3H* - 30H'H> + 2H""| (D - 4). (4.44)

Looking at the ultraviolet divergences in the original energy-momentum tensor
in (4.36) and (4.38), we find that in order to cancel them, we have to let

(1-68)* (po*
o= (522 D—4+af , (4.45)

where oy is some finite constant, of which we have no reason to assume it is
zero (if we already include this term in the action). Then the contribution from
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the counterterm action becomes

(1_65)2 " "2 4 /-LD_4
Hyp =22 [ 3
00 e [ HH+(H)+H]D_4

aeN2
O awrmo() + 91— M

. (1-6£)%ay
32m2a2

[-2H"H + (H')? +3H"], (4.46)

and

(1_65)2 " N2 4 1742 " ,uD_4
jzm[-w H+(H)? +3H - 12H'H? + 2H ]D_4

+ OO a3 4 100 - 31— 30HH? + 2]
288m2a?

N (1 — 65)2Oéf
96722

H;

[F2H"H + (H')? + 3H* - 12H'H? + 2H"]. (4.47)

These we have to combine with the result from the previous subsection to obtain
the full result.

4.3 UV Results

It turns out that on more general backgrounds (non-FLRW), it is necessary to
include the other higher derivative terms of the same order as R? as well to
renormalize the theory. This conformal anomaly term does not vanish in the
conformal limit (§ - 1/6 in four dimensions). It is given by ([4], [6], [14])

TSA 1 [2H"H -H"]+ Saca [2H"H - 1™ - 31|

2880722 a?
5
5
SO o 4 9 M - W+ 12HH? - 3HY], (4.48)
a

where ac 4 is a free constant that combines with the finite parts form the ex-
pectation value of the scalar field and the counterterm of the previous section,
and can in principle be fixed by measurement. Adding up all contributions, we
get the following result for the p-dependent UV-part of the one loop energy-
momentum-tensor:

pt(-6)H (1-6¢)°

0T 10} ~ — 4 ” 2 N2 _ 6 1742
(0[T310) 1672a2 1672a2 9672a2 [ A+ 2(H) A ] "
- (W] + (L= 6)" (loga+a)| - 2H"H + (H')? + 3H"
288072a? 32m2q2 ’
(4.49)
where )
.1 1 1-4¢ 967
Ol:510g4ﬂ+§73/2—ﬁ+af—m06(]14, (450)
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and
4 2
o (1_6§)U 2 ’ 1 " " "2
0|T;;]0) ~ — - M2 -H |- ———[oH" -2
(0IT;410) 4872a2  487m2a? (27 3] 864072a?2 (23 HH+ (H)]
(1_66)2 mnr " "2 1942 4
+m[4ﬂ +8H"H + 11(H')? - 6H'H* - 91|+
(1_66)2 ~ 1 " " 1AW 1942 4
7(loga+a+7) QR —2H"H + (H')” - 12H"H* + 3H"|. (4.51)
967m2a? 3

On constant e backgrounds, this reduces to

pt (1-6OH A (1-68)
167m2a2 167m2a2 96722

(1-66)° (loga + &) [37{46(2 - e)], (4.52)

<0|Tnn|0> N =

1
+ N
288072a2

[6H'(1-€)(2-¢)]
(

[3H'(1-€)%] + o2

and

ot (1-6OH>* _(1-6¢)°

- +(1-2
P G e rout 2887242

[3H*(1-€)*(3-4¢)] - (;6;732 (loga +a+ %) [37—[46(2 -6)(3 —46)].
(4.53)

(0[T}510) ~ [3H*(6 - 17 + 86*) (2 - €)]

1
86407242

This is a satisfactory result, as we got rid of the divergences and expect the u
dependence to cancel with contributions from the lower part of the full integral.
Moreover, we find that all finite terms contributing to the energy density and
pressure scale as (including the factor a=2 from (2.6)),

H4
pgv, pg]V oy (O(1) +1loga). (4.54)

On dimensional grounds, this has to be true for any finite contributions from
the BD part. As we shall see, these terms are subdominant contributions to the
final late time results.



5. IR STRUCTURE OF BOGOLYUBOV COEFFICIENTS

In this chapter we derive results for the structure of the IR dominant terms in
the Bogolyubov coefficients for multiple matchings. This is slightly technical
and can be skipped upon first reading. The reason we include it here is that the
Bogolyubov coefficients characterize the effect of the evolution of the universe
on the quantum field. As we show in the next chapter, for a large part of the
history of the universe, it is enough to only know the behavior of the Bogolyubov
coefficients in the IR. Also, this treatment shows that a sudden matching ap-
proximation seems to qualitatively capture the evolution of IR modes correctly.
In the sudden matching approximation, we decompose the mode function during
some era as

It is convenient to also define ’partial’ Bogolyubov coefficients (no tilde) that we
would find if the mode function before the matching was the BD mode functions
for that era, i.e. they tell us how BD mode functions evolve,

;= (=) (ui-1uy’ = uj_quy)
51' = (—Z) (uiug_l - U;Ui_l) . (52)

I matrix form, we then find

Qi1 Bi—l) (ai 51') (5.3)
G an)\B o
If we assume the initial mode functions are the BD ones, a1 = 1 and 3; = 0, we
can extend this result to arbitrary matchings,

(%:) = Tn(ka nn—l)Tn—l(k’ 77n—2) . -TQ(kanl)Tl(k’ 770) ((1)) ’ (54)

where the transfer matrices are

gk = (G ) 5

Next, our aim is to show that the form of the components of products of these
matrices is the same as the form of a single matrix in terms of the dependence
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on powers of k in the IR. We use the following expression for the mode function
during deceleration in order to keep track of the powers of k

i

HP(2) = —— (Jou(2) - €™ J,(2)), (5.6)
sinv
where z is defined in (3.56), and
z v
‘]l/ =\ Sua 5.7
(3) )

where S, is the regular power series

S S ) (;)Qn (5.8)

onlT(v+n+1)

For simplicity, we will assume that we are only matching decelerating periods
onto each other right now. An intermediate acceleration era will does not quali-
tatively change the results, only the coefficient of the leading order term slightly
changes, but it is easy to calculate. We first use this to find an expression for
the partial coefficients for matching the first to the second era,

z}/Q 23/2

LT

g =—1 X

4 sin vy Sin vy

%t ) . %t 123
(o (2) 7 (2) e (2)(2)

) V1 -V ) 121 V2
_ ez‘n’m Aul,—ug (%) (%) + 617‘-(”1_”2)141/1,1/2 (%) (%) }, (59)

and
1/2 1/2
PR G
4 sin vy Sin vy
2 -1 29 2 - 2 -V 29 12
{A(2) (3) e (3) ()
1Yy “1 . 22 S im(vi+r2) 21 v Z2 vz
- Ay 1y D) B te Avy s 5 5 ,  (5.10)
where
1 b 1
Ay = sa(—sb+—5b+s{,)-sb(7sa+isa+5;), (5.11)
’ 22y Zp 224 Za

and the index of v and z is a reminder of what e value to plug in, see (3.59)
and (3.56). Again, this expression should be evaluated at the time of matching.
Note the similarity of these expressions up to some phases in the exponents. The
partial coefficients for the third era will of course be the same after replacing all
ones and twos with twos and threes. Now, we can multiply two matrices, and
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find
G = — Z?ﬁ \/2122(771)\/2223(7]2) y

3= - ; :
8 sin7yy sin s sin 7wy
Zl -1 23 —v3 inw Zl -1 Z3 v3
{(2) (3) B (3) (3) B
) vy -v3 ) vy v3
(3 (2) B (2) (2) ) o0
and
B :_2.12 2122(771)\/2223(772)X
3 8 sinmyy sin g sin g
21\ (237 invs (217 [ 23\
{(2) (3) B (3) (3) B
. V1 —v3 ) |21 vs3
S (3 (2) B (2)(2) B 619
with

Ho

i (5.14)

) - Aa,—ugAVQ,b (

.
Ba,b :Aa,VQA—VQ,b ( &) .

Hi

From this, the extension to three dimensions is clear. Namely, the prefactor has
to be multiplied by an additional =Y/Z2Z4(12)

2sin g

B’s have to be replaced by C’s that satisfy

, the v3 powers become v4 and the

HS V3 HS —V3
Ca7b :Ba,VgA—I/g,b (@) - Ba,—llg AVg,b (Higt) . (515)

Thus we find the the form of the Bogolyubov coefficients for several matchings
is the same in terms of the powers of k. It does however become increasingly
complicated to calculate the factors multiplying the respective terms. The lowest
order contribution in k is then found by collecting the lowest order terms in
the power series multiplying the first term in the above expression. The lowest
order contributions of the other terms are necessarily of higher order than these.
First we stress that after n—1 matchings, the dominant terms in the Bogolyubov
coefficients can be checked to have the form

G = B = Bok™ 7. (5.16)

This is what we mean by the statement that evolution in the IR is qualitatively
insensitive to the details of the transition: including more intermediate transi-
tions does not change the k& dependence. This can also be concluded from the
continuum limit that was calculated in [33]. Sudden matchings therefore seem
to yield a good qualitative approximation to the true evolution of the mode
function.



6. RESULTS

So far, we have derived the expression for the expectation value of the energy-
momentum tensor. In particular, we have shown how we treat the UV in order
to obtain a UV finite answer. We argued why we implement an initial radiation
era to render our calculation IR finite. By matching the modes onto this initial
state, we are sure that the full result is IR finite, i.e. we can extend the integral
over k from 0 to infinity. However, when splitting up the energy-momentum
tensor into the BD, 8 and «af parts, we cannot be sure that these integrals are
individually IR finite. Indeed, the BD part is IR divergent for inflation and
matter era. We should therefore perform the integrals from some small kg to
oo, and all ky dependent terms have cancel in the limit ky — 0 by virtue of the
results in [19]. On the practical side, in the following calculations the dominant
contributions will turn out to come from integrals that are IR finite, so we do
not have to bother with this.

Equipped with the knowledge of the behavior of the Bogolyubov coefficients
and the BD mode functions in the IR and the UV, our goal is to split up the
full integral in the 8 and af parts of the energy density and the pressure into
various regions for which we can approximate the Bogolyubov coefficients or
the mode functions, which allows us to obtain analytic results for these regions
separately. The reason we are able to do this is that there is a clear hierarchy
in the scales that appear in our problem. Moreover, this hierarchy of scales
tells us which terms give the dominant contributions to the energy density and
pressure.

6.1 Leading order late-time result

In this case, we have to consider the scales Hg, 7, H1, 71, Ho, T2, H. All 7's
have to be included in order to make sure the final result does not contain UV
divergences. However, the dominant, finite contributions do not depend on 7
and 7. There are terms in the UV integral that have to depend on them, but
they are subdominant to the UV term we consider, which only depends on 7.
For clarity, we neglect 79 and 75 in the following calculation and keep in mind
that the full result is UV finite. We comment on the effect of including them
later in this section. We do however keep the 7; small but finite, in order to
say something about how the UV contribution compares to the IR contribution.
The hierarchy between the remaining scales we know to be

{(Ho, H} < Ho < Hy < 711 (6.1)

It turns out we do not have to assume any hierarchy between Hgy and H in
order to analytically extract the dominant contribution. The integrals we have



6. Results 45

to calculate are

1 CTopd 1.2 2.

pu= ot [, 12K+ K E ()] sl

) 1 oo k4 k2F 2
Pa = yrzan ./0 2? + k7 Fp(n) | |us], (6.2)

where

Fy() = (1 =6) (e~ 12 = (1= 6)HD, + 0%

Fo(n) = (1= 66) (e~ 1)H2 - (1 - 66 YHD, + % (1-46) 02, (6.3)

Recall that all physical UV divergences appear in the BD part and are accounted
for by counterterms. Finite contributions from this part must on dimensional

grounds scale as
H4

(TW)BD oy (O(1) +loga), (6.4)
which will turn out to be a subdominant contribution in terms of the hierarchy
of scales. As indicated, there will be IR divergent contributions from the BD
integral, which have to cancel with subdominant contributions from the g and
af parts. However, since in the dominant parts we find no kg divergences, we
do not bother with them and let ky — 0.
Thus, we are only interested in the 8 and af parts. Writing

ug = oo 3un + Bozuls, (6.5)

we are therefore interested in computing a3 and Sy 3, where we assume the
universe was in the BD state during the initial radiation period. We split the
integral into an IR part, two intermediate parts and a UV part as

fow:fou+ﬂﬁl+f:2+f;, (6.6)

{Ho, H} < p < Ho < i1 < H1 < fig < Tl_l. (6.7)

where

We will show that the dominant contribution in terms of the scales comes from
the IR part. Therefore we next derive the expressions for the Bogolyubov coef-
ficients in the IR.

6.1.1 Bogolyubov coefficients (in IR)

As can be seen in the previous chapter, in the IR, the Bogolyubov coefficients
are conveniently written in terms of partial Bogolyubov coefficients as

Qp,3 = Qo 1013 t 50,15?,3

Bo,z = a0,181,3 + Bo10] 3, (6.8)

where, consistently,

1,3 = Q12023+ B1205 3
P13 =a12023 + 51,2015,3 (6.9)
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Namely, for the IR part of the integral, we can use the IR results for «; 3 and

51,31
® 13w~

(6.10)

where, using that €3 = 2 and accordingly v = 1/2,

1

grrvag (H1)" (H2)" (32)°

A =
M (- )T (1 - 1)
1_ l/1+% _1 I/3—% l_y 1
Az == DR 1)[(6—1)(-1/3)-1]. (6.11)
sin 7y sin myg 2
Thus we find
1413
0,3 = Po,3 = s (0,1 = Bo,1)- (6.12)

This way the 8 and a8 parts combine as

2|80, 3" [uns|* + 0v0 385 sy + vo,3%Bo,sung =

2
0ol [ReCun) ] =458 oo~ o P[Re(ur) . (613)

The partial Bogolyubov coefficients for the first matching cannot be approxi-
mated if H ~ Hy. Using that the radiation BD mode function satisfies

() = i Tz = —ihun(i), (6.149)
we find
ao,1 = —iug (o) [uf (10) +ikuj(10)]
Bo,1 = iur(no) [ur(n0) +ikur(no)]. (6.15)
Then
ao,1 - PBo1 =-2i[Re(u}) +ikRe(ur)], (6.16)

where the lower case I, R and M stand for inflation, radiation and matter, re-
spectively. Now, since the energy-momentum tensor contains this term squared,
we compute

[Re(up)]” = [0y Re(ur))” = Oy, [Re(ur)dy,Re(ur)] - Re(ur)dp, Re(ur) =
- 102 [Re(un)P? + (K% + F(n0)) [Re(ur) 2, (6.17)

2770

Where in the last line we used the mode equation. Thus we obtain

a0 = ol = {502, +2K% + 1) } [Re(un)]” = 2 F (o) [Re(un) I, (6.15)

where

f1(m0) = (2 - €r) (1 - 6E)HS. (6.19)
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6.1.2 IR integral

The non BD part of the IR integral for the energy density (the pressure calcu-
lation is similar) in the introduced notation then becomes

2|A; 3
Pq =

[ 2 KRE )22 B o) [Re(un) P [Re(uan) )
(6.20)

m2a4

It should be understood that u; = us(1n9) and up = upar(n). The operators
consist of derivatives that can be taken outside of the integral and at most
a power of k% in F(n), which is defined through (6.18). From the IR and
asymptotic expansion of the mode function one can infer that these integrals
are in fact IR and UV finite (for vy, va > 3/2). Moreover, since the only scales
left in the integral are Hy and H, which are by definition much smaller than
i, the result can be obtained as an expansion in x~!, so that the leading order
result is simply obtained by extending the integral to infinity. The integrals we
are interested in are therefore

J(n, Ho, H) = fo T dkk2r 12200 [ Re(up)]? [Re(uar )2

/00 7r2k2n71—21/1—21/M 9 k 9 k

= J2 A P —

0 16(eps —1)(1—epn)HoH "\ (1-€1)Ho M\ (ep —1)H
(6.21)

where for the full result we need to consider n = {1,2,3} and act with the
respective derivative operators. These integrals are known analytically in terms
of generalized hypergeometric functions !. It turns out to be convenient to
rewrite this in terms of dimensionless variables = and y, in order to keep track
of the dimensionality of this term, through

Ho=yH: ; H=xHs, (6.22)
and plug in epr = 3/2 and denote gr = (1 -¢7). Then the integral becomes

7T.2k_2n—1—2u1—21/M J2 ( k )J2 ( 2%k )
8q1xy7-[t2 T\ qryHe) M \aHy )

J(n,Ho, H) :fomdk (6.23)

On dimensional grounds, we can now express the answer as a dimensionful
number times some dimensionless function of = and y,

J(n, Ho, H) = HI27217200M J (). (6.24)

1 We actually only find analytic results when the arguments of the Bessel functions are
different. We therefore have to compute the integrals in two regions and glue the result
together at the end
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For x > 2qry, this evaluates as

I’(—% +n-v)T(1-n+vr+va)

= 1,
J n,, — 2—07_(_5 T N=2+2n-2v1 -2V
( v) (2) F(%—n+1/1+1/M)F(%—n+1/1+21/M)

11 1
x4 F3 §,§—V1,§+V1,1—n+1/1+1/M;

3 3
*—n+1/],§—’17,+V1+V]w,§—n+l/]+2yjy[;

2 72

4Q?y2]+
F(% -n+v)T'(n)
X
Fl-n+v)T(1-n+2v)2(1+vy)

. 4q?y2]

4 3 _1- — _
+9 4772.'1? 1 QVM(qu) 1+2n-2vg

(6.25)

1 1
xgF3ln,n-2vi,n—-vy,—+vy;—+n—-vr,1+uvy, 1+ 2u);

2 2 2
For x < 2qry, we find

1
J(n,a,y) = 270w (qry) > Lo en o)t 2 v+ vas)

F(% -n+vry+ V]u)].—‘(% -—n+vy + 2V[)
11 1

><4F3[272 —vMs g +vn, l=n+vr+ v

n+vy, n+v Vpn, n+v 2v ;
2 M 2 I M 2 M 1 | %yQ
F(% -n+ I/M)F(Tl)

+27403(2
™ (2ary T(1—n+va)T(1—n+ 2 T2(1 + 1)

)—1—2u1 (g)—1+2n—2DM
2

1 1 2
x4 F3[n, = +vr,n—-2vpy,n—-vy;1+vr, 1+ 2u7, = + 2 — vy xT ) (6.26)
2 2 4q7y?
In terms of these integrals, we can define
7T2k2n—1—21/1—2yM

- SN k 2k

TG0 = [[7 vk ) ()

(n, Ho, H) /(; dk (770){ quxy”Hf Ju, qryHy Jint aH, )|
(6.27)

where upon rewriting the derivatives with respect to ng in terms if derivatives
with respect to y, we find

T n—-2vr—2v 1
I(na HO7H) = 7-[t2 vrmAvm {2‘](’”‘ + 17$,y) + |:§Q%y463 + Q?y?)ay - y2f1:| J(’I’Lﬂl?,y)}

= H M (2, y). (6.28)

Now that we have taken the derivatives with respect to 7y, we can safely define

H: = Ho, which means we can set y equal to one. For the energy density we
then find

2|A; 3
Pq =

5ot Ho 22 21(2,2) + F(n)I(1,2)}, (6.29)
o

which, upon rewriting the derivatives with respect to 7 in terms of derivatives
with respect to z and using eps = 3/2, becomes

_2lA 5P

q 71_2

Jyi-2vi-2vn {2](2,x) n [%(1 - 68)a% + Z(l ~48)2°0, + %flai] I(lv‘r)}
(6.30)

at
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In fact, we only find analytic results for the integral J when the arguments of
the Bessel functions are different. Therefore one has to compute the integral for
x > 2qry and x < 2qy separately and glue the results together. Comfortingly,
we find that the resulting function is at least continuous in = = 2q;y. Let us
rewrite the final result in terms of dimensionful and dimensionless quantities
explicitly

G Ge) )
Pq—a4 7‘[0 7‘[0 7‘[2

2| Ay 52 1
41,3 {2[(2,33) + [1(1 C6E)22 + S (1- 46)2%0, + 7x4a§] 1(1,55)},
T 2 4 8
(6.31)
where now
- ovr-3 Vel 1 3
A1)3: o F(V])F(Z/M)(l—ej) 2(VI_§)(VM+§)- (632)

Realizing that all time dependence should be captured in the x dependence of
this expression and expressing everything in terms of known ratios of Hubble
rates, we write

Hl 2ur+2vp—12 r}_ll 5-2vy
nei) G

e {21(2,@ . [%(1 66)a? + 2(1 46)280, + éx402] 1(1,x()},
6.33)

for which by definition x = 1 for H = Hy. To obtain the actual, physical result,
one has to reinsert all factors of ¢ and h, which means the energy density has
to be multiplied by %. Similarly, without these constants

21/[+21/1\/[—12 5—2V[ 2 A 2
gt (2) 1 () A

Ho Hs w2
2 1 3 16 1 A
z® {51(2,,@) + [5(1 - 68)a” + 1(1 - Eg)ﬁax + g(l —48)x aﬁ] 1(1,g(c)} , |
6.34

6.1.3 Comparison with background
Including all constants straightaway, the background energy density is given by
TGN 8GNy \H, Ho ’

where, again, x = 1 for H = Hg. We are interested in the ratio of the energy
density and the background energy density,

& B (hHl)Q (7_[1)2V1+2V]V[—6 (/}_[1)3—2111 y
py (mpc2)? \Hg Ha
164, 5

3T

o (6.35)

z? {2](2,x) + [%(1 - 68)z” + 2(1 —4€)230, + éx‘@i] I(Lx()}, |
6.36
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where mp = \/hc/G . Similarly, for the pressure we obtain

& B (hH1)2 (7_[1)21/1+21/A1—6(7_[1)3—2u1 16|1‘1173|2X
op  (mpc2)2 \H, Ho 3T
e {21(2,@ . [1(1 o)+ 21 eya80, + L1 - 4g)x4a§] I(l,x)}.

3 2 4 3 8
(6.37)

We assume the following numbers:

Hi_ a2 _ Ny _ 6077,
HQ - ap - =e ’
1
& = (i)2 — 6%NM - 6%><8.09;
H a9
hHy = 1.65875 x 10" GeV;
er=1-¢qr=0.01. (6.38)

The values we can in principle still vary are therefore the value of the nonminimal
coupling parameter £, and Ny, defined through

qr
Z—; - (%) = e Ne, (6.39)

where Nj; = 65.47 corresponds to x = 1 today. The interesting values turn
out to be £ » —0.055, which corresponds to {vr,var} ~ 1.7. For these values,
lowering & mainly has the effect of increasing the prefactor. Increasing N has
the combined effect of increasing the prefactor and redefining the value of x
that corresponds to the present. Assuming that H ~ a2 during matter era
(this should be modified in case of significant backreaction), we plot the energy
density and pressure ratios for some values of N; and £ as a function of the
scale factor. Our first plot (figure 6.1) is under the assumption that Ho = H
at present, i.e. Ny = 65.47 and for a modest choice of & = —.055, such that the
backreaction is not too strong and we can more or less trust the result for a
reasonable period of time. For these values, p,/pp is —0.45 and —0.51 at the
end of inflation and during radiation respectively. We also plot a first estimate
of the total value of € for the universe including the quantum fluid, which we
obtain from the total energy density and pressure by taking the ratio of the first
and the second Friedmann equation.

Next we push the values a little bit to show that on the one hand we can
tune the values of Ny and £ such that we are at a different position in the plot
(figure 6.2) today for roughly the same backreaction, and on the other hand
to show that under the naive assumption that the evolution of the universe is
forever dominated by the background fluid, the backreaction causes the universe
to accelerate between redshifts 0 and 2. We stress however that by the very fact
that the backreaction changes the acceleration parameter, this plot is incorrect
and a selfconsistent solution has to be found to really see what happens for the
values of Ny =68.47 and & = -0.05235. For these values p,/pp is —0.44 and -0.5
at the end of inflation and during radiation respectively.

We also plot the £ dependence for fixed Ny and vice versa in figures 6.3 and
6.4.
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£=-.033, N;=63.47

X3 e
rd \
/o
/ \
Al \
/ 1
/
/ \\
/ \
/ \
/ \
/ 04 4
\
/ \
/ \
r/ \\‘
/ \
/ . \
e 4
"4 \
— '// \\
— e St \ ] rrom
10 Yoo G 1000 000 1:10%
b
LN
\
-02 kS
™,
.
S
O
£=-.035, Ny=6547
gy,
v \
/
’/
\
vl 155\
Y,
A
b \
%
P \\
2 \ st
= \ 5
= \ ~
s | b
e en e S PR i
| 10 0 100 500 1086 5000 1x10% e
\ /
| /
| /
\ /
1 i
\ /
\ /
145 \ /
\ /
\ /
| /
\ yi
/
\ /
\
140 "\ /
\ /
\ /
/
\
\ /
M

Fig. 6.1: Ny =65.47 and £ = -.055

In order to have a better understanding, we also computed the dominant terms
in case Hg < H and Hy > H by hand as well. This calculation is very similar to
the calculation for radiation we present below. In accordance with the full result,
we find that for Hy << H, the quantum energy density is negative and grows with
respect to the background for £ < 0. For Ho > H, this is also true if £ < —1/3, but

for —1/3 < £ <0, it is positive and decays with respect to the background in the
limit. This means that when the conformal Hubble rates become comparable,
a transient behavior is inevitable for —1/3 < £ < 0. This is a useful check on the
robustness of the transient behavior. Let us finally remark that for £ < —=0.057,
the backreaction becomes non-negligible already during inflation, which makes

51
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Fig. 6.2: Ny = 68.57 and ¢ = —.05235

statements about the late-time result unreliable for these values. The values of
interest for a late-time effect are therefore —0.057 < £ < 0.

6.1.4 Subdominant contributions

In this section we argue why the intermediate and UV integrals are subdominant
contributions in terms of the hierarchy of scales. We do not bother with the
dimensionless coefficients here, since for a clear enough hierarchy we can safely
assume that the dimensionless prefactor is irrelevant. In this subsection, we will
therefore repeatedly drop any dimensionless prefactors for brevity. We wish to
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compute the integrals of the form
f dkan {2|ﬁ0’3|2|uM|2 + a07365,3u?\4 + a3 *ﬁo’guﬁ} s (640)
n

where n = {1,2} and we recall the scale separation (6.7). Since we do not know
how to analyze this full integral analytically, we separate the integral like before,

oo 1 2 oo
f =f +[ +[ . (6.41)
122 123 M1 H2

First note that for all these integrals, we can UV approximate the matter mode
function

vy _ L .z

Upy \/ﬁe . (6.42)
Furthermore, we can expand a lot of the partial Bogoyubov coefficients that
make up the full coefficients for each of the regions of integration. For the first
integral, we can UV approximate the partial coefficients coming from the first
matching, and IR expand the ones coming from the second matching. For the
second integral, we can UV approximate the partial coefficients from the first
and third matching and only need to keep the ones from the second matching.
For the final integral, we can UV approximate the full Bogolyubov coefficients,
but cannot neglect the exponential regulating factor e ™* anymore. Recalling
the IR behavior of the Bogolyubov coefficients and the fact that the leading order
contribution in the UV is simply a =1, 8 =0, the leading order contribution to
the first integral is

1 ;2
/M dik? 2232 2o s + 83,2 + (a2 + B3)2e 2 +ec )} (6.43)

By performing partial integration on the exponents, we can actually show that
up to boundary dependent terms (that have to cancel with the other integrals),
finite contributions from these terms come with at least an extra factor H. Since
this is a small factor in terms of our hierarchy, we can restrict our attention to
the 8 part only. On dimensional grounds and by the fact that the only scale
remaining in the integrand is Hsa, any finite contribution from these terms has
to depend on the scales as

A1
f ~ IS (6.44)
"

where we used that the dominant term comes from the n = 2 integral, as the
other part comes with an extra factor H2. This we have to compare with the

scale dependence of what we claimed to be the dominant contribution

n

A ~ H§D1+1H§VM71H372VM72VI- (645)

The ratio of the dominant to the subdominant contribution is

2upnr+2vr—4
(HQ) . (6.46)

Ho
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Now, since for €7 ps > 0 and & < 0, v7ar > 3/2, we find that indeed the IR part
of the integral is dominant in terms of the physical scales.
For the leading order contribution to the second integral, we can approximate

o3~ o2, Bos B (6.47)

Again, by partial integration (basically the Riemann-Lebesgue lemma) we can
show that any finite contribution from the oscillatory terms is subdominant
with respect to the § part. Therefore the dominant contribution comes from an
integral of the type

s
[ * k3B o2 (6.48)
M1

On dimensional grounds, again, we argue that any boundary independent con-
tribution to this integral has to scales as

fi2 4
/ ~H (6.49)
m

However, we should in general be more careful with this contribution. Namely,
as was shown in [20], we expect a logarithmic UV divergence for this integral.
This is not important for the matter era dominant contribution, as will show
shortly, but it is important to investigate for the dominant contribution during
radiation era in case { - 0, i.e. vy — 3/2. We therefore include it in this
discussion. Careful analysis of 312 shows that a UV log divergence will arise
from a term proportional to

fi k
213 f C Akl + Y, 2 (—) (6.50)
A1 Ha
where fio - 0. The UV log dependent result to this integral is
4 ~
o Th ((9(1) +log ﬂ) . (6.51)
™ Hi

To this, we should add the result from the third and final integral we are con-
sidering in this subsection,

[w dkk3 {2|ﬂ{{;/‘26—27-1k + (a1,251e’2)UVe—2i%—2nk + (a126172)UVG2i%€—27—1k}
2%
(6.52)

When we expand the result for small 71, we find that the first term contains
a dominant contribution proportional to (using the same proportionality factor
as above),

> k
M f dk|.J,, + Yy, [PUY (—) e Pk =
2 H1

o 9 4 1
=Hi fu dkﬁa?ﬂk = 2% ((9(1) +log o ) : (6.53)

and we find that this term nicely combines with the second integral to yield a
boundary independent contribution proportional to

2%‘11 (O(1) +log (Him1)) - (6.54)
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In the UV, the oscillatory terms are of the form (see [20])
12 / dkke 2% -2mk, (6.55)
H2

which evaluates to

H+2f12(21 + Hry) [ [l ] P I . [ ﬁg]
—ait2 _or Ve 12 n =l (4, - _git2
12+ Hm)? xp | —4i Tl 7-[17-[16( fio —1H) exp | —44 ,

(6.56)

HIH

since ‘Hr is very small. We see that the leading order terms are all boundary
dependent and any subleading terms are suppressed by powers of H71y and fioTy,
which are indeed small. Therefore we can neglect the contributions from the
oscillatory terms. Hence the final result for the two UV most integrals is the
one presented above. Now, we should compare this to the background, which
contributes as

4 7_[1)2V1—3(7_[2)2V1\/1—1
. (HO i . (6.57)

For vy p > 3/2, this term obviously dominates. When v — 3/2, we have to be
a little more careful though. We should expand

oy )
— ~ 1+ (2vr-3)1 — . 6.58
(3 (207 -3)log (31 (6.55)

Since we do not expect the dimensionless prefactor to contain any divergences
as vy - 3/2, the leading order term in this expression is just a constant. Thus,
we the dominant contribution comes from the IR integral even if £ — 0, provided

21/]\4—1
|log (H1m1) | < (&) ; (6.59)
Ho

which seems like a reasonable assumption. Actually, a more careful look at the
integral from p to iy shows that a log dependence on Hs is also present for
small (3 - 2vy). Therefore, the subdominant terms might at most add an extra
log dependence on H; (from the lower boundary of the fi; to fiz integral) and
Ho. In fact, analysis of the log dependences during radiation suggests that this
might indeed be the case. This does not alter which term dominates provided

QVM—l
@) 7 (6.60)

|10g(7-l171)|+|10g(%) | < (,HO

which still seems reasonable.

6.1.5 Dependence on 1y and T

In this section we wish to investigate how sensitive our results are to the (un-
physical) UV details of the sudden matchings. This means that we wish to
study how our results change when

Bo,1 = Bo,ie” ;s  Ba3 = Paze 3, (6.61)
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where

1 > Ho; 1 > Ha. (6.62)
To T2

In fact, we can readily argue that these dependences can be neglected in most
cases. Namely, for the assumed hierarchy, including these suppresion terms
only alters the partial Bogolyubov coeflicients in the far UV, and in the far UV,
the dominant contribution to the energy density is obtained by approximating
the partial Bogolyubov coefficients from the first and third matching by « =1
and § = 0, which is only a better approximation if we include the suppression
terms. Therefore, the only place the 7-dependence enters is in the far UV, for
which the leading order contribution does not come from taking 37 2 = 0 (as this
contribution is zero), and we have to include a nonzero 71 as we did. Only in case
Ho ~ H, we consider the full Bogolyubov coefficients. However, in this case we
can again calculate the IR integral we computed above, which is independent of
7o and include the 79 dependence in one of the other integrals. Now, either 7 1
is comparable to one of the other scales, in which case the hierarchy argument
does not change, or we can split up the integral once more to contain a region
in which the only physical scale (after approximations) is 79. In that case any
finite contribution is subdominant to the IR result by arguments similar to the
ones presented above. At the same time, in the latter case the approximations
for the remaining integrals are unchanged. The main point throughout is that
the dominant backreaction is does not come from UV modes, so they should
not qualitatively depend on these 7’s if the transitions are fast. This concludes
the discussion of the dominant matter contribution.

6.2 Result radiation

To compute the result for the energy density and pressure during radiation, we
include three intermediate scales

Ho < pg <K H<p<<Hy < pp < 71_1. (6.63)

Again, we do not have to bother with an extra scale 79 as this only affects the
subleading UV structure of the Bogolyubov coefficients, which we can neglect
when it comes to the partial Bogoyubov coefficients from the first matching.
We wish to calculate the $ and af parts of

b= 5o | (2K R E )] el
Dy - ﬁ [ [2’? . kQF’p(n)] Jusf?, (6.64)
where
Fy() = (1= 66) (e~ 1YH? - (1~ 66)HO, + 502
Ey(n) = (1-68)(e - 1)H? - (1 - 6£)HD, + % (1-4¢)0;. (6.65)
Here

ug = ap2UR + Bo2uk, (6.66)
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and

Qp2 =Qp,1001 2t 50,1/5);,2
Bo,2 = ao,1B1,2 + Bo 1] o- (6.67)

We split the integral as

oo Ho I3 H1 oo
f :[ +f +f +[ , (6.68)
0 0 o " 158

and approximate the coefficients and mode function according to the above
hierarchy of scales. As was the case for matter era, we expect the dominant
contribution to come from the integral up to p. Therefore we focus on this
first and comment on the the remaining parts later. Similar to the matter
calculation, for this integration region, we can approximate

’L.Al’g

T (6.69)

Q12 ~ 51,2 ~
where we used vp = 1/2, and we obtain A; o from the IR structure of the Bo-
golyubov coefficients,

ol/2

4

Ars =T (201 - ep)Hy) T2 (1 _ ,/,) r( L (6.70)

2 1-vy)sin(rvy)’
Then
2|0 2P [url® + 00,265 suF + 0,2% B0 2uts =

A 2
B0l [Re(unn)? = 4422 j0 3y P (Re(ur)P. (67)

Calculating explicitly, we obtain

ao,1 = Bo1 =14/ Tei%[Jw +1 (g; + Jz/q) ], (6.72)

where the prime denotes differentiation with respect to the argument z;. The
full expression then becomes

2
Ju [Re(ur)]’

J, +i(
v 22[

—21/1

uaf? = 2L
(L-er)Ho
_ 7T2|A1,2|2 1

S 2(1-€r) HoH

+Jl',1)

—21q

. JV
Ju, +Z(2z; +Jl',1)

1 —-2v
:|AO’2|2ﬁk 2n

Jy, +i(J”’ +J) )
221 !

JE (6.73)

where

7.[_3/2 s Hl 1/2 1 1
Aoz = T<2(1_€I)Hl) (7—70) (5 _VI) I'(1-vr)sin(myr) (6:74)
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Plugging this into (6.64), we find for the energy density

—’2{1><<>}+|A0’2|2F( ){lxq.} (6.75)
pq_47r2a4 H 42t a H ’ '

2
m
0:2[ dle x kA2 JV1+¢(J ) _k JE(E)
0 221 (1-€)Ho) = \H

2
2-2v1 Jul /) L Q(E)
f dk x K227, +z( i o)) 6™

2z
We now wish to compute the leading order contributions to these integrals in
1/p imposing the hierarchy Ho < H <« p. To this end we introduce yet another
intermediate scale g, such that Hy < po < H. This allows us to compute two
integrals, one for which we can IR expand the matter mode function, and one
for which we can UV expand the Bogolyubov terms that depend on the ratio
k/Ho, which simply comes down to setting a1 =1 and Sp 1 = 0. Thus we have
to compute the following integrals

2
1 1 e J k
o1 = 2 ak x| g, ( v ) _r
ETE)) Hf * oz, T ) NS e H,
m
<>2:4(1 GI)Hof dle x k521 ]2 (E)
Ho 2

where

T H
2
Ho
#1=%i[ dk x K321 JVI+Z.(JVI g ) k-
e 2 A= entho
“w
*2 (1 GI)HO f dk' % k1721/1<]§ (E) . (677)
T Ho 2 H

The leading order in p and pp-independent contributions are found to be

o1 :’HS*QVVH—I 4 (]- - 6])6721/1 (VI - 1)(4V% - 1)

w22V (2vr -5)'(vr)?
e (o)
n___° 11
" H 772(5—2V1)H vo ]

(].—61)F(5/2—V[)F(—3/2+1/[)
320 (=1 +vp)T(=1/2 + 1)
4 —2vr ﬂ
+HOHMM3 (1+O(’u))
1 (1-e)5 21 (4v?-1)
w227 (2up - 3)T(vr)?
Ho 4 —2u; Ho
T o L (“O( n ))
(1-e)T(3/2-v)T(-1/2+vy)
32T (v)T(1/2 + 1)

plm2v (1 + o(%)) (6.78)

o =2H0H4_2V1

& :/HS_QVI /H71
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Next we look for the dominant terms in terms of our hierarchy. Realizing that
F adds an extra factor #2, for non-half-integer values of v; > 3/2 the dominant
p-independent contribution to the energy density is found to be #;. When vy
does become half-integer, new p-independent terms occur as log dependences.
However, analysis of the corresponding powers of Hy and H show that these
contributions are subdominant for vy > 3/2. In case v; - 3/2, however, we find
new, non-subdominant, p-independent contributions from ¢5 and #5. We treat
these limit below. For vy > 3/2, we thus find the dominant contribution to the
energy density to be

|Ao,2f” ~ deovrga 1 (L—er)®1(4vf - 1)

=202 & 1
Pa= 2,4 p(m{Hy ™" H 221 (2up - 3)T(v1)?

3Hs (%)2"’” (1—61)2(2—6)(1—65)(21/1—1)25

“32m2a4 \H, 2w -3

(6.79)

Hence we find that it is negative for negative £. Also, this result shows that the
combined limit v; - 3/2 and £ — 0 is nontrivial.

6.2.1 Subdominant contributions

The analysis of the contributions of the integral from g upwards, is the same
as for matter. Namely, all information about the radiation and matter mode
functions and radiation-matter transition is lost in the dominant UV terms. We
repeat the results here. In general the first extra contribution is

fﬂm ~H;‘(O(1)+0(1og(%))+o(1og(}%))). (6.80)

The UV most contribution we thoroughly calculate this time, in order to be
able to compare it with the IR result in the limit vy - 3/2. We argued that the
dominant contribution comes from the S part

1 oo
— dk2k? 2UV g=2mik, 6.81
An2a4 fll«l |ﬁ1,2| € ( )

The UV approximation of 8; 2 was worked out in [20],

1H}
=——. 6.82
fra= 50 (6:52)
Thus the contribution to the energy density is
7-lzll e dk16727—1k — HAll
8m2at Ju, k 8m2at

(O(1) - log(p171)) - (6.83)

6.2.2 Limit infinite inflation and minimal coupling

In this section we assume e; = 0, £ - 0, which implies v; — 3/2 and find the
leading order result for Hy — 0, which is consistent with the results above, as we
have already assumed H to be smaller than all other physical scales. Also note
that the leading order result as we found them above is in fact Hy-independent
as |Ap2|* contains a factor Hy'. Now, as indicated, the limit has to be taken
with care and as argued above, this means we have to expand ¢o, #; and #;
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for small (v; — 3/2). We first have to combine the latter two, divide by H and
act on it with the operator F as can be seen from from the expression for the
energy density. When we subsequently add the term coming from ¢o, we find
that indeed all divergences cancel and the leading order result for the energy
density is found to be

4

H
— (—1 +2vg +log(4) - log (—)) . (6.84)
8m2at 1

As we hoped for, this reproduces the time dependence during radiation when
Ho — 0 as obtained in [20], when we combine it with the result for the far UV
integral obtained in the previous section,

4

pu =~ ek Tlog () + O(1)]. (6.85)

The reason we expect no log dependence on H; to appear from the integral
from p to py is because on dimensional grounds, any log dependence on H; has
to be accompanied by another physical scale, and since ‘H and 7 combine into
a dimensionless number, log dependences on #H; can only be accompanied by
scales p and pg, which have to cancel by construction of the integral, so no log
dependence on #H; should appear.
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7. DISCUSSION AND OUTLOOK

In this thesis we study the one-loop backreaction of a nonminimally coupled
massless scalar field on a universe that goes through a history of a series of
constant € (deceleration) eras with fast transitions. We assume a fixed back-
ground metric and compute the one loop expectation value of the quantum
energy-momentum tensor in order to get a first approximation of its effect on
the background evolution. This means that our model is in principle predictive
only as long as the quantum fluid is subdominant to the background. When the
quantum backreaction becomes comparable to the background, a self-consistent
solution has to be found by resumming the class of diagrams presented in figure
3.2. Our hope is then that we could obtain a non-perturbative result for which
the energy density of the universe might eventually be completely dominated
by the quantum fluid.

Parametrizing the coupling to the Ricci scalar by £, we find that for £ < —-0.057
the quantum energy density starts dominating the background energy density
before the end of inflation, which makes late-time predictions unreliable. For
& ~ —0.055, however, we find that the ratio of the quantum energy density to
the background energy density can be approximately 1/2 at the end of infla-
tion and during radiation and grow during matter era to eventually become
non-negligible. We find that during radiation, the quantum fluid has the same
equation of state as radiation. For the relatively large energy density ratio of 1/2
during radiation, we cannot be certain the quantum fluid does not change the
background evolution. However, we hope that the fact that the quantum fluid
behaves similar to classical radiation during a radiation era, means this does
not alter the background evolution too much. During matter, then, we find
that the quantum fluid is initially negative and growing more negative when
Ho < H and subsequently becomes positive and decaying when Hg > H. We
have plotted several examples of this transient behavior which can be considered
the main result in the thesis. Since it crucially depends on the comparison of
the conformal Hubble rates at the beginning of inflation and at late times, it
might add another point to the question: dark energy, why now? In addition to
the fact that the quantum fluid scales differently in different eras, its behavior
also depends on this relation between conformal Hubble rates. We show that
this transient behavior vaguely resembles dark energy. The precise effects are
however hard to estimate for multiple reasons. First, since the equation of state
changes in time rapidly, the effects of this fluid are hard to estimate. We have
used the equation of state, obtained by dividing the second Friedmann equation
by the first, as an indicator of the possible effects, but this is not very reliable if
the equation of state rapidly changes in time. Before a self consistent solution
is found, the plots for the cases in which the backreaction becomes important
should not be taken too literally.

Let us comment on the validity of this sudden matching approximation of the
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evolution of the universe. We have shown that the hierarchy of conformal Hub-
ble scales associated with the matchings is such that for a negative coupling
parameter &, the dominant contribution to the expectation value of the energy
and momentum of the quantum fluid is qualitatively insensitive to the details
of the second and third matching, i.e. the matching from inflation to radiation
and from radiation to matter. The reason is that the dominant result comes
from modes that are IR with respect to the conformal Hubble scale at the times
of those matchings, and, in agreement with [33], we find that the excitation
of modes during transitions is qualitatively independent on the details of the
transition. More precisely, we show that the scaling of the IR modes due to
several matchings only depends on the e parameter (related to the acceleration
parameter) of the initial and final era. This agrees with physical intuition. We
do find, in agreement with [20] that the result during radiation does weakly
depend on the details of the first transition in the limit £ - 0. Since the depen-
dence is only logarithmic, and, moreover, since we are mainly interested in the
nonminimally coupled case for interesting late-time effects, we do not comment
on this further. The final result does depend on more than just the IR most
modes with respect to the matching from radiation to inflation. However, it
only depends on scales comparable to the conformal Hubble rate at the time of
the first matching, and not on scales much larger than this. Therefore, if the
initial transition is fast compared to the Hubble rate, our result does capture
the dominant contributions. However, if the initial transition from radiation to
inflation is for some reason a very slow process, lasting several doublings of the
conformal Hubble rate, the leading order in small 7 result can not be trusted
to be the dominant contribution to the true answer. A further direction of re-
search could be to investigate the results in case the transition from radiation
to inflation is very slow, modeled by a hyperbolic tangent for instance. This
might however be too hard to tackle analytically.

Since the transient phenomenon depends on the approximate equality of the
conformal Hubble rate at late times to the conformal Hubble rate at the time of
the radiation to inflation transition, the result does seem to depend on the IR
regulating method to some extend. It would be interesting do investigate if a
similar transient phenomenon can be obtained for other IR regulating methods.
However, we stress that our result comes from strong growth of IR modes, that
eventually become sub-Hubble again, which is a very physical process.

Apart from the late-time predictions, we found that the backreaction is always
negative during inflation. This result can already be found in [24], but they did
not comment on the sign. This opens up the possibility of studying its effect on
the expansion during inflation as well. One could for instance speculate on the
role of this quantum backreaction in ending inflation. In this context it might
also be interesting to study a scalar field with a nonzero expectation value (a
condensate), as the inflaton is believed to have. On the other hand, if this turns
out to be not such a good model for the termination of inflation, it might still
be useful to constrain the range of physically acceptable values of nonminimal
coupling in models resembling ours.

Let us also comment on the types of physical models that could display the
transient feature we found. First of all, we studied a massless bosonic field.
It has been shown that the one-loop graviton propagator is similar to a set
of massless scalar field propagators with different non-minimal couplings [22].
Concerning photons, naively one might expect no significant backreaction from
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them, as at the classical level as they couple conformally to gravity. However,
it has been shown that if we include other fields as well, this turns out to be
incorrect and significant photon production during inflation is in fact possible
[11]. In addition, the Higgs field might be a good candidate for this model as
well [3], since for a large part of the history of the universe, the electro-weak
symmetry is not broken and the Higgs field is massless. In fact, studying the
effects of the Higgs field as a massless, nonminimally coupled scalar field as a
candidate for inflation is an active field of research (although this might change
if the BICEP2 measurements are confirmed to be a primordial signal [10]), al-
though the nonminimal coupling is often believed to be of order 10* [1]. We find
that the backreaction grows a lot during inflation due to the instability for IR
modes. This is the reason we do not expect significant backreaction from fields
with large masses. In addition to bosonic fields, one might wonder if significant
backreaction can be expected from fermions. There are however reasons to be-
lieve this is not the case, as the Pauli exclusion principle forbids accumulation
of fermions in the IR, which has been shown to cause the fermion propagator
to be suppressed in the IR with respect to scalars and gravitons ([25]).

Finally, let us stress that we can tune our parameters (the nonminimal coupling
and the duration of inflation), such that the transient feature becomes signif-
icant at low redshifts, rendering it potentially observable by future missions
(The Dark Energy Survey (DES), Euclid (ESA)) that study the evolution of
the universe precisely in this range of redshifts.
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A. FLRW GEOMETRIC QUANTITIES

In most GR textbooks (e.g. [7]), one finds the following expressions:

56?“—? - % = (A1)
S(V=9R) = /=9G 189" + /=9 5[4, V7 (89" = V(697 ]. (A2)

Nonzero Chistoffel symbols on FLRW backgrounds are

I, =H
FZ = F?i =0;;H
I, =15, =0/H. (A.3)

From this we can deduce the non vanishing components of the Einstein tensor:

G :%(D ~1)(D-2)H?
(D-2)(D-2¢-1)

Gij==0ij 5 H. (A.4)
And for the Ricci tensor and scalar we have
Roo=-(D-1)H'
Rj;j=H +(D-2)H?, (A.5)
which implies
R= fD__Ql (2H + (D -2)H?). (A.6)

Also we find

VuVud® =0,0,0° T, 050"
=0,0,¢% = (676017 + 6,010, = (510315 + 63,6115, )0, °

=00, % = (07107 + 0,,80,0:; ) HOp 9 = 62 (8716), + 5161 ) HO: 9. (A7)

13 nov

In particular

VuVud® = 0,0,0° = (8] + 67, ) HOp e, (A.8)

where no sum over p is intended.



B. CONFORMAL COUPLING

Using the expressions from appendix A, it is a tedious but straightforward ex-
ercise to compute how the Ricci scalar and covariant derivatives change if we
transform the metric according to

Juv = G = 9(77)29W~ (B.1)

The result can be found in for instance Birrell and Davies [4] (note the different
sign convention for the metric) and reads

R—>R=Q7?R-2(D-1)Q7%Q,,,¢" —(D-1)(D-4)07*Q,,Q.,¢", (B.2)

and ~ ~ o
06 —>06=0206+ (n-2)02¢" ¢..b.,. (B.3)

Now suppose we consider a rescaled field
6> d=0"7¢. (B.4)
Then the latter expression becomes

D+2

2 QWQ;;@;V

0¢ :9-2[(2 ~D)Q g0, + (2 - D)(—%)Q‘

92_
2

+( D)Q*%(uﬂ)qsm% m;s]

2-D

+(n-2)g" 0%, [TQ—% 0,0+ Q¥¢;V]

2-D
2

= [9—2 O¢+ Q‘4%(2 - D)(D _ 4)QWQ;MQ;V¢ L1073 (DQ)¢]Q2_2D

(B.5)

Comparing this with the transformation of the Ricci scalar, we find that indeed,
for the combined rescaling of the metric and the scalar field,

06 - £R = (0 -ER)o, (B.6)
for
D-2
4D-1)
Thus, the equation of motion for the rescaled field is the same as the equation of
motion without rescaling for conformal coupling. This means that a conformally

coupled scalar on FLRW should qualitatively behave the same as a scalar on
Minkowski space, as FLRW is conformally equivalent to Minkowski space.

¢- (B.7)



C. UV EXPANSION BD MODE FUNCTION

Here derive the expression for the UV expansion (3.48). The equations we have
to solve are

2F + f =0,

Fl' +(-1)"'F + fF, =0, (C.1)

together with the Wronskian normalization conditions

2Fy + Ff - F| =0
2Fy +2F\Fy+ F2 — Fy + FyFy - F|Fy = 0, (C.2)

where we have set Ay = 1/v/2k in order to satisfy the zeroth order Wronskian
condition. Note that for the energy-momentum tensor, the quantity that mat-
ters is, to the order we are interested in for renormalization,

, 1 iF, F, iF; F, iF, F, iF; F,
[ul =— (1 1

20T T T TR T T T e T

1 o 1 V1 VQ]
- = |1+=+= C.3
T 2k[+k2+k4’ (©3)
where
Vi =2F, + F}
Vy = 2F, + 2F3F) + F3. (C.4)

Using the first Wronskian equation in combination with the lowest order equa-
tion of motion for u, we readily obtain

Vi= —%f(n)- (C.5)

Using the second Wronskian condition, we find
Vo = Fy— FoFy + F| Fs. (C.6)
If we now use the first three equations of motion, combined with the first Wron-

skian condition, we can write this in terms of derivatives of F} only, i.e. in terms
of f and its derivatives,

Vi = é (£ () +372()]. (C.7)
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