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Abstract: 

During the last glacial period large fluctuations on a millennial timescale are observed in the 
Northern Hemisphere.  Several mechanisms have been proposed to explain these Dansgaard- 
Oeschger (DO) cycles. The most commonly accepted mechanism is related to oscillations in the 
Atlantic meridional overturning circulation (AMOC), brought about by periodic changes in the 
freshwater flux into the North Atlantic. In a more recent theory it is proposed that the dominant 
process is subsurface warming in the Nordic Seas induced by increasing sea ice cover, which 
eventually leads to instability of the water column. Both of these theories correspond well to part of 
the observations, but neither are unable to explain the full range of observational data. Here we 
combine both mechanisms in a conceptual model study. In addition we include a land ice component 
to capture the effect of Heinrich events. It is shown that the model results correspond well to 
observational data and that the combination of these mechanisms is able to explain more of the 
features of the DO-cycle than each of the individual mechanisms. The full conceptual model provides 
an explanation for the structure of the events and accounts for the duration of stadials and 
interstadials and the variability therein. It shows why Heinrich events are triggered during stadials 
and how they can delay the occurrence of a subsequent DO-event. As a consequence it also explains 
one of the most striking features of the DO-cycle; the double peak in the probability distribution of 
the waiting time between consecutive events.   
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1 Introduction 

During the last glacial period the climate of the north Atlantic region was far from stable. The 
reconstruction of the temperature over Greenland, based on the analysis of oxygen isotopes from ice 
cores, reveals a pattern of rapid warming (5-10°C in a few decades) proceeded by a more gradual 
cooling (Dansgaard et al., 1984; Johnsen & Dansgaard, 1992; Bond, 1993; Dansgaard, 1993). This 
pattern, that has come to be known as the Dansgaard-Oeschger (DO) cycle, has puzzled 
paleoclimatologists ever since its discovery.  

The most commonly accepted explanation for these fluctuations relies on periodic changes in the 
Atlantic meridional overturning circulation (AMOC). In simple models describing the AMOC the 
system appears to be bimodal. There is a warm interstadial mode in which the circulation patterns 
are similar to those observed today and a stadial mode, which is marked by severely reduced 
circulation. Under glacial conditions the stadial mode is stable and the interstadial mode marginally 
unstable. Nonetheless variations in the freshwater flux into the north Atlantic can temporarily push 
the system from the stable cold mode to the warm interstadial mode. This takes place when the 
fresh water flux drops below a threshold value, the system then suddenly jumps to the mode with 
stronger circulation. This causes sudden warming events at high latitudes, as more energy is 
transported to the northern parts of the Atlantic. After these events the freshwater flux will increase 
again due to the higher melt rate caused by the higher temperatures. This in turn will slow down the 
AMOC due to the reduction of deepwater formation at high latitudes. Hence the temperatures drop 
again and this will eventually lead to the system switching back to the cold mode (Ganopolski & 
Rahmstorf, 2001).  

Sea ice cover variations play a dominant role in another physical mechanism proposed to be at the 
root of the cycle. According to this theory the sea ice acts as an insulating blanket covering the 
ocean. The ocean below this layer warms because it still has an energy influx from lower latitudes but 
has lost part of its ability to release heat. The sea ice is shielded from the warming ocean below by a 
fresh water layer directly below it. The warming of the ocean at mid depth will decrease the density 
and eventually this will lead to destabilization of the water column, at which point the energy stored 
in the ocean will suddenly be released and cause the rapid warming (Rasmussen & Thomsen, 2004; 
Dokken et al., 2013; Singh, 2013). 

Many models have been created that are capable of producing a signal that captures the basic 
structure of a DO-event, but no consensus has been reached on which of these models delivers the 
best description of the actual physics underlying the DO-cycle. To discriminate between the models 
Greenland ice core data alone does not suffice, as one temperature signal simply doesn’t give 
enough information about the physics that caused the variations. However since its discovery DO-
cycles have been found in many other indicators of past climate. Imprints of the cycle have been 
found in stalagmite proxy records all over Eurasia (Wang et al., 2001; Spötl and Mangini, 2002; 
Fleitmann et al., 2009) and as far from Greenland as is possible; in the temperature reconstructions 
of Antarctica (EPICA community members, 2006). In addition it has been suggested that there is a 
link between the DO-cycle and the massive ice berg discharges known as Heinrich events.  Perhaps 
less surprising, but probably more relevant for unraveling the physics, the DO-cycle was also found in 
ocean temperature reconstructions of the north Atlantic. Below the Iceland-Scotland ridge the 
temperature closely follows that of the Greenland ice cores (Bond, 1993). However above this ridge 
the ocean temperatures show contrasting changes; temperatures were 2-8° higher during the 
stadials than during the interstadials (Rasmussen & Thomsen, 2004). All this data has been linked to 
the DO-cycles and provides more information about what exactly happened during DO-events. This 
means that there are more phenomena for which any model describing this cycle should provide an 
explanation, and this in turn makes it easier to discriminate between the multitudes of models that 
have been proposed so far. 
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Against this background this thesis will proceed as follows: The next chapter will give an overview of 
all the observational data. Paragraph 2.1 will present an analysis of the patterns in the actual signal, 
and paragraph 2.2 will present related observational data, such as Heinrich events and ocean 
temperature reconstructions for the same period. Paragraph 2.3 formulates a synthesis and provides 
a summary of all patterns that any conceptual model describing the DO-cycle should ideally account 
for. Chapter 3 provides an overview of the models that have been proposed so far and an analysis of 
to what extent they can explain the key characteristics of the pattern. Chapter 4 presents my own 
model, the results of which will be presented in chapter 5. Chapter 6 provides a discussion of the 
results, and a summary of the conclusions is given in chapter 7. 
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Figure 1, Oxygen isotop (δ18O) recored from Greenland (GISP ice core[Grootes and Stuiver, 
1997]). Numbers above δ18O maxima denote the classical DO-events [Johnsen et al., 1992; 
Dansgaard et al., 1993]. (From Schulz, 2002). 

2 Observations 

2.1 Analysis of the ice core data 

Thorough analysis of the Greenland isotope data can provide valuable insights into the underlying 
physical mechanism reflected in the observations. Figure 1 shows the δ18O signal from the GISP2 ice 
core, the numbers indicate the 20 classical DO-events. Almost all the DO-events have the same basic 
structure: stadial conditions are terminated when a sudden rapid warming event pushes the system 
to interstadial conditions. The interstadial is marked by a gradual temperature decrease, until in 
another sudden jump the system moves back to stadial conditions. This pattern can most clearly be 
observed in DO-events 19 and 20, but the other events have roughly the same structure. The main 
difference between the separate events is the durations of the stadials and interstadials.  

 

The main explanation of the basic structure of the signal is that glacial climate is a bimodal system, 
that is to say that it has two stable equilibria. The oscillations are caused by shifts between these 
different modes. Rapid warmings occur when the system jumps from its cold stadial mode to the 
warm interstadial mode (Dansgaard et al., 1982; Oeschger et al., 1984; Broecker et al., 1985). 
Because the interstadial mode is not fully stable immediately after the jump the temperatures 
gradually decrease, this is then followed after a while by another sudden jump back to the stadial 
conditions. An alternative explanation is that the dynamics are not that of a bimodal system, but that 
it is caused by an autonomous irregular oscillation in the climate system. This means that there are 
no stable equilibrium states, but one equilibrium trajectory through the parameter space. As the 
system follows this trajectory it moves through its different states, resulting in the oscillation in the 
temperature. The irregularity of the oscillation could be the result of the “noise” in the system.  
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Figure 2, Waiting time between consecutive DO-events vs. time before present. Timing of the events 
is based on the analysis of Ditlevsen et al. (2007). The panel A uses the classical DO-events, panel B 
the canonical DO-events (chosen with the selection criteria of Schulz (2002). The red squares indicate 
which periods between DO events were also marked by Heinrich events.  

2.1.1 Time spacing 

The hypothesis that the glacial climate is a bimodal system doesn’t provide explicit information about 
the physics that underlie the oscillations, nonetheless it gives a direction to the process of unraveling 
the dynamics of the system. Braun (2011) investigated the probability that the shifts between the 
different modes are merely caused by random perturbations. The one parameter stochastic process, 
in which DO-events are triggered every time a random forcing crosses a fixed threshold, could be 
statistically rejected. The reason for this is that waiting time between two consecutive events is 
minimally about a thousand years and the probability peaks around 1500 years. For the one 
parameter process however the probability is highest for waiting times of 0 years and decreases 
exponentially with increasing waiting time. A two parameter process, in which the threshold value 
has a certain relaxation time, could not be rejected a priori. Braun didn’t propose randomly triggered 
excursions as a mechanism explaining the DO-cycle, but did suggest that a two parameter process 
should be used in favor of the one parameter process as a null hypothesis for testing the probability 
of proposed mechanisms against randomly triggered events.      

The main argument against randomly triggered events is that spectral analysis showed that there is a 
dominant frequency of 1/1470 years in the signal (Grootes and Stuiver, 1997). This suggests that 
there is an as of yet undiscovered cycle with a period of 1470 years in the climate system. This cycle 
has been proposed to be of solar origin, internal to the AMOC or even in the meridional fresh water 
flux. Even though there is a significant spectral peak at 1/1470 year, this does not necessarily mean 
that this frequency is present over the whole domain of the signal. The signal could very well be non-
stationary, as there is no a priori reason to assume that it isn’t. Indeed Schulz (2002) showed that the 
spectral peak is to a great extent caused by DO-events 5-7, and that when these three events are 
removed from the data the significant peak disappears almost entirely.  

In spite of this Schulz then proceeds to show that the waiting time between consecutive DO-events is 
in almost all cases within a 20% distance from either 1470 year nor a multitude thereof. To arrive at 
this conclusion Schulz needed to apply new selection criteria to filter the DO-events and arrive at his 
so called “canonical DO-event”. Four of the classical DO-event are not taken into account, and one 
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warming event that is not seen as a classical DO-event is added. If selected in this manner the waiting 
time does seem to have a preference for multiples of 1470 year, and this is presented as an 
argument in favor of the 1470 year cycle.  

The basic idea is that the cycle is so subtle that it does not necessarily trigger DO-events. However 
during one phase of the cycle the system is closer to a threshold and thus random noise can tip the 
system more easily towards its other equilibrium. During the phase when the system is far from the 
threshold this is highly improbable, so no DO-events occur. This leads to a probability distribution of 
the waiting time between DO-events that shows peaks around 1470 and multiples thereof. Figure 2 
shows an analysis similar to that of Schulz for both the classical DO-events (panel a) and his canonical 
DO-events (panel b). The horizontal lines are the multiples of 1470 year, so according to Schulz’s 
theory the waiting times should group in the proximity of these lines. For the classical DO-events this 
does not appear to happen at all, but for the canonical DO-events it may be observed, although if we 
apply the timing of the events proposed by Ditlevsen (2007) it is less obvious than in the original 
paper by Schulz. 

Looking at the classical DO-events in panel A of figure 2, it is interesting to note that the longer 
waiting times between DO-events tend to be accompanied by Heinrich events. It is well known that 
these ice berg discharges counter intuitively take place during long stadials and it therefore has been 
proposed that Heinrich- and DO-events are related (Bond, 1993).  

 

2.1.2 Early warning signals 

Another way of extricating information about the dynamics from the temperature reconstruction is 
to investigate whether or not there are detectable early warning signals prior to DO-events. A 
bimodal system can switch to another mode when an external forcing crosses a certain threshold, 
such thresholds are called “tipping points”.  In general systems approaching a tipping point show a 
decrease in their variability, implying that the autocorrelation increases. This increase in 
autocorrelation is referred to as an early warning signal (EWS), as it is an indication that the system 
might go through an abrupt transition in the near future (see e.g. Held and Kleinen, 2004; Livina and 
Lenton, 2007; Scheffer et al., 2009; Ditlevsen and Johnsen, 2010). 

If such EWS’s are present in the ice core signal prior to DO-events, this can be seen as an indication 
that these fluctuations are indeed caused by the dynamics of a bimodal. Ditlevsen and Johnsen 
(2010) concluded that there were no significant detectable EWS’s before the DO-events. Cimatoribus 
(2013) came to contrasting conclusions because he did find weak EWS’s when he examined the 
ensemble of events. Hence the findings of Cimatoribus favor bimodal dynamics, in which the system 
switches between two different climate equilibrium states in response to a changing external forcing 
(note; “external” should be read here in the mathematical sense, as external to the system 
considered, it does not necessarily mean external to the climate system), which either forces the 
transition directly or paces it through stochastic resonance. These findings are however not 
convincing enough to really rule out any of the other possible mechanisms, such as autonomous 
oscillations. 

One of the main problems with such analysis is that one has to assume that the noise in the system is 
independent of the state of the system. The noise in these simple models represents processes that 
take place on timescales much shorter than the timescales concerned. Under certain circumstances 
these can indeed be represented in a satisfactory fashion by noise, nonetheless the assumption that 
these processes are unaffected by the state of the system is often not robust. To give an example a 
study by Li (2005) showed that the temperature over Greenland was significantly influenced by the 
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sea ice extent, however besides influencing the temperature itself sea ice cover variations could also 
influence the autocorrelation of the temperature signal. If there is no sea ice present then surface air 
temperatures are to large extent influenced by the temperature of the ocean, whereas coupling 
between atmosphere and ocean is weaker when there is a lot of sea ice. As ocean temperature 
anomalies in general have longer life spans than those in the atmosphere the autocorrelation of the 
air temperature could be strongly affected by the sea ice cover variations. This is just one example of 
a mechanism through which the state of the system can influence the processes that lead to the 
“noise”, and can thus affect the pattern in the “noise”. In general one has to be careful with the 
assumption of state independent noise, and without this assumption it is impossible to draw firm 
conclusions from this sort of analysis.  

 

2.2  Related observations 

Since the initial discovery of the DO-cycle, observational studies have shown that this oscillation left 
its imprint in almost the entire northern hemisphere (Rahmstorf, 2002; Voelker, 2002). Greenland 
stadials are coincident with wetter and warmer conditions in Europe (Genty et al., 2003), and with 
aridity in the southwestern parts of North America (Wagner et al., 2010). It has even been shown to 
affect the Indian summer monsoon (Schulz et al., 1998; Pausata et al., 2011). Although these 
observations are interesting it is hard to decide whether they are cause or consequence of the DO-
events. Climate model studies indicate that DO-events in the north Atlantic can indeed have a global 
effect (e.g. Wang et al., 2001; Garcin et al., 2006; Harrison and Sánchez-Goñi, 2010).  

But the influence of the DO-cycle is not even limited to the northern hemisphere, as mentioned it is 
also present in the reconstructions of the temperature of Antarctica. The signal in the ice cores show 
a one to one correspondence to the DO-events, but the changes are out of phase. It has been shown 
that magnitude of the temperature rise in Antarctica is very well correlated to the duration of the 
corresponding DO-stadial (EPICA community members, 2006). This indicates that the two are 
connected, probably by the AMOC. It can easily be understood how reduction of the AMOC leads to 
warming of the southern ocean by considering the situation at the equator. Close to the surface 
warm water is transported northwards, whereas at depth colder water is transported southwards. 
This means that the AMOC causes a net cooling of the southern oceans, and thus a reduction of the 
AMOC can cause warming on Antarctica (Crowley, 1992; Broecker, 1998; Stocker & Johnsen, 2003; 
Knutti, 2004). To get more insight into the changes in the AMOC and how this affected the ocean 
temperatures the next section will provide an overview of the relevant observations.   

 

2.2.1 Ocean temperature reconstructions   

The first observations linking the DO-cycle to changes in the surrounding ocean were sea surface 
temperature reconstructions from sediment cores in the North Atlantic (Bond, 1993). These cores 
were located south of the Iceland Scotland ridge and showed a pattern that closely matched that of 
the Greenland ice cores. It was these records that established the link between the DO-oscillation 
and Heinrich events. Based on the ocean data the DO-events can be bundled in series of gradually 
cooler interstadials, which are followed by a relatively long stadial during which a Heinrich event 
occurs. When this stadial is finally terminated it is followed by a strongly pronounced interstadial 
which marks the beginning of a new Bond-cycle. Even thought the connection does not explain 
whether long stadials cause Heinrich events or vice versa, it is nonetheless a clear indication that ice 
sheets need to be included in the dynamics to understand the full variability of DO-cycles and 
Heinrich events.  
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As the sea surface temperature reconstructions from the North Atlantic follow the pattern of the ice 
cores this is in good agreement with the theory that the DO-cycle is caused by changes in the AMOC. 
Measurements north of the Iceland-Scotland ridge (referred to as the Nordic Seas) however prove 
harder to reconcile, as they show a distinctly different pattern; temperatures were significantly 
higher during the stadials. The increased temperature in intermediate depth water appeared to be 2-
4° during normal stadials, and up to double that during the Heinrich stadials (Rasmussen &Thomsen, 
2004). This paradoxal warming of the ocean in the cold mode can’t be explained by the suppressed 
AMOC. Another mechanism needs to be involved and it is likely that it has to do with variations in sea 
ice cover. During the stadials the sea ice will extend further south, possibly covering a large part of 
the Nordic Seas. The sea ice has an insulating effect and together with a fresh water layer that shields 
the ice from the ocean below it, it can drastically reduce the capacity of the ocean to release heat 
into the atmosphere. This means that if there is significant heat transport into the sea ice covered 
part of the ocean by the AMOC, this will inevitably lead to a warming of the water below the ice. 

Dokken (2013) analyzed a greater number of sediment cores taken from the Nordic Seas and on the 
Iceland-Scotland ridge. This data further supports the idea that during the interstadials the 
conditions in the Nordic Seas were quite similar to those observed today. During stadials however it 
almost fully ice covered, with a fresh surface layer directly below the sea ice. So the general pattern 
appears similar to that found by Rasmussen & Thomsen, but his interpretation of the data is slightly 
different. Dokken states that in the two modes there are different mechanisms leading to deepwater 
formation. During the interstadials there is deep open ocean convection, but during stadials when 
this becomes impossible due to extensive sea ice cover there is still some deep water production 
through sinking of the dense brines formed along the Scandinavian coast. Part of the isotope signal 
that led Rasmussen & Thomsen to the conclusion that the warming in the intermediate waters was 
2-8° could be caused by injection of these dense brines into the intermediate layers. The influence of 
this dense isotopically light water could account for a part of the signal, he therefore concludes that 
the range suggested by Rasmussen & Thomsen is probably an overestimation. Nonetheless the 
temperature at intermediate depth did definitively increase during the stadials. 

     

2.2.2 Heinrich events 

In the North Atlantic sediment cores layers have been found with significantly increased ice rafted 
detritus (IRD) (Heinrich, 1988). These layers indicate that on several occasions during the last glacial 
period phases of massive ice berg discharges took place. Six of these so called Heinrich events 
punctuated the last glacial period, all of them took place during longer than average DO-stadials. 
Various mechanisms have been proposed to cause these ice discharges, but all are somehow related 
to instabilities of the Laurentide ice sheet. These instabilities likely occur because of the non linear 
dynamics associated with alterations of basal conditions caused by changes in the flow (MacAyeal, 
1993; Calov et al., 2002). These instabilities could also be triggered by ice shelf collapses, either due 
to changes in the atmosphere (Hulbe et al., 2004), tidal effects (Arbic et al., 2004), or warming of the 
subsurface water (Alvarez Solas, 2011). The freshwater flux associated with Heinrich events has been 
suggested to disrupt the AMOC by preventing North Atlantic deep water (NADW) formation. The 
severe reduction of the AMOC is then in turn supposed to lead to the elongated the DO-stadials. 
There is indeed evidence that the AMOC was strongly reduced during the Heinrich events (Sarnthein 
et al., 1994). And this is further supported by the relatively large warming in Antarctica during 
Heinrich events. However recent data has revealed that the peaks in IRD associated with Heinrich 
events occur several hundred years after the onset of the stadial (Hall, 2006; Hemming, 2004). These 
observations are hard to reconcile with the theory that the freshwater flux was responsible for the   
reduction of the AMOC that supposedly was the cause of the stadial conditions. 
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Closer examination of the sediment layers associated with the Heinrich events, revealed that the 
initial increase in IRD is of Scandinavian origin (Hemming, 2004). It has been suggested that this 
relatively small event prior to the actual instability of the Laurentide ice sheet could have contributed 
to the initiation of the AMOC reduction (Hall et al., 2006). It could also be directly involved in the 
collapse of the ice shelves connected to the Laurentide ice sheet, either through sea-level rise 
(Levermann et al., 2005) or subsurface temperature increase (Mignot et al., 2007). Removal of these 
ice shelves could lead to substantial acceleration of the ice-streams and an increase in the ice berg 
discharge, this then would be the onset of the actual Heinrich event (Alvarez-Solaset al., 2010b; 
Hulbe, 2010; Shaffer et al., 2004).   

 

2.3 synthesis 

The most common explanation for the DO-cycle concerns switches in AMOC between two different 
modes of operation. These jumps between the two equilibriums of the system are supposed to be 
brought about by variations in the freshwater flux into the North Atlantic. Although there is indeed 
convincing evidence linking the DO-cycle to changes in the AMOC, it is less obvious whether or not 
these changes were really triggered by changes in the freshwater flux. It has been shown that the 
Heinrich events occur after the AMOC had already slowed down, or had even collapsed. Furthermore 
for most DO-stadials there are no significant increases in the IRD have been found in Atlantic 
sediments. This means that the ice berg calving rates were not significantly different and that 
variations in the freshwater flux on the DO-time scales was probably not caused by ice sheet 
instabilities. The meridional water flux through the atmosphere has been proposed as another 
mechanism to create the freshwater anomalies this theory builds upon, but whether there really are 
significant changes in this flux on DO-timescales remains invalidated.  

Another observation that is hard to explain relying solely on changes in the AMOC is the warming of 
the intermediate depth waters in the Nordic Seas. This observation has in turn been used as an 
argument in favor of a mechanism based on variations in sea ice extent. In this theory the sea ice 
expansion during stadials increasingly insulates the ocean and causes the subsurface waters to warm, 
eventually leading to instability of the water column and the sudden release of the energy.  

As both theories have observations that support them and others that they leave unexplained, the 
way forward may be to combine the positive aspects of both and focus on integrating these 
alternatives into one theory that accounts for all the observations. As there is undeniable evidence 
for changes in the AMOC this will certainly have to be included. Changes in the AMOC can be brought 
about in various ways. Wind driven upwelling in the Southern ocean might significantly influence the 
AMOC (Toggweiler & Samuels, 1993), but the relative importance of this with respect to the THC is 
still under discussion (for example; Rahmsdorf, 1997). A model study by Delworth (2008) showed 
that it takes relatively large changes in the atmospheric circulation to bring about significant changes 
in the AMOC (for example: a 2° poleward shift in the windpattern causes a 2 Sv change in the AMOC 
after 200 years), especially on short time scales.  

On the timescale of the DO-cycle changes in the AMOC are most likely brought about by 
thermohaline effects. The focus has been on the freshwater flux into the north Atlantic as the driver 
behind changes in the THC, however this not the only physical mechanism that can bring about such 
changes. The warming of the subsurface water in Nordic Seas could also be a contributing factor. The 
THC is driven by the density difference between the waters near the North and South Pole, the 
bigger the density difference the stronger the circulation. Under normal circumstances a decreasing 
density in the North Atlantic decreases the density difference between the polar waters, as a 
consequence this leads to suppression of the THC.  
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This means that warming of the subsurface waters in the Nordic Seas would act to suppress the THC. 
The THC would remain suppressed until the subsurface water temperatures decrease again. In this 
case the cooling is brought about by the sudden increase in the vertical mixing caused by the 
eventual instability of the water column during the DO-event. This would mean that the AMOC 
would strengthen almost immediately after a DO-event, which in turn would further strengthen the 
warming.  

As ice sheet instabilities that lead to Heinrich events are likely triggered by increased melt rates, it is 
hard to explain why these would occur during stadials relying solely on freshwater driven changes in 
AMOC. However when we include the subsurface warming as a critical aspect of the DO-cycle this 
would be a plausible trigger for ice sheet instability. Because warming of the mid-depth ocean would 
mean that the melt rates at the bottom of the shelves would increase during stadials. From the 
sediment records it becomes clear that there are precursor events with increased IRD deposits from 
Scandinavian origin, these could be caused directly by increased melt rates at the bottom of 
Scandinavian outlet glaciers/ice shelves due to subsurface warming in the Nordic Seas. In turn this 
discharge of freshwater would lead to a strengthening of the halocline and a suppression of the 
AMOC, both of which act to postpone the instability of the water column in the Nordic Seas. The 
strengthening of the halocline would allow the subsurface waters to warm even further before the 
DO-event is triggered. Sea level changes in the Hudson bay area could then possibly, in combination 
with increased subsurface warming thereafter trigger the instabilities in the Laurentide ice sheet.  
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3 Model studies 

Since the discovery of the DO-cycle many models have been created that are capable generating a 
signal similar to that of the Greenland ice cores, however the discussion about which of these models 
represents the true physics of the DO-oscillation is still open. Based on the dynamics the models can 
roughly be divided into two types: the bimodal systems in which a changing external forcing causes 
the system to shift between two climate modes, and the autonomous oscillations. Not all models can 
be treated here, as there are far too many. A selection is presented of models that are interesting by 
themselves, and represent a class of models, such that all together they provide an overview of the 
spectrum of physical mechanisms.   

 

3.1 Systems with external forcing 

An insightful investigation into dynamics of the AMOC is given by Ganopolski and Rahmstorf (2001). 
Using the CLIMBER-2 model they show that the AMOC does indeed appear to have two modes of 
operation, one “warm” mode with strong (northward) North Atlantic deep water (NADW) formation, 
and one “cold” mode with reduced (and more southward) NADW formation and related northward 
heat flux. The fresh water flux into the North Atlantic acts as the most important control parameter, 
that can cause shifts between the modes.  

 

 

Figure 3, Stability diagrams for the Atlantic thermohaline circulation in the coupled model. The 
present climate (left panels) differs substantially from the glacial climate (right panels). To calculate 
the stability diagram the method of Rahmstorf (1995) was used. The freshwater perturbation ΔFfwf 

was added in the latitude belt 20-50 °N to obtain the black curves, and in the latitude belt 50-70°N 
to obtain the red curves. Panels a and b show the ocean circulation response to the freshwater input 
(in terms of the maximum value of the Atlantic stream function, labeled NADW for North Atlantic 
Deep Water flow, while panels c and d show the North Atlantic sector air temperature (60-70° N). 
(From Ganopolski and Rahmstorf (2001)) 
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Figure 3 shows the stability diagrams of the AMOC with respect to the freshwater flux into certain 
latitude bands (20-50 °N to attain the black curves and 50-70 °N to attain the red curves) for the 
current climate (left panels) and glacial conditions (right panels). As many studies have already 
indicated under current climate conditions the overturning circulation shows a clear hysteresis loop, 
as the strength of the circulation itself is of influence on the magnitude of freshwater flux that is 
needed for the system to shift to the other mode. The hysteresis loop is narrower when the 
freshwater is injected directly into the latitude of the Nordic seas, as this is where the NADW 
formation takes place. When freshwater flux is added to the ocean on lower latitudes this has a less 
direct effect, and as a consequence larger freshwater anomalies are needed to trigger the same 
behavior. The stability diagrams of the glacial climate have a distinctly different shape, the hysteresis 
behavior is much less pronounced. When the freshwater flux is added to the lower latitude band (20-
50 °N, black curves) the modes are much closer together and the jumps are much more gradual, the 
response to changes in the freshwater input smoother and less obviously nonlinear. But for the 
latitude band corresponding to the Nordic Seas a clear jump is present near slightly negative 
(evaporative) freshwater fluxes. If the system is in the “cold” mode then negative freshwater 
anomalies in the Nordic Seas can trigger a sudden restart of the NADW formation, which leads to 
more energy transport into the north Atlantic and thus higher temperatures. The temperature jump 
is of the same magnitude as that of the switch between the modes under current climate conditions, 
however the hysteresis behavior is less pronounced because the involved freshwater anomaly 
thresholds are closer together. Therefore it is much easier for the system to switch between the 
modes and this is probably the reason that the North Atlantic climate is much less stable during 
stadial conditions than under the current climate. 

They proceed by hypothesizing that there is a cycle of unknown origin within the climate system that 
can trigger the swifts between the modes of Atlantic circulation, and that this leads to the DO-cycle. 
This unobserved cycle is added to the model as a sinusoidal freshwater flux anomaly with a period of 
1470 year, (which is chosen based on spectral analysis of the ice core data), the amplitude 
corresponds to a surface flux of roughly 300 mm/y. This means that the difference between the two 
extremes of the flux is 600 mm/y, which is almost as large as precipitation in the Netherlands under 
current climate conditions. They nonetheless state this amplitude is “very small”. If the amplitude is 
halved no DO-events are triggered. Although it does lead to quite beautiful results one has to wonder 
whether the invention of this undiscovered freshwater flux anomaly cycle that is of paramount 
importance to these results is truly reasonable. Furthermore even though the induced freshwater 
fluxes are quite large the resulting temperature jumps are much smaller than those observed. 

This line of research was taken one step further by Menviel et al. (2014), who used an intermediate 
complexity model (LOVECLIM) to calculate what freshwater fluxes are necessary to create the 
temperature jumps of the ice core signal. The freshwater anomalies that this leads to are of the 
order ±0.1 Sv, which translates into surface fluxes of about 1 m/y. For the positive freshwater fluxes 
this could reasonably be explained by increased melt fluxes from the ice sheet due to instabilities. 
However for the negative fluxes this means evaporative anomalies, so a flux of 1 m/y seems very 
large. Especially considering that this should occur largely prior to the DO-event, as it is supposed to 
trigger the restart of the AMOC. In fact the only thing that this study achieves is explaining one 
oscillation pattern with another, for which no real explanation is given. The temperature signal is 
explained by inducing a freshwater flux pattern, but this pattern remains largely unexplained. Until a 
reasonable explanation is given for the behavior of the freshwater flux, including an analysis of the 
plausibility of the magnitude of the anomalies, nothing definite is achieved and research into other 
processes that could influence the density driven circulation should remain open.    
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3.2 Autonomous oscillations 

In other models the oscillations in AMOC are not dependent on periodic boundary conditions, but 
are internal to the system of the thermohaline circulation (THC). One of the simplest mechanisms to 
cause such autonomous oscillations was proposed by Broecker (1990). It works as follows; Net 
evaporation in the North Atlantic causes the salinities to increase to the point where NADW 
formation starts. This leads to an increase in AMOC activity which has a double effect, it ventilates 
the surface waters causing a decrease in surface salinity, and it increases melt rates of the land ice 
because of more northward energy transport through the ocean. The combination of these two 
processes leads to dropping of the surface salinities in the North Atlantic which in turn causes a 
slowing of the AMOC. Eventually the surface salinities drop to the point where NADW formation 
can’t be sustained at all, causing a shutdown of the AMOC, which marks the beginning of a new 
cycle. Parts of this pattern however do not agree with recent observations, for example melt rates 
were in general higher during stadials (Kreveld, 2000).  

There are also many models that do not depend on the storage and release of fresh water in land 
based ice that nonetheless show internal oscillations in the THC (Winton and Sarachik, 1993;  Sakai 
and Peltier, 1995; Weaver and Hughes 1994). I will use the model by Sakai and Peltier (1995) as an 
example. The mechanism that is responsible for the oscillations in their model is the following: 
NADW formation ventilates the saline Atlantic surface waters into the deeper region, so the 
suppression of NADW formation leads to accumulation of salt near the surface of the North Atlantic, 
which increases the density and therefore eventually causes the restart of NADW formation. The 
restart of the AMOC leads to increased ventilation of the surface waters in the North Atlantic, which 
will cause salinities to drop, until eventually this starts to hinder the NADW formations again and 
another cycle starts. In their model a fixed time independent freshwater flux centered around 50 °N 
(Gaussian distribution with standard deviation of 10 °) is a control parameter on these oscillations in 
AMOC activity. For varying magnitudes of this freshwater flux different oscillatory modes can be 
produced. For freshwater fluxes of up to 1.2 m/y the overturning is relatively stable in the mode of 
strong overturning, although it does show small oscillations with periods on the centennial time 
scale. For freshwater fluxes of about 2 m/y circulation stays suppressed, but for freshwater fluxes in 
between these values oscillations emerge in which the AMOC switches between its “on” and “off” 
mode. The period of these oscillations depends on the exact magnitude of the freshwater flux 
anomalies, but is on millennial time scale.  

A different mechanism of internal oscillation is investigated by Timmermann using the models of 
Gildor and Tzipermann (2001). In this model the ocean is divided into 8 boxes (4 boxes spanning the 
ocean from pole to pole with 2 layers each). In the results from this model the salinity doesn’t play 
such a dominant role, the effect of temperature on the THC is more important. Figure 4 shows the 
development of the most relevant parameters throughout the cycle. The presence of sea ice (d) in 
the North Atlantic reduces the capability of the ocean to lose heat and causes a slow warming of the 
deeper waters (depth > 400m) through conduction (c). The warming of these waters decreases the 
density and leads to suppression of the THC (b). Eventually however the increase in temperature 
lowers the density to such an extent that the water column become unstable, and convective mixing 
occurs. The energy becomes available for the melting of the sea ice (d), and the removal of the sea 
ice in turn allows the ocean to lose even more heat (b), which leads to a sudden warming of the 
atmosphere (a). The release of heat causes the density of the subsurface ocean to increase again and 
this allows for the restart of NADW formation and the overturning circulation. This sequence of 
events leads to time evolution of the AMOC shown in figure 5.  

How the noise level influences the periodicy of the events can be understood by looking at panel b of 
figure 4. The convective event that leads to the restart of the AMOC occurs when the densities of the 
two ocean boxes become equal. The chances of this happening soon after the last event are largely 



16 
 

dependent on the density perturbations in the surface ocean induced by the stochastic freshwater 
flux. If these perturbations are too small the instability cannot occur until the densities are brought 
close enough together by the warming of the subsurface ocean.  

 

 

 

Although the results are very interesting the periodic instability of the water column that the whole 
mechanism revolves around is represented rather poorly because the ocean has only two layers. In 
the northern ocean circulation transports water from the surface box to the deep ocean box, this 
means that the circulation itself cannot warm the deep ocean box with respect to the surface box. 
Since if the deep ocean box is warmer than the box above it, then circulation would have a cooling 
effect. Therefore dividing the northern ocean in only two layers cannot capture subsurface warming 
caused by energy input through circulation. In order to capture this process a higher vertical 
resolution is necessary, as then a fresh surface layer can be established directly below the ice. In 
agreement with observations this surface layer is not affected directly by circulation and can thus 
shield the sea ice from the warming ocean below (Aagaard, 1981). This means that in order to 
capture this mechanism satisfactorily the ocean needs at least 3 layers.  

Figure 4. Januari atmospheric and oceanic variable;s (a) Atmospheric temperature, (b) oceanic 
subsurface temperature, (c) surface (solid) and subsurface (dashed) density, and (d) sea ice 
fraction. The model was initiated with a 300 year long freshwater pulse of 0.45 Sv mimicking a 
Heinrich event, and has a stochastic freshwater flux into the surface ocean with a standard 
deveiation of 0.06 Sv. From Timmermann (2003). 
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A model that does capture this a little better is the model of Singh (2013). It is specifically aimed to 
investigate the occurrence of instabilities of a water column below sea ice caused by subsurface 
warming. It is based on the conceptual model by Rasmussen and Thomsen (2004) which was later 
expanded upon by Dokken (2013), in which increasing sea ice cover leads to stronger insulation of 
the ocean which in turn causes subsurface warming. This warming eventually leads to instability of 
the water column, causing all the energy stored in the subsurface water to be released suddenly. This 
causes the sea ice to melt and the atmosphere to warm.  

The model consists of one water column with 4 layers representing the Nordic seas. Although the 
model produces an atmospheric temperature signal that has a basic structure similar to that of the 
observed a DO-cycles, the mechanism which causes the oscillatory behavior is not exactly that 
described in the conceptual model. The results of the model are shown in figure 6&7. In figure 7 it 
can be observed that the densities of the PC and DP layers (50-400 m and 400-1200m respectively) 
converge. When the density of the PC layer becomes greater than that of the DP layer (around 12500 
years) the water column becomes unstable and mixing increases drastically. This leads to a sudden 
warming of the surface ocean, the DO-event. 

Close observation of figure 6 reveals that the warming of the mid-depth ocean (DP layer) ceases long 
before the instability occurs. This means that the subsurface warming can’t possibly be the direct 
cause of the instability. The reason for the continuation of the convergence of densities of the PC and 
DP layers, even after the temperatures of all ocean boxes has stopped changing in time, is obviously 
related to salinity. Ice formation and export is a net source of salt in the surface layers, causing the 
salinities of the top two ocean boxes (ML and PC) to increase in time. Furthermore in order for the 
model to conserve salt the freshwater flux related to the ice export has to be balanced. In order to 
achieve this a freshwater flux of equal magnitude enters the column, and under ice covered 
conditions this happens in the mid depth ocean (DP layer). This causes this layer to freshen in time. 

Fig 5, response of the AMOC to stochastic freshwater forcing with different amplitudes, (top) 
0.075 (dashed) and 0.015 Sv; (middle) 0.045 Sv; and (bottom) 0.15 Sv. From Timmermann (2000). 
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Figure 6 clearly shows how it is actually this salt pump that triggers the eventual instability of the 
water column. In the hypothesis of Dokken (2013), upon which this model is based, the instability of 
the water column is triggered by subsurface warming. Even though there is this clear difference in 
the physical process underlying the oscillation there is no mention of this in the article. The model is 
presented as a case in favor of the subsurface warming hypothesis, where it actually seems to 
describe a new mechanism where the sea ice related salt pump leads to the instability of the water 
column.  

Even though the changes in salinity clearly have a more important effect on the density than the 
changes in temperature, the parameters that determine the distribution of the salt (for example the 
brine injection) between the ocean layers are not taken into account in the sensitivity analysis. 
Another shortcoming of this model is that the energy input into column through ocean circulation is 
constant in time. One would expect the ocean circulation to be dependent on the state of the 
column, as it represents an area that strongly influences NADW formation.  

 

 

Figure 6, Temperature, ice thickness and salinity evolution in time. The ocean is divided into four 
boxes; mixed layer (ML) 0-50 m, pycnocline layer (PC) 50-350 m, deep ocean (DP) 400-1200 m, 
and abyssal layer (AB) 1200-4200 m.  From Singh et al. (2013). 
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3.2 Synthesis 

Although there are many models capable of producing the basic structure of the DO-cycle no 
consensus has been reached about which best represents the actual physics. Most of the models are 
based upon variations in the THC and almost all of them use freshwater flux into the North Atlantic 
as a dominant control parameter. But as the strength of the THC can be influenced by either salinity 
or temperature, the question arises whether the temperature effect is really so insignificant that 
freshwater flux can truly be seen as the dominant control parameter. There is ample evidence of 
subsurface warming in the Nordic Seas during DO-stadials. This warming that is probably caused by 
increasing sea ice extent, could in turn be of influence on the strength of THC. One of the few model 
studies that does take this into account is the one by Timmermann (2003). However the model that is 
used (Gildor and Tziperman, 2001) only has two layers in the ocean. This means that the profiles of 
salt and temperature are represented very crudely and this makes a reasonable representation of 
the development of the stability of the water column impossible. Increasing the vertical resolution of 
the ocean could lead to a much better representation of the process of subsurface warming below 
the ice.   

The strength of the AMOC is of influence of the amount of energy transported into the North 
Atlantic, and this in turn is of influence on the sea ice extent. On the other hand the sea ice extent 
itself could influence the AMOC through density changes in the water below the ice. The density can 
decrease as a consequence of the warming that occurs due to increased insulation. To gain further 
insight into this interaction would take a model that captures both processes in a satisfactory 
fashion. Of course it would be the best if this interaction could be mimicked with full AOGCM, but 
these are in general too costly for long integrations. Studying these processes with a highly simplified 
model might not lead to solid conclusions about the physics underlying the DO-cycle, it could 
nonetheless lead to interesting insights into the possible role and functioning of this interaction.  

Figure 7, denstiy evolution in time for the topmost three ocean boxes; mixed layer (ML) 0-50 
m, pycnocline layer (PC) 50-350 m, deep ocean (DP) 400-1200 m. From Singh et al. (2013). 
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4 Model description 

4.1 Introduction 

In order to study the effect of subsurface warming at high latitudes as a consequence of increasing 
sea ice extent on the strength of THC, a new model needs to be created that includes both these 
mechanisms in a satisfactory fashion. The ocean box representing the North Atlantic should have a 
vertical resolution that can capture the most important aspects of the profiles of salinity and 
temperature. It is not necessary for the rest of the ocean to have a similar vertical resolution, as the 
only point of interest is to gain an indication of how the changes in the column representing the 
North Atlantic influence the strength of the THC. To achieve this the column is embedded in a 
“Stommel model” (Stommel, 1961).  As observations show that the DO-cycle is linked to the Heinrich 
events an ice sheet is added to the model, which is connected to the column through an ice shelf. 

In the creation of this model the processes that are most relevant to the phenomena that are to be 
studied have been isolated. A benefit of this approach with respect to developing a model that tries 
to encapsulate all the physics in the most elaborate way possible, is that a simple model can give a 
clearer view on the mechanisms involved. Separating the dominant processes and studying these in 
isolation is a way of developing understanding with respect to the functioning of the separate 
mechanisms and their interaction. Whereas in studies with models that try to capture as much 
physical processes as possible the understanding of the large scale patterns can sometimes get lost in 
too much detail. However once the patterns are discovered in basic models, they can be a guideline 
for further investigation with more elaborate models. It can then be investigated if the pattern holds 
as more and more interacting processes are added. It is in this orientating way that this model should 
be viewed. Many readers might have objections with the assumptions that are made, or the 
simplicity of the parameterizations. Please remember that this is not intended as a depiction of 
reality, it is intended as a tool to help gain understanding of some of the mechanisms that shape it.   

 

Figure 8, model overview: T & S stand 
for average temperature and salinity, 
the subscript indicates of which box, for 
the Stommel model; s=South; n=North, 
t=Tropics, d=Deep. In the northern box 
extra layers are added with height h; 
sl=surface layer, pc=pycnocline layer, 
md=mid depth ocean, do=deep ocean. F 
indicates the freshwater flux through 
the atmosphere, Vsh is the volume of 
the ice sheet, f indicates the fraction of 
the northern box covered in; w=water, 
si=sea ice, sh=ice shelf. 
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4.2 Overview 

The model consists of a 4 box Stommel model with a 4 layer column embedded within the northern 
box, as shown in figure 8. In the figure all the model variables are shown: each ocean box has 
average temperature and salinity, denoted by T and S respectively, the subscript denotes which box 
is concerned (for the Stommel model; s=South, n=North, t=Tropics, d=Deep, and for the column 
model; sl=Surface layer, pc=Pycnocline layer, md=Mid-depth ocean layer, and do=Deep ocean layer). 
The surface of the column can be open water, covered by sea ice or covered by an ice shelf. The 

fraction of each surface type is referred to as ‘fow’, ‘fsi’ and ‘fsh’ respectively. The sea ice is 

characterized by a thickness and a surface temperature; hsi and Tsi respectively. The ice sheet has a 
variable volume,  Vsh. 

In the Stommel model the strength of the circulation is calculated from the density difference 
between the southern box and the northern box. The fluxes between the boxes depend on the 
strength of the circulation and the temperatures/salinities of the boxes involved. The atmospheric 
freshwater fluxes from the tropics to the polar boxes are added as negative salt fluxes, which are 
fixed. The southern and tropical box adapt to an equilibrium temperature on a given time scale.   

Within the column model, for convenience all the fluxes are normalized with respect to the column 
surface, (so the fluxes leaving the column towards the other boxes must be multiplied with the total 
surface of the column). Between the layers there are energy fluxes and salt fluxes, indicated with 
symbols Q and W respectively. Where a flux at the interface between two layers is concerned, the 
subscript will consist of the abbreviations of both layers. Fluxes of energy and salt at the ice surface 
will be denoted by a combination of the relevant ocean layer and subscript ‘si’ or ‘sh’ for the sea ice 
and ice shelf respectively. The topmost ocean box is assumed to be in radiative equilibrium with the 
atmosphere and turbulent fluxes are related to the surface temperature. If the temperature of the 
surface layer drops below freezing point then sea ice forms. The volume of ice that is formed is 
calculated by assuming that all the energy needed to raise the temperature of the surface layer back 
to freezing point comes from the latent heat released during ice formation. When ice is initially 
formed it has a fixed thickness, so the ice extent can be related to the volume. Only when the column 
is fully covered with ice does a further increase in ice volume lead to an increase in ice thickness. The 
model can also be run with inclusion of an ice sheet/shelf. The shelf thickness equals that of the 
topmost two ocean boxes, so it stands into direct contact with the mid depth ocean box. The outflow 
of the sheet into the shelf is dependent on the sheet height and the melt rate of the shelf. An 
overview of all the parameters used in the model is given in appendix 1. 

 

4.3 Assumptions 

- Freshwater from ice melt flows into the surface layer, brine formed during ice formation is 
distributed in unequal amounts over the top three layers. 
- The depth at which the inflow from the Atlantic into the northern box takes place is influenced by 
the sea ice cover. When the column is ice free this flux enters the column closer to the surface, but 
when the column is covered with sea ice it enters below the halocline (Aagard et al., 1981) 
- The amount of sea ice cover is of influence on the strength of the mixing between the top three 
ocean boxes. 
-Each year a fixed percentage of the total sea ice is transported out of the northern box by wind and 
currents, (it is added to the “tropical box” as a freshwater flux).  
-The heat flux into the ice shelf at the frontal boundary is neglected because horizontal length scales 
are much greater than those in the vertical. 
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4.4  Equations 

4.4.1 Stommel model 

The Stommel model is constructed following Zickfeld (2004). The strength of the thermohaline 

circulation is related to the difference in density between the northern and the southern box, with: 

     
(     )

  
           (1) 

In which     is the strength of the thermohaline circulation, k (25.4·1017m3/y) is a hydraulic 

coefficient relating the density difference to a water volume transport, and    is a reference density. 

All parameters are listed in appendix 1. The density of the northern box (𝝆n) is simply the average 

density of the water column. The temperature change due to circulation can be expressed as a 

volume flux multiplied by the temperature difference of the water that is transported into the box 

and that being transported out of it, divided by the volume of the box. Next to temperature changes 

induced by circulation, the temperatures of the Southern and Tropical box change due to energy 

exchanges at the surface. Instead of formulating the energy balance, they simply adapt to an 

equilibrium temperature on a given time scale. This leads to the following equations: 
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In which Fth is the volume flux due to thermohaline circulation, and Fwd is the volume flux due to wind 

driven circulation. The V’s are the volume of the ocean boxes, the    ’s are equilibrium 

temperatures that the ocean box adapts to, and the  ’s are timescales of this adaption, given by: 
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In which   is a thermal coupling constant (7,3·108 J/y/m2/C), cp is the specific heat of water,     is a 

reference density and z is the thickness of the box (the value of all parameters can be found in 

appendix 1). The salinity changes can be expressed in a similar fashion: 

   

  
 
   

  
(     )  

   

  
(     )  

    

  
       (7) 

   

  
 
       

  
(     )  

   

  
(     )  

(          )  

  
     (8) 

   

  
 
   

  
(     )          (9) 

In which S0 is a reference salinity, and Fs and Fn are prescribed south- and northward atmospheric 

freshwater fluxes, and      is the freshwater flux from the northern box to the tropical box related to 

the transport of ice. 
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4.4.2 Radiation     

The daily average insolation is calculated as a function of the time before present and latitude, this is 
done using the equations of Berger (1991). Milankovitch variations in eccentricity, obliquity and 
precession are taken into account. The exact equations can be found in the original article and will 
not be treated here. As the surface of the column can be either open water, sea ice or covered by an 
ice shelf, the short wave radiation is split into these three separate cases. So the total net shortwave 
radiation is given by:  

     (   (    )  (   (     )  (   (     ))    (        )   (10) 

In which αw and αsi and αsh are the albedo’s of water, sea ice and the shelf respectively. Ccloud is a 
cloudiness coefficient, it has value between 0 and 1, (when it has value 0 no radiation is reflected by 
clouds at all, and if it has value 1 all the shortwave radiation is reflected by clouds.)  By assuming the 
surface to be in radiative equilibrium with the atmosphere above it, and using a linearization of the 
Stefan Boltzman law around 0 °C, the longwave radiation equation can be written as: 
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in which      
           and        

           , n is a measure for the optical 
thickness of the atmosphere (the average photon crosses 1/n of the atmosphere before it collides) 
and is dependent on the season because of the varying water content. As the water content of the 
atmosphere has a different yearly cycle over water than over ice, in the model two different sinuses 
are used, both with a period of one year. Following Singh (2013) over water we will use the values 
2,7  for the mean and 0,4 for the amplitude. Over ice the slightly different values of mean=2,65, and 
amplitude=0,3 are used. The symbol D is a measure for the convergence of the horizontal energy flux 
through the atmosphere. If there is a net positive energy flux into the atmosphere column then D has 
a positive value and this has a warming effect. This equation is applied to each of the surface types, 
as each has a different surface temperature. As D is a measure for the temperature of the 
atmosphere stochastic perturbations are added to this value to create random year to year variation. 
Because day to day variations are of no interest to the model results, for stability reasons the 
perturbations are only changed once every year: 

          (    )         (12) 

 

4.4.3 Ocean thermodynamics 

As the surface of the surface layer can be either open water or sea ice, the fluxes through the surface 
are multiplied by the fractions of that surface type. The heat input from the pycnocline layer is also 
multiplied by the dimensionless area of the interface, which is the fraction not covered by shelf:  
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in which;     is the mass of the surface 
layer, (given by     (     )       ), 
and    is the heat capacity of water,      is 

the incoming shortwave radiation, α  is 
the albedo of water,      is the net 
longwave radiation,       is the sum of 
the turbulent fluxes, which are calculated 
using a bulk approximation (Peixoto and 
Oort 1992) (given by eq.14 ), and        is 
energy advected into the surface layer by 
the THC.  

 

           (      )             (14)  

in which Cturb is the turbulent exchange 
coefficient, and      is the minimum 
temperature that the surface layer can 
have (-1.8°C).   

The second term on the R.H.S. in eq.13 is 
the product of the fraction sea ice and the 
flux from the surface layer into the ice. 
This flux is again calculated with a bulk 
equation, using a fixed temperature for 
the ice water interface: 

          (      )              (15) 

In which      is a coefficient linking the flux 
to the gradient, and T0 is the temperature 
at the ocean sea ice interface. All the 
energy fluxes between the ocean boxes 
are calculated from gradient between the 
layers, they are expressed as: 
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              (16) 

The K coefficient can be found in appendix 
1. The mixing between the top three 
layers depends on the ice cover, because 
ice cover shields the ocean from winds, 
and therefore decreases the amount of 
mixing. Between the values for an ice free 
and a totally covered column the 
coefficient is determined using a linear 
interpolation. The last term in eq.13 is the 
energy transported into this layer from the 
Atlantic. The total influx into the column 
comes directly from the Stommel, but 
because the column is normalized with 

Figure 9, The overview of the fluxes between the 
various boxes. Q’s are energy fluxes, and W’s 
denote salt fluxes. For each of the surface types a 
separate energy balance is made.  
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respect to its surface it is written in a slightly different form (it is expressed in W/m2): 

   
    (     )      

  
                       (17) 

In which    is the area of the northern box. If there is no ice cover there is inflow close to the 
surface, whereas when the column is fully ice covered the water enters the column below the 
halocline (below the fresh surface layer, the flux that would normally enter the surface layer is added 
at greater depth). This is consistent with the observations of Aagaard (1991) who showed that water 
transported into the Arctic from the Atlantic will follow isopycnals and subducts beneath the 
halocline. Between the two extremes the distribution is calculated using a linear interpolation. This 
leads to following fluxes for each layer;  

                         (18) 

                       (19) 

      (    (    )   )           (20) 

In which    is the total heatflux from the Atlantic, and the J’s are factors determining the distribution 
of energy between top three boxes. Analogously to eq.13 the following energy balance can be 
derived for the pycnocline layer; 
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For the mid depth ocean there is the extra term for the flux into the bottom of the ice shelf (see 
figure 8). This leads to: 
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In which        is the heat flux into the ice shelf, given by: 

           (      )            (23) 

In which     is a coefficient linking the flux to the gradient, and T0 is the temperature at the ocean ice 
shelf interface. The energy balance for the deep ocean is very simple as it only interacts with the mid 
depth ocean layer: 
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4.4.4 Sea ice 

To initialize the sea ice growth a scheme is used in which sea ice forms automatically if the 
temperature of the surface layer drops below the freezing point (-1,8 C). When the surface layer 
temperature becomes lower than freezing point the temperature of the surface layer is set back to 
freezing point, the energy used for this is assumed to come from the latent heat of fusion. This 
means that in this case the ice volume can be expressed in the following equation: 

If Tsl < T0, then        
(      )        

    
         (25) 
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In which    is the latent heat for fusion. This creates ice with a fixed thickness, so the volume can 

directly be related to the ice extent (fraction). Only when the whole surface of the column is covered 
with ice does the ice thickness increase. When the ice reaches a critical fraction the ice formation is 
calculated in a different manner, the energy balance at the bottom of the sea ice is considered. The 
ice grow (or melt) is determined by flux divergence (convergence) at the ocean-sea ice interface. If 
the ocean provides more energy than is transported upwards through the ice, then this energy is 
used for melting. On the other hand, if the conductive heat flux through the ice is greater than that 
which the ocean provides then this leads to ice formation. The temperature at the ocean-sea ice 
interface is kept constant, so both fluxes can be calculated from the gradients. The first is determined 
with a bulk method from the temperature difference between the ice bottom and the underlying 
ocean, and the second is determined by the temperature gradient through the sea ice: 

           (      )      and            
    (      )

   
               (26) 

In which Csi is bulk coefficient relating the flux to the gradient at the ocean-sea ice interface, T0 is the 

freezing point of sea water (-1.8°C),      is the conductivity of sea ice, and     is the temperature of 
the ice surface. This leads to the following equation for the sea ice volume change:    

 
           

  
    (           ) (      )                (27) 

The temperature at the sea ice surface is calculated from the energy balance at the surface. The net 
energy balance is used to calculate the new surface temperature (assuming a linear profile through 
the sea ice it can be related to the ‘area’ of the triangle, because this is actually a volume times a 
temperature change). This leads to the following equation for the temperature change at the 
surface: 

    

  
  (              ) (            )         (28) 

Due to the parameterization of the longwave radiation the turbulent fluxes are neglected. If the 
surface temperature becomes greater than freezing, it is automatically set back to freezing point. The 
energy that disappears by doing this is used for melting the ice, this leads to the following relation: 

If  Tsi > 0, then                     
 

 
      

      

  
        (29) 

Each time step a certain amount of ice is transported out of the column by winds and currents, on a 
yearly basis this is a fixed percentage of the average total amount of ice, this is given by:  

∫
           

  
   

      
       ̅̅ ̅      (30) 

In which    is the percentage of sea exported on a yearly basis, and    ̅̅ ̅  is the yearly average sea ice 
volume. Adding all these terms together lead to the full equation for the development of the sea ice 
volume: 
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4.4.5 Salt 

For each layer the salt budget is calculated in grams of salt, the salinity can be calculated from this by 
dividing by the total mass of the layer. The salt fluxes between the layers are calculated from the 
gradients, the coefficients can be found in appendix 1.  

     
   (         )

     
                                                         (32) 

The salt flux due to brine release during ice formation can be expressed as follows: 

          
  

(  
  
    

)
(
     

      

  
)     (33) 

In which    is a reference salinity used to calculate the salt fluxes due to formation and melt of sea 
ice. It follows that the freshwater flux caused by the melting of ice should lead to a negative salt flux, 
that is expressed in a similar way. The fresh water released during the melting of the sea ice and the 
top the shelf all enters the surface layer. The brine released during the sea ice creation and the melt 
from the bottom of the shelf is distributed over the top three ocean boxes (see figure 9). This leads 
to the following equations for each layer for the development of the amount of salt over time: 
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)                                (34) 

The first term is the flux over the interface between the surface layer and the pycnocline layer. The 
second term is the freshwater input due to ice melt. The third term represents the brine that mixes 
in the surface layer while sinking, the B coefficients represent the fractions of the total amount of 
brine that is added to each individual layer (The B coefficients of the top three layer add up to 1). The 
fourth term,      is the salt influx from the Atlantic. The last term is the negative salt flux associated 
with the melt of the ice sheet. Analogously the salt budgets for the other layers are expressed as:  
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The salt transported into the column follows from the Stommel model. Because it has to be 
normalized with respect to the area of the column it can be expressed as: 

    
    (     )    

  
           (38) 

The salt is distributed over the top three layers similar to the energy, see eq. 18-20. 
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Figure 10, dependence of the stream 
coefficient on the flow speed  

4.4.6 Density 

The density of layers is calculated using the full Gibbs seawater equations (Feistel, 2003), which for 
obvious reasons are not included here. When the density of an underlying layer becomes smaller 
than that of layer above it instability occurs and both layers are instantaneously totally mixed.  

 

4.4.7 Land ice 

To add the Heinrich events to the model an ice sheet is implemented that interacts with the ocean 
through outlet glaciers/an ice shelf. (The part of the ice sheet that in contact with the ocean will from 
now on be referred to as the ice shelf). The volume of the shelf is related linearly to the volume of 
the sheet through the expressions: 

                
  

 which leads to;      
  
 
               

          
         (39) 

In which    
  

 is the equilibrium shelf extent, where the combination of blockage by the shelf 

mass and friction would exactly balance the pressure of the sheet height. It is the extent that 
the shelf would reach in the absence of melt. The outflow can now be related to the deficit 
between the actual extent and the equilibrium extent through: 

    
    

  
 

 

  
(   
      )          (40) 

In which    is a time scale that relates the shelf deficit 

to the flow speed (It is the time it would take the ice 
flow to close the deficit if the ice flowed continuously 
with that speed). It is assumed that an increase in the 
flow speed in the ice streams reduces the basal friction. 
But when the friction is reduced the ratio R (in eq. 39) is 
influenced, as more blocking shelf mass will be needed 
for the system to be in balance under the same ice 
sheet height. This means that R becomes a function of 
the flow speed. It will be assumed that under a certain 
flow speed threshold changes in the flow speed do not 
influence the friction, however when the flow speed 
passes this threshold the friction will slowly to decrease. 
It is furthermore assumed that after a certain point a 
further increase in flow speed will no longer influence 
the friction. This leads to the following expressions: 

                      (41) 

In which      is the minimal value the ratio has, and     is the stream coefficient. The dependence of 
the stream coefficient on the flow speed is plotted in figure 10. To complete the set of equations we 
only need equations for the mass balance of the sheet and the shelf. For the sheet it can be 
expressed as: 
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, which leads to:    
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In which P is the precipitation and M is the melt (which in order to make the model salt conserving 
are related back to the moisture flux through the atmosphere in the Stommel model (Fn in eq. 8), a 
fixed percentage (Pp) is added to the sheet, the rest is added to the surface layer). In the energy 
balance of the shelf there is mass gain through inflow from the sheet, and mass loss through melt. 
Precipitation on the shelf is neglected. There is an additional export term that is related to ice bergs 
being transported out of the column. This leads to the following equation: 
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In which;     
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In eq. 44 the energy that is used for melting at the top of the shelf is expressed as function of the 
energy balance at the surface. At the bottom of the shelf the energy flux is related to the 
temperature difference between the ocean and a fixed temperature of the bottom of the shelf. The 
volume of ice transported out of the column is assumed to be a linear function of the melt volume as 
expressed in eq.45.  

 

4.4.8 Numerical methods 

The Euler forward method has been used to discretize the time derivates found in the model 
equations. A time step of 1 day is used. 
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5  Results 

5.1 Dansgaard-Oeschger events 

The model is run with the default values listed in appendix 1. To spin up the model it has been run for 
10000 years with reasonable initial conditions, the average values over the last 100 years were used 
as the new initial conditions. The most important forcing of the model is the shortwave radiation, it is 
calculated with the equations of Berger (1991). Another important forcing term is D, the average 
convergence of the atmospheric heat flux over the column. As this parameter is a measure for the 
temperature of the atmosphere, a stochastic perturbation has been added to add some year to year 
variation (Every year a random value with a standard deviation of 10 W/m2 is added to a mean value 
of 110 W/m2). 

Figure 11 shows the yearly average of the sea ice thickness  (panel A) and the salinity (B), 
temperature (C) and density (D) of the different layers of the column (sl=surface layer, pc=pycnocline 
layer, md=mid depth ocean layer, do=deep ocean layer). The time scale on the x axis is in model 
years. In figure 11 a representative selection of 2500 years of the entire model run (18000 years) is 
shown. 

 

Figure 11, yearly averages of ice thickness(A), salinity (B), temperature (C) and density (D) of 
the various layers of the column model (sl=surface layer; pc=pycnocline layer; md=middepth 
ocean layer and do=deep ocean).   
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In panel A it can be seen that around 8000 the sea ice thickness is less than 0,5 m, this means that 
the column is not fully covered year round (as the minimal ice thickness in the model is 0,5 m). After 
8200 years however the sea ice remains throughout the year. The state with seasonal ice cover is an 
unstable state, as the ice albedo feedback pushes the system towards more ice cover. The fully 
covered state is stable because when the ocean is fully covered insufficient solar energy can be 
absorbed during the summer to melt enough of the ice to break the ice cover. The only way the 
system can get out of the fully covered state is through a DO event, these events occur when the 
water column becomes unstable. It can be observed in panel D that the lines of the pc- and md-layer 
touch, starting convective mixing (for example at 7900 years).    

The annual cycle of the sea ice thickness has an average amplitude of about 1 meter (not shown). 
This ice growth and melt act as a salt pump, the fresh melt water stays in the surface layer, but part 
of the brine produced during the ice formation sinks to the deeper layers. Panel B shows the effect of 
this on the salinities of the various layers. During interstadials (period 7900-8200 and 9600-10000 
years) there is open water during the summer, this allows wind driven mixing to take place and thus 
prevents the establishing of a true fresh surface layer. However from the moment the sea ice 
becomes perennial mixing is reduced all year round, and a fresh surface layer forms directly below 
the sea ice. As part of the sea ice is transported out of the column the annual sea ice growth and 
melt do not exactly balance. More ice forms than is melted, and this leads to a net salt flux into the 
two topmost layers. It can be observed that during the stadials these layers (surface layer and 
pycnocline layer) gradually become more salty, although of course the surface remains relatively 
fresh compared to the other layers. From the moment sea ice becomes perennial the annual amount 
of sea ice growth and melt are reduced, because the net input of solar energy into the system is 
lower. This causes a lowering of the salt fluxes related to brine, and it can be observed in panel B that 
as a consequence of this the mid-depth ocean layer freshens due to advection and shelf melt. 

Panel C shows the temperatures of the layers, it can be observed that during the stadials when the 
ice cover is perennial, the top two layers are close to the temperature of the bottom of the ice. In 
contrast to salinity the biggest temperature gradient is between the pycnocline layer and the mid 
depth ocean layer. This is in agreement with observations, as measured profiles of temperature and 
salinity below the sea ice often show a thermocline that is at greater depth than the halocline (for 
example; Aagard, 1981). The reduction in wind driven mixing means that the mid- depth ocean is 
hindered in its capacity to lose heat. As there is still an energy influx from the Atlantic this has a net 
warming effect on the mid depth ocean. The total amount of subsurface warming during a stadial of 
about 3,5°C corresponds well to observations. It is well within the range suggested by Rasmussen & 
Thomson (2004), but slightly higher than the moderated range suggested by Dokken (2013). During 
the DO-event the convective mixing leads to a sudden heat transport towards the surface. The mid-
depth ocean cools, and the surface and pycnocline layers become warmer. During the interstadial 
the mid depth ocean layer cools further, as the layer can release more heat to the surface because 
the wind mixing is stronger due to the lack of a sea ice cover. The increase in the amount of mixing 
causes the mid-depth ocean temperature to approach to the pycnocline layer temperature.  

The densities of the layers are influenced by both the salinity and the temperature. The time 
evolution of density is shown in panel D. It becomes clear that the gradually increasing salinity of the 
pycnocline layer, in combination with the increase in temperature of the mid depth ocean, leads to 
the convergence of the densities of these layers. This results in an instability of the column at 7900 
and 9600 years. These are the DO-events. Density driven convection leads to a sudden increase in 
the vertical mixing and this means that the energy stored in the mid depth ocean is suddenly 
released. It leads to the melting of the sea ice (panel A), which in turn leads to a further increase in 
mixing.     
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The system has now returned to the interstadial mode, but this mode is not fully stable. The energy 
released from the ocean allows the system to remain in this mode for a while, but after the surplus 
energy has been released the system will again be dominated by the ice albedo feedback. Once the 
sea ice cover reaches a critical threshold value runaway feedback induced by the ice albedo effect 
will push the system back to the stadial mode. So if the model were run deterministically the system 
would either switch to the stadial mode directly after the surplus energy is released from the mid-
depth ocean, or not at all. In this case a stochastic perturbation was added to the convergence of the 
atmospheric heat flux, so that some winters are colder than others. This means that the system can 
remain in the interstadial mode until during an extremely cold year (or series of cold years) the 
critical sea ice extent is reached. When this happens the ice albedo effect pushes the system to the 
fully ice covered state, from which there is no return other than through another DO-event.  

A schematic representation of this sequence of events is given in figure 12. The system is bimodal, 
with a marginally stable interstadial mode, and an initially stable but self destabilizing stadial mode. 
The right potential well represents the interstadial mode and the deeper left well represents the 
stadial mode. Panel A represent the situation when the system is its interstadial mode. The system 
can switch to the stadial mode when the noise in the system pushes it over the potential hill. In this 
case this involves the sea ice extent crossing a critical threshold during an extremely cold year. When 
this happens the system becomes fixed in a positive ice albedo feedback loop, which pushes the 
system towards the fully ice covered state. Once the system is in this state (panel 2) not enough solar 
energy is absorbed to allow the system to switch back to the interstadial mode. The well is too deep 
for the noise to be able to tip the system back to interstadial conditions. The only means of exiting 
the stadial mode is a DO-event. The process of subsurface warming destabilizes the otherwise stable 
stadial mode and eventually tips the system back to interstadial conditions. After this has happens 
the surplus energy in the ocean is ventilated rapidly, causing the stadial well to regain its former 
depth. The system is now back where it started, and the cycle can begin anew. 

 

 

When the system is in the interstadial mode it can be pushed over the potential hill into the stadial 
mode by the noise in the system. The average waiting time before a transition is set by the amplitude 
of the noise and the depth of the well. The noise represents the year to year variation in atmospheric 
temperatures, and the depth of the well is to a great extent influenced by the average temperature. 
The influence of the amplitude of the noise on the interstadial length is investigated in figure 13. In 
panel A the amplitude of the noise is 5 W/m2. No transition to stadial conditions is triggered at all 
during the 10000 years the model is run. Apparently with this noise amplitude winters that are cold 
enough for the ice cover to pass the critical extent are very rare.   

Figure 12, schematic representation of the equilibria of the system. In each panel the left 
potential well represent the stadial conditions, and the right the interstadial. Moving from left 
to right shows the sequence of events that forces the system to switch between its equilibira. 
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Panel B shows the results of a model run with a noise amplitude of 10 W/m2. With this amplitude the 
chance of crossing the threshold has drastically increased and the bimodality of the system becomes 
apparent. Addition of symmetric noise has lead to an asymmetric response. The dynamics of the 
system are altered by the addition of noise, this is referred to as a noise induced transition. The 
interstadial duration ranges from about 200 to 1000 years. Panel C shows a run with a noise 
amplitude of 15 W/m2, another drastic reduction in interstadial duration is observed. Extremely cold 
winters now occur so frequently that it is impossible for the system to remain in interstadial 
conditions for longer than a few hundred years. 

 

Figure 13, average sea ice thickness plotted vs. time for runs with a different level of noise on the 
atmospheric temperatures. Panel A; Damp = 5 W/m2

, in B; Damp = 10 W/m2, and in C; Damp = 15 W/m2 



34 
 

5.2 Heinrich events  

The occurrence of Heinrich events during relatively long stadials indicates that land ice has to be 
included in the model in order to get a complete picture of the physics driving the DO-cycle. Figure 
14 shows the model result for the variables related to the ice shelf over a longer period (15000 
years). In panel A the volume of the ice sheet attached to the column model is shown. Under normal 
conditions the ice sheet has a positive mass balance, so the volume of the sheet increases in time. 
Around 4500 and 13000 years a surge is triggered, and the discharge of ice into the ocean causes a 
net mass loss in the sheet. In panel B the shelf extent is plotted, under normal circumstances the 
shelf covers about 0,5% of the Nordic Seas. The DO-cycle leaves a clear imprint on the shelf extent. 
To get a better understanding of the variations in the shelf extent the melt rates are plotted in panel 
C and D. Panel C shows the melt rates relative to the area of shelf (m3 per m2 area of shelf), and panel 
D shows the absolute melt rates (in m3 normalized with respect to the surface of the column). The 
melt rates are divided in a top and a bottom melt. In panel C it can be observed that the surface melt 
(red) is mainly affected by the shifts between the stadial and instadial modes. The melt at the bottom 
of the shelf closely follows the temperature of the mid-depth ocean (panel B, figure 15). Figure 14 
panel D clearly shows that under none surge conditions the total melt rates are quite stable. When 
the melt rates increase the area of the shelf decreases until the total melt rates are once again in 
balance with the outflow from the sheet, which is governed by the volume of the ice sheet. The total 
melt rates increase slowly in time, because the outflow into the shelf also increases due the 
increasing sheet height.     

When the outflow becomes sufficiently large friction is reduced and once this happens the decrease 
in friction leads to a further increase in the flow speed. It is this positive feedback loop that causes 
the surging behavior. The decrease in friction means that the total volume flux into in the shelf 
increases. This causes the shelf to expand and as the area of shelf increases, so do the absolute melt 
rates. Eventually a new balance is reached, at a much greater shelf extent.  As the sheet loses mass 
the high outflow into the shelf cannot be sustained. This in turn causes a gradual decrease in shelf 
extent and the absolute melt rates. Furthermore as the outflow decreases this means that at a 
certain point the friction will start to increase again, terminating the surge. This marks the beginning 
of a new Heinrich cycle. Surges are more likely to be triggered during stadials, because during these 
periods the relative melt rates are higher than during interstadials. 

In panel A of figure 15 the salinities of the layers are shown and it becomes clear that the surge 
causes a freshening in the top two layers. (That the mid depth ocean actually becomes slightly saltier 
is a consequence of how the influx from the Atlantic is calculated. The model is connected to the 
Stommel model and this uses the average salinity over the whole column to determine the 
magnitude of the salt influx. As a consequence the freshening of the top two layers leads to an 
increase in the net salt flux from the Atlantic. As this influx takes place below the halocline the 
surface layer is not affected by this, but in mid depth ocean layer this increase in the salt influx leads 
to an increasing salinity.) Once a Heinrich event is triggered the related freshwater input into the 
surface ocean strengthens the halocline and acts to postpone the instability or DO-event. In panel B 
it can be observed that the longer duration of the stadial and the stronger halocline cause the 
subsurface ocean to warm more during the Heinrich stadials than during normal stadials. A feature 
that has indeed been observed (Ramusssen & Thomson, 2004). 
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Figure 14, panel A shows the volume of the sheet, panel B the fraction of the Nordic Seas 
covered by the ice shelf. Panel C&D show the relative and absolute melt rates respectively, 
red=surface melt, blue=bottom melt, and black=total melt (The first has been normalized with 
respect to the area of shelf, the second with respect to the surface area of the column). 
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Figure 15, yearly averages  salinity (A), temperature (B) and density (C) of the various layers 
of the column model (sl=surface layer; pc=pycnocline layer; md=middepth ocean layer and 
do=deep ocean).   

 

 

 

5.3 Thermohaline circulation 

The main aim of the model was to study the interaction between the temperature changes in the 
North Atlantic induced by increasing and sea ice cover and the thermohaline circulation. Figure 16 
shows strength of the thermohaline circulation calculated from the “Stommel model” for the same 
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Figure 16. Strength of the thermohaline circulation (in  m3/s) vs. time (in years).  

period as figure 14&15. It can be observed that as the stadial progresses and the subsurface waters 
become warmer, this has a negative effect on the strength of the thermohaline circulation. During 
the DO-events the subsurface waters lose much of their surplus heat and this cooling leads to an 
increase in density. The consequence of this increase in density is a sudden increase in the strength 
of the THC.  

 

 

The connection between the AMOC and the DO-events was already apparent (Bond, 1993; EPICA, 
2006), and it has been proposed that it were these sudden increases in the AMOC that caused the 
switch to interstadial conditions. From these results it becomes clear that the relation of cause and 
effect could be more complex. It is not only the AMOC that drives the climate of the North Atlantic, 
but the reversed effect might be equally important. During stadial conditions the temperature 
increase in the subsurface water slows the thermohaline circulation, and this decrease in the energy 
flux in turn slows the subsurface warming and thus elongates the stadial conditions.    

In figure 16 it can be observed that around 5000 years a Heinrich event takes place. The related input 
of freshwater into the North Atlantic leads to a total shutdown of the THC. In this model a reversal of 
the THC is inhibited (because in this case if it did happen there would be no mechanism in the model 
that could get the system out of this mode, it would take the equivalent of a Heinrich event on the 
Southern hemisphere), but in practice this could occur. That the freshwater flux into the surface 
ocean associated with the Heinrich event has a direct effect on the waiting time between DO-events 
has already been discussed. Now it becomes apparent that the Heinrich event also has a secondary 
effect, namely the shutdown of the THC, which slows the subsurface warming. Close observation of 
panel B in figure 15 reveals that the rate of warming of the mid depth ocean does indeed decrease. 
The reason that the subsurface ocean continues to warm even after the THC has been shutdown is 
the wind driven circulation. After the surge has come to a halt and the salinity anomaly is mixed away 
by the wind driven circulation, the THC starts up again and the temperature is once again the main 
controlling factor.  

 

5.4 Air temperature 

In the model calculations no explicit air temperature is used, so to compare the model results with 
the temperature reconstruction from the ice core signal, an air temperature needs to be deduced. To 
get a simple and effective indication of the air temperature near the surface the fractions of each 
surface type are simply multiplied by the temperature of that surface: 
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Figure 18, probability density function for the 
waiting time between consecutive event for the 
model results (panel A), and the observed 
events (panel B). 

                                    (46) 

The results are shown in figure 17. The basic structure is quite similar to that of the ice core: A period 
of rapid warming succeeded by gradual cooling, followed by another sudden jump back to stadial 
conditions.  

 

 

 

5.5 Time spacing 

The probability density function for the waiting time 
between DO-events is shown in figure 18. Panel A 
shows the model results, and panel B the observed 
waiting times. (note: different scale on x-axis) The 
ordinary DO-events are shown in blue, and red is 
used when a Heinrich event occurred during the 
stadial prior to the DO-event. For the model results 
the distribution shows a peak around 1500 years, and 
a secondary peak related to the Heinrich events at 
3000 years. These features are also present in the 
probability distribution based on the ice core signal. 
The main difference between model results and the 
observations are the two longest waiting times in the 
observations.  

The first thing to note is that in the observation the 
spread is much greater for the Heinrich events than 
in the model results. This can be explained by the fact 
that due to the simple parameterization of the land 
ice the freshwater input associated with these events 
is almost exactly the same for each Heinrich event, 
whereas in reality this was not the case. If the 
Heinrich events were parameterized in a more 
sophisticated fashion which allows for variation in 

Figure 17, model results for the approximated air temperature near the surface  
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Figure 19, surface temperature vs. time for a model run with Dave=105 W/m2 (panel A), and 
Dave=115 W/m2 (panel B). 

the freshwater flux associated with these events, then this would probably lead to a greater spread 
in the durations of the waiting times between DO-events. Another thing to note is that all the model 
parameters are kept constant during the run, whereas in reality there is no reason to assume that 
they do not change during the ice age. One way of approaching the problem is to think of how 
changing conditions during the ice age would affect the model parameters and then study how 
changing these parameters influences the length of the stadials and interstadials. For example the 
effect of a gradual cooling during the ice age can be studied by varying the average convergence of 
the atmospheric heat flux over the column Dave while keeping the noise level the same. In figure 19 
the effect of varying Dave is shown. Panel A shows the result for slightly colder conditions (-2,5 W/m2 

radiative forcing), and panel B shows a run with slightly warmer conditions (+2,5 W/m2 radiative 
forcing). In panel A it can be observed that lower temperatures lead much shorter spiky interstadials. 
The change in pattern can be explained easily by examining the diagram in figure 12. Colder 
conditions mean that the right well becomes shallower, and the chances of the noise pushing the 
system over the potential hill increase drastically. In other words, due to the average colder 
conditions winters cold enough for the sea ice extent to reach the threshold value are much more 
common. On the other hand this means that under warmer conditions the stadial length should 
increase, panel B shows that is indeed the case. In the warm run stadials are much longer, up to 2000 
years.  

Changing the temperature also has an effect on the stadial duration. Although the stadials do seem 
to have a minimal length, they are much shorter in panel A. The main factor influencing the stadial 
length is the rate of subsurface warming. As the radiative forcing has only been added to the column 
(the Southern and Tropical box of the Stommel model do not have an energy balance but an 
equilibrium temperature), this means that the change in temperature in the northern box is of 
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influence on the strength of the THC. Colder conditions in the Northern box lead to a stronger 
circulation, lead to higher rate of subsurface warming. There is also a secondary cause that has to do 
with salinity. Under colder conditions the average sea ice thickness is greater, this means that every 
year more sea ice is transported out of the column (fixed percentage of total volume). This export of 
sea ice can be seen as a negative salt flux out of the column. As noted before this causes the surface 
ocean to get saltier in time. This means that if more sea ice is transported out of the column this 
causes the saltening of the surface ocean to proceed more rapidly. This leads to a higher density in 
the surface ocean and as a consequence the subsurface waters do not need to warm as much for the 
water column to become unstable, causing the DO-event to occur sooner.  

Comparing the results with figure 20 we find that they are in reasonable agreement. In the beginning 
of the ice age the interstadials are in general much longer (for example after DO-event 19 &20). As 
the ice age proceeds and the conditions grow colder the interstadials seem to get shorter on 
average. Near the end of the ice age the DO-events lead only to short spiky interstadials (after DO-
event 1-7).   

 

 

 

  

Another interesting observation is that at the end of the ice age the only DO-events that occur do so 
directly after Heinrich events. It could be that under the colder conditions the sea has become so 
thick that ordinary DO-events do not release enough energy to break the ice cover. This would mean 
that even if instabilities in the water column did occur during this period, they would not be 
registered as full DO-event in the Greenland isotope signal. However from the model results it 
became clear that during Heinrich stadials the buildup of energy in the subsurface waters is greater 
than during normal stadials. If this extra energy proved sufficient to fully melt the sea ice cover, then 
this could be the reason why only the DO-events following a Heinrich event are registered in the 
Greenland ice core.  

Figure 20, Top: δ18O from GISP2 ice core, showing 20 of the 25 observed DO-events. (from 
Grootes et al. 1993) Bottom: A record of ice rafted material from a deep sea core in the 
North Atlantic. (from Bond and Lotti, 1995)  
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6 Discussion 

6.1  Sensitivity 

As the model that has been used to test the hypothesis is of a conceptual nature, the question 
remains open whether the pattern of physical processes that it produces correspond to reality, or 
whether it is just an artifact of the model formulation.  In order to get an impression of how solid the 
model results are, the sensitivity of the model results to variations in parameters has to be 
investigated. The sensitivity to the atmospheric forcing has already been analyzed, both for the mean 
radiative forcing and to the noise level. There are a few other parameters that can significantly 
influence the results. The other forcing of the model, the shortwave radiation, also plays a crucial 
role. The manner in which the daily average shortwave radiation is calculated is quite sophisticated, 
and therein is little room for variation. However the fraction of this ideal amount that actually 
reaches the earth’s surface is variable. Part of it is reflected by clouds, and this amount can vary. In 
the model this factor is assumed to be constant in time. Varying this parameter will have largely the 
same effect on the model results as varying the mean convergence of the atmospheric heat flux (D in 
eq. 11). For example, if less radiation reaches the earth’s surface this leads to colder conditions. As a 
consequence the interstadial mode will become less stable, because winters in which the critical ice 
extent is reached will occur more frequently. The right potential well in figure 12 will become 
shallower and therefore the average duration of interstadials will decrease. The main difference 
between changing the amount of shortwave radiation with respect to changing the longwave 
radiative forcing, is that the changing the shortwave radiation will have a greater influence on the 
yearly cycle of the surface temperatures. This is because the shortwave forcing has a yearly cycle, 
whereas the part of the longwave radiation that is changed (D (eq. 11)) is constant.  

The average duration of a stadial is determined by the time it takes for the water column to become 
unstable. As density is influenced by both temperature and salinity, this time scale is to a great 
extent influenced by the time evolution of temperature and salinity of the layers involved. This 
means that there are many parameters that influence the stadial duration. For example, increasing 
the influx from the Atlantic by increasing the amount of wind driven circulation decreases the stadial 
duration. This is because an increase in the rate of warming of the subsurface waters leads to a 
reduction of the time needed before the instability occurs. Whereas increasing the amount of mixing 
between the surface ocean and the mid-depth ocean would decrease the stadial duration, because 
this would decrease the rate of warming of the mid-depth ocean.  

The evolution of the salinity of the various layers also greatly influences the stadial duration and as a 
consequence the results are influenced by changes in the mixing coefficients. For example if the 
amount of mixing between surface layer and the pycnocline layer is increased, then the pycnocline 
layer will become fresher and therefore lighter. This decrease in density of the pycnocline layer will 
act to postpone the instability, as the mid-depth ocean will need to warm more before it becomes 
light enough to lead to instability. Another important parameter is the distribution coefficient of the 
brine. If more brine is added at greater depth, then the density of the deeper layers will increase with 
respect to the surface. This will also increase the time necessary for the water column to become 
unstable. As the sea ice transported out of the column leads a net saltening of the column, this 
parameter is also of influence on the stadial duration.  

Varying these parameters can change the stadial duration from anything from a few decades to 
thousands of years. However apart from this change in the timescale, the pattern remains largely the 
same. The periodic instabilities that lead to an energy release are a robust feature of the results. 
Changing the parameters also influences the profiles of temperature and salinity, this is one further 
way of checking whether the choice was reasonable. If the profiles in the results are unrealistic, then 
this is an indication that the timescales might also not be accurate.  
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For the default values the parameters are all within the realistic range and the profiles of 
temperature and salinity that they lead to correspond well to observations: The salinity of the fresh 
surface layer is realistic, and that the thermocline is at greater depth than the halocline is a 
commonly observed feature.  This strengthens the choice of parameters and adds to the plausibility 
of the hypothesis that these mechanisms act on the timescales seen in the observational data.    

 

6.2 Resolution 

For further research it could prove interesting to investigate how increasing the resolution influences 
the results. The hypothesis depends on the occurrence of a convective mixing event that is the 
consequence of instability in the water column. The question is whether in reality these events occur 
on a basin scale, or whether smaller local convective mixing events are favored. When there is but 
one column representing the entire basin this is of course not an issue, but what happens when the 
horizontal resolution is increased? Will there be a mechanism that causes a chain reaction so that the 
instability will occur in many columns almost simultaneously, or at least within a few decades. Or is 
the opposite more likely, that convective mixing in one column acts to stabilize the surrounding 
columns. In that case the hypothesis might need to be discarded. 

Another way in which increasing the resolution could influence the results is through allowing for a 
meridional gradient over the basin. In the model this is not the case and this means that when the 
surface layer cools below freezing, sea ice rapidly forms over the entire basin. If the sea ice extent 
passes a critical threshold then this quickly leads to total ice cover. Including a meridional 
temperature gradient in the surface ocean would mean that expansion of sea ice would also involve 
cooling of the ocean. Whereas in the model in its current form sea ice only forms when the ocean is 
cold enough, so no further cooling of the ocean is needed for the ice to expand. So including a 
meridional gradient could make the transitions between the interstadial and stadial mode less rapid, 
as it would be easier for the system to remain in an in between state for a while. 

 

6.3 Extrapolations 

If further research does indeed add to the plausibility of the proposed hypothesis then it might also 
be interesting to investigate to what extent the mechanism is limited to glacial climate conditions. In 
theory all that is necessary for the mechanism to work is convergence of the oceanic heat flux below 
sea ice. But is this really all that is necessary, or can restrictions be formulated for the conditions 
under which this phenomenon will occur? In other words, how fundamental is this mechanism in 
keeping the ice-albedo feedback in check? 

Another interesting question is how this oscillation on the millennial time scale interacts with the 
lower frequency variation. As it leads to the energy transported from the equator to the pole being 
temporarily stored and then released as a “pulse”, this could have a large impact on the average 
energy that is effectively transported to the northern latitudes. This would mean that integration of 
this mechanism into models describing low-frequency variation could be important. 
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7 Conclusions 

The model succeeds in providing an explanation for most of the observations related to the DO-cycle. 

The combination of the mechanisms of AMOC variation, subsurface warming induced by sea ice and 

a land ice component, has lead to a theory that accounts for the most striking features of the ice core 

signal and the related observations. This integrated theory can explain more of the data than each of 

the mechanisms could account for individually, a summary is given in table 1.  

 

Table 1. Summary of the features explained by the individual mechanism and their combination.  

Observations:  AMOC Sea ice Combination 

Greenland temperature  partly yes yes 

AMOC variation  yes no yes 

Subsurface warming Nordic Seas  no yes yes 

Heinrich events  

   -delaying DO-event 

   -triggered during stadials  

   -weakening of AMOC before events 

   -Bond cycle  

 

yes 

no 

no 

partly 

 

yes 

yes 

no 

no 

 

yes 

yes 

yes 

partly 

Wetter warmer Europe during interstadials  yes yes yes 

 

The conceptual model provides an explanation for the structure of the DO-events, the timescales 

involved and the variation therein. It explains the change in interstadial duration as the ice age 

progresses and accounts for most of the variability in the stadial duration. It shows why the relatively 

long stadials occur during Heinrich events and why these events are counter intuitively triggered 

during stadials. Furthermore the inclusion of the Heinrich events leads to an alternative explanation 

to stochastic resonance for the double peak in the probability distribution of the waiting time 

between consecutive events. What the model does not account for is how an ice discharge from the 

Scandinavian ice sheet leads to an instability in the Laurentide ice sheet, although the occurrence of 

these precursor events is in agreement with observations (Alvarez Solas, 2011). Ocean temperature 

reconstructions show warming during stadials above the Iceland- Scotland ridge (Rasmussen& 

Thompsen, 2004; Dokken, 2013) and cooling south of it (Bond, 1993), this pattern is successfully 

explained.  

The model results might agree well with much of the observational data, however the model is not 

elaborate enough to provide conclusive answers. Support from further research with more 

sophisticated means would greatly add to the credibility of the hypothesis.   
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Appendix 1 
Parameters Symbol Value Unit Description 

Forcing: Dmean 10 W/m2 Convergence of atmospheric heat flux. 

Damp 110 W/m2 Amplitude of noise. 

Ccloud 0,25 - Fraction of Sin reflected by clouds 

Spatial dimensions: An 1012 m2 Surface of column 

Asheet 1012 m2 Surface of ice sheet 

hsl 40 m Thickness of surface layer 

hpc 360 m Thickness of pycnocline layer 

hmd 1600 m Thickness of mid-depth ocean layer 

hdo 2000 M Thickness of deep ocean layer 

   
 

 0,5 M Initial sea ice thickness 

hshelf 400 M Thickness of ice shelf 

Vs 1,1·1017 m3 Volume of southern box 

Vt 0,68·1017 m3 Volume of tropical box 

Vd 0,05·1017 m3 Volume of deep box 

zs 3000 M Thickness of southern box 

zt 1000 M Thickness of tropical box 

Stommel model: K 25,4·1017 m3/y Hydrolic coefficient 

  7,3·108 J/y/m2/K Thermal coupling constant 
  
  

 279 K Equilibrium temperature southern box 
  
  

 293 K Equilibrium temperature tropical box 

Fs 0,014 Sv Southward atmospheric moisture flux 

Fn 0,024 Sv Northward atmospheric moisture flux 

Cwn 100 Sv Volume transported by the Gulfstream 

Flux-gradient  
Coefficients: 

       
    5·10-4 m2/s  

 
 
 
Mixing coefficients (from Singh(2013)) 

       
   

 1·10-4 m2/s 

        1·10-5 m2/s 

        1·10-7 m2/s 

       
    5·10-4 m2/s 

       
    1·10-4 m2/s 

        1·10-5 m2/s 

        1·10-8 m2/s 

Ctur 20 W/m2/K Turbulent exchange coefficient 

Csl-si 20 W/m2/K Flux-gradient coefficient sea ice bottom 

Csl-sh 40 W/m2/K Flux-gradient coefficient shelf bottom 

Distribution 
coefficients: 

Jsl 0,05 - Distribution coefficients determining the 
distribution of the inflow from the  
Atlantic over the various layers. 

Jpc 0,20 - 

Jmd 0,75 - 

Bsl 0 - Distribution coefficients determining the 
distribution of the brine formed during 
sea ice formation. 

Bpc 0,75 - 

Bmd 0,25 - 

Export coefficients Cx 25 - Percentage of sea ice exported annually 

  
   3 - Link between melt and ice berg export 

Land ice 
parameters 

τf 0,05 year-1 Relates flow speed to extent deficit 

Cs 1-2,5 - Stream coefficient 

Rmin 5·10-3 - Ratio between volumes of sheet and shelf 

Pp 0,9 - Fraction of moisture flux added to sheet 
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Constants Value Unit Description 

cp 3850 J/kg/K Specific heat of sea water 
  
    2050 J/kg/K Specific heat of ice 

Lf 334000 J/kg Latent heat of fusion 

𝝆0 1025 kg/m3 Reference density 

𝝆ice 900 kg/m3 Density of ice 

S0 35 PSU Reference salinity 

T0 -1,8 °C Freezing temperature 

αw 0,1 - Albedo of water 

αice 0,75 - Albedo of sea ice 

αshelf 0,6 - Albedo of ice shelf 

A 320 W/m2 Constants for linearization 
of Boltzmann’s law B 4,6 W/m2/K 
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