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Abstract

Most biological research is supported by public institutions such
as research councils, which are funded by taxpayers. This begs
the question whether such publicly funded research should con-
tribute to society and how such contributions can be stimulated.
To provide insight into this issue, I studied how societally benefi-
cial scientific breakthroughs have occurred. I traced the origins of
several scientific breakthroughs and categorized the steps of their
scientific backstory. I conclude with an analysis of the different
developmental routes I identified and make recommendations for
future research funding policies.
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1. Introduction

In recent years, the best way to fund research has been an often debated subject, both in The
Netherlands and abroad1;2. The debate distinguishes between two modes of funding: directed or
undirected. Much biological research is financed by public institutions such as research councils,
which are funded by taxpayers. Because of this it has been argued that the public should direct
research to be beneficial to society by changing the allocation of funds3. This then, would be
directed funding. The main argument against such a scheme is the fact that it is impossible to
predict the effects of research in advance. Fundamental research undertaken without any direct
societal benefit in mind, has often led to advances that proved to be beneficial in the long run4.
Those who hold this view are more inclined towards undirected funding: granting funds to scientists
without setting the research agenda. Instead of focusing on either of these two funding schemes I
sought an answer to the following research questions:

How have recent research breakthroughs that were beneficial to society been reached?

In my research, I have limited myself to the biological sciences because this is my field of expertise.
In this thesis, I also concern myself with the implications my answer has on the best way to fund
research beneficial to society.

1.1 Contents of this thesis

To answer the research question I posited above, I conducted a case study of recent biological re-
search breakthroughs. Such a procedure to study research has been used before, see for example
Hollingsworth (2002)5. The results of the case study have provided insight into how societally
beneficial research breakthroughs were reached before. They also allowed me to make recommen-
dations on the future funding of research. Doing such a study enabled me to gather relatively much
detail on a limited set of research breakthroughs, allowing a nuanced view of the subject. A poten-
tial disadvantage of a case study is the introduction of a bias in the cases selected. Steps to avoid
such a bias are described in the next paragraph. Using this methodology I hope to provide a starting
point for a nuanced discussion on societally beneficial research and funding thereof.

As my source for societally relevant studies, I used the yearly awarded Science Breakthrough of
the Year. Science’s Breakthrough of the Year is widely recognized as selecting research which has
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a positive and significant impact on society. Every year since 1996, Science selects a pivotal scien-
tific breakthrough6. Of the 18 breakthroughs awarded since then, 10 have been in the biological
sciences, providing me with an adequate sample to study.

Since few breakthroughs are reached in a vacuum, I then traced back the work on which each
breakthrough was built. However, the development history of modern research is complex and
often draws on diverse previous achievements and publications. I therefore resorted to reducing the
developmental history of each breakthrough to a simple linear path. After defining the development
route, I assigned the different steps leading to each breakthrough into three different categories of
research: fundamental, applied and technological. Finally, I analyze these categorizations and draw
conclusions on how research breakthroughs are reached.

A more precise description of the methodology I used for this case study is described in the next
chapter. The actual breakthroughs, their history, their benefit to society, and how I categorized the
steps in their developmental route is presented in the results chapter. Finally, the last chapter will
list my recommendations and discuss avenues for future research. There, I will also outline the
limitations of the research described in this thesis.
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2. Methods

2.1 Science Breakthrough of the Year

As explained in the introduction, my first step to studying the societally relevant biological break-
throughs was to list all of Science’s Breakthroughs of the Year since the first was awarded in 1996.
Since then, Science has awarded the most significant development in research each year with this
title. The Science Breakthroughs of the Year are widely recognized as one of the highest distinctions
in science. It is awarded based on the impact the breakthrough had or will have on both research
itself and society at large. A table listing all the breakthroughs is shown below (Table 2.1). The
Table also shows whether I determined a breakthrough to be biological in nature, as determined
by standard biology textbooks such as Biology by Reece7. If so, a reference to the original Science
article describing the breakthrough is added.

The Science article about "Evolution in action" (the 2005 breakthrough) lists a number of research
discoveries related to evolutionary processes. Since it mentions Darwin’s 1859 publication of the
Origin of Species as the real breakthrough, it falls outside of the scope of this thesis and will not be
discussed any further.

2.2 Tracing the backstory of discovery

The original articles from Science formed the starting point of my analysis. Each article describes
what research breakthrough was selected that year and what the reasoning behind this decision
was. Using this as a lens, I identified the original scientific publication(s) that constituted the
Breakthrough of the Year. The next step in my analysis was determining what earlier scientific work
was needed to enable the breakthroughs to occur. I did this by reading the scientific publications
detailing how the research was done, and using the references of each article to trace back earlier
work. In addition I used material from the Internet and the Science articles to create a more
complete backstory for each case. I repeated these steps as often as necessary for each Breakthrough
to trace the backstory as far as necessary to get a complete picture.

As explained in the introduction, I then reduced each developmental history to a simple linear case
by selecting the most important steps. I based this selection on the original articles describing why
Science selected these publications as their Breakthrough of the Year. While being a simplification,
the linear histories are easier to grasp and analyze. All information pertaining to each specific case
and my reasoning is described in the results chapter. Having defined linear backstories for each
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Table 2.1: Table of all of Science’s Breakthroughs of the Year. Each row lists the year the breakthrough was
published in Science, a short description of the breakthrough, whether I consider the breakthrough to be biological
and a reference to the original article in Science for the selected breakthroughs. The original list was retrieved
from Wikipedia6.

Year Breakthrough Biological? Reference
1996 Understanding HIV yes Balter (1996)
1997 Dolly the sheep, the first mammal to be

cloned from adult cells
yes Pennisi (1997)

1998 Accelerating universe, dark matter no
1999 Capturing the promise of youth with stem

cells
yes Vogel (1999)

2000 Full genome sequencing yes Pennisi (2000)
2001 Nanocircuits or molecular circuit no
2002 RNA interference yes Couzin (2002)
2003 Dark energy no
2004 Spirit rover landed on Mars no
2005 Evolution in action yes Culotta and Pennisi (2005)
2006 Proof of the Poincaré conjecture no
2007 Human genetic variation yes Pennisi (2007)
2008 Cellular reprogramming yes Vogel (2008)
2009 Ardipithecus ramidus no
2010 The first quantum machine no
2011 HPTN 052 clinical trial yes Cohen (2011)
2012 Discovery of the Higgs boson no
2013 Cancer immunotherapy yes Couzin-Frankel (2013)

Breakthrough of the Year in this way, I then proceeded to categorize each step of each backstory as
described in the following section.

2.3 Categorizing each step of the backstory

In order to compare the different backstories I assigned each step in the backstory to one of three
categories: fundamental, applied or technological research. I defined fundamental research as a
publication which was necessary to enable the breakthrough, but which did not lead to any imme-
diate practical applications. Applied research was defined as a publication which was important
in the selection of the topic as Breakthrough of the Year and which led to immediate practical ap-
plications beneficial to society. The last category, technological research, I assigned to publications
wherein technologies or methodologies were described that were crucial to the breakthrough. See
also Figure 2.1.

As several publications can be said to belong to more than one of these categories, I assigned a
publication based on the role it played with respect to the breakthrough as described by Science.
The rationale for assigning a certain publication to one of these three categories is explained in
each case in the results chapter.
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Figure 2.1: An overview of the categories applied to the developmental steps in the backstory leading to a research
breakthrough. The recognition of the breakthrough by Science is rendered in blue. Fundamental research without
direct applications but crucial to the breakthrough is rendered in purple. Technological research is applied to
research that developed necessary technologies is rendered in red. And Applied research is rendered in green.
These arrows are used in the results chapter to visualize the backstory and my categorization of the steps thereof.

2.4 Further analysis

Processing each Breakthrough in this way resulted in 10 discrete developmental backstories, each
one consisting of differing combinations of steps categorized as fundamental, applied or techno-
logical research. As the final step in my analysis I counted the different steps belonging to each
backstory.
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3. Results

In the following sections, I will describe all of Science’s biological breakthroughs of the year I ana-
lyzed. Each section will begin with a short explanation of the breakthrough itself. I then describe
what the backstory to each breakthrough is and explain my rationale for assigning different cate-
gories to each of the publications. Each section ends with the identification of the developmental
route the breakthrough belongs to.

3.1 1996: New hope in HIV

The first Breakthrough of the Year ever to be selected by Science were newly developed potent
drugs against Human Immunodeficiency Virus (HIV) and new insights into how it enters cells in
19968. HIV is a retrovirus that causes acquired immunodeficiency syndrome (AIDS). Retroviruses
use RNA as their hereditary material. Upon infecting a cell, their RNA first has to be transcribed
into DNA so it can hijack the cells protein production capabilities to create new virus particles. To
transcribe its RNA into DNA, an HIV particle carries a protein called reverse transcriptase that can
perform this function18. The new viral proteins that are then produced by the cell first have to be
cleaved by protease before they are functional19.

For many years, the only available treatments for HIV were reverse transcriptase inhibitors such
as AZT. However, in 1995 the United States Food and Drug Administration (FDA) approved a new
drug that could target HIV protease called Saquinavir8. Two similar drugs, also targeting protease,
called Ritonavir and Indinavir were approved quickly thereafter in March 1996. At that point Triple
therapy, consisting of two transcriptase inhibitors such as AZT and one protease inhibitor, quickly
became the norm in treating HIV.

Analysis of the HIV-1 genome showed that it encodes an aspartic protease20. Aspartic proteases are
proteases that use an aspartate residue in their active sites to cleave the target peptide. Since its
discovery in HIV-1, the protease has been a target for drug development. Protease inhibitor drugs
were developed using a process called structure-assisted drug design and discovery process21. This
process utilizes crystallography to visualize the structure of the target protein, in this case HIV
protease. Using the three dimensional structure of the protein, researchers can localize and target
the functional parts of a protein to develop drugs in a structured way.

Hot on the heels of protease inhibitors was a fundamental discovery clarifying how HIV enters cells.
Researchers had known for a long time that the CD4 receptor is involved in the entry of HIV, but
also knew that CD4 alone is not sufficient22. An important step in solving this riddle was taken
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on 15 December 1995, when researchers identified three related chemokines (signaling proteins)
that inhibit HIV replication23: RANTES, MIP-1α, and MIP-1β . They did so by building on the work
of Jay Levy, who discovered in 1986 that specific white blood cells could suppress HIV24;25. Three
years later Levy and his colleagues demonstrated that the mechanism of suppression was tied to
soluble factors that the cells excrete26. Since then, researchers have been trying to identify these
factors until Gallo and Lusso succeeded in 1995.

The next step was the subsequent discovery that these chemokines bind to the receptors that are
required for HIV to enter the cell: CCR5 and CXCR427;28. Thus, in 1996 researchers finally had a
good picture of how HIV enters the cell and what factors suppress this process.

Since Science identifies two related but separate developments, I’ve also categorized two different
developmental routes. My categorizations are shown in Figures 3.1 and 3.2.
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Figure 3.1: Developmental route of New hope in HIV, focusing on the development of protease inhibitors.
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Figure 3.2: Developmental route of New hope in HIV, focusing on the discovery of the chemokines suppressing
HIV and co-receptors required for HIV entry into the cell..

First, I will explain my reasoning on the development of protease inhibitors:

1. Development of crystallography since the beginning of the twentieth century. Although the
development of crystallography involved a lot of fundamental work on the nature of matter
and light, I categorize it as technological research. It was the availability of working crystal-
lography technology which enabled the structure-assisted drug design.
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2. Analysis of the HIV-1 genome showed that it encodes a protease. This knowledge enabled
researchers to understand HIV better and target the protease as a potential weak spot.

3. Applied research uses crystallography to create the first protease inhibitor. Other inhibitors
soon follow.

4. Science chooses the FDA approval of the inhibitors as its first Breakthrough of the Year.

I also focus on the separate discovery of the chemokines RANTES, MIP-1α, and MIP-1β . Discovery
of these chemokines and their receptors was categorized in the following way:

1. Jay Levy and his colleagues discover that specific white blood cells can suppress HIV in 1986
and determine that this effect is due to soluble factor in 1989. At the time, this had no
practical applications and all. Therefore, I categorize this as fundamental research.

2. The factors RANTES, MIP-1α, and MIP-1β are identified by Gallo and Lusso et al in 1995. At
the time, this merely provided the answer to a riddle posed in 1989 by Levy et al.

3. In 1996, the subsequent discovery of the receptors that these chemokines and HIV both bind
to. This clarified the mechanism of HIV entry into the cell. No practical applications were
developed, so I categorize this as a fundamental discovery as well.

4. Science chooses the new insights into HIV entry into the cell as its first Breakthrough of the
Year.

3.2 1997: Dolly the sheep

Dolly the sheep, born on July 5, 1996, was the first mammal cloned from an adult cell. In 1997
Science designated her birth as the Breakthrough of the Year9. Cloning is the process of using
an individual’s genetic material to create another organism which has the same DNA, effectively
creating an identical twin. This is done using a technique called somatic cell nuclear transfer
(SCNT), by which the nucleus of a cell of the individual to be cloned is transfered to a cell that has
been stripped of its nucleus. When used for reproductive cloning, the nucleus is implanted in an
egg cell, which is then allowed to proliferate into an embryo which can be implanted into the uterus
of a carrier mother. The carrier mother then has a normal pregnancy, after which a new individual,
genetically identical to the original individual is born. It was using this procedure that Dolly the
sheep was created29.

Although Dolly was the first mammal to be cloned from an adult cell, reproductive cloning was,
even at the time, not a new technique. Researchers have already been working applying SCNT on
frog cells to clone tadpoles in 19529. Even mammals have been cloned before: in 1986 Willadsen
cloned a sheep embryo using an embryonic nucleus and donor30. However, until 1996, the only
successful clonings had been using a nucleus from embryo’s. Thus researchers came to believe that
it was impossible for adult nuclei to regress to the point were they could generate a new individual
altogether. The cloning of Dolly changed that paradigm. At the Roslin Institute, Wilmut et al.
induced a quiescent state in the cell that would donate the nucleus, by starving it. They did this in
the hope that it would reset the nucleus to a state were it would once again be able to generate a
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new individual. The theories of Wilmut et al. proved to be successful and with the birth of Dolly
the sheep they altered the reigning paradigm.

Besides being widely used in research to create identical test subjects, cloning can be useful in
other areas as well. Animals with desired traits, such as high milk production or lean meat could
be cloned. Or to preserve species threatened with extinction, researchers are considering cloning
endangered animals31.
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Figure 3.3: Developmental route of Dolly the sheep.

I show my timeline of the development of Dolly the sheep in Figure 3.3. Based on the original
Science article describing the breakthrough, I have made the following categorizations:

1. Fundamental research on cloning since 1952, which had no practical applications at that
point in time.

2. Pivotal research by Wilmut et al. which allows cloning using adult cells in 1996. Their
technique of inducing a quiescent state not only changes the reigning paradigm, but also
allows much broader use of reproductive cloning. Because they developed the technique
used to clone Dolly I categorize this as technological research.

3. Science designates Dolly as their 1997 Breakthrough of the Year.

4. Possible applications to clone desired animals because of their usefulness in research, agricul-
ture or preservation of the environment.

3.3 1999: Stem cells

Stem cells are cells that retain the ability to differentiate into several different cell types while main-
taining their own undifferentiated state over the course of numerous cycles of cell division32. In
adult organisms, stem cells replenish specific cells by proliferating and subsequently differentiat-
ing into the cell type that is required. In developing organisms, stem cells divide to provide cells
that can differentiate into different tissues. Different types of stem cells exist. The best known are
embryonic stem cells, which naturally only exist in embryos and which can differentiate into all
cell types. But pluripotent stem cells, which can differentiate into a subset of cell types also exist,
for example hematopoietic stem cells which can differentiate into different types of blood cells. In
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1999 Science designated Stem cells, in an article titled "Capturing the Promise of Youth", as the
Breakthrough of the Year10.

In 1998 both Thomson et al. and Shamblott et al. succeeded at keeping human embryonic stem cells
in their undifferentiated states, thereby creating the first human embryonic stem cell lines33;34. This
paved the way for a lot of publications on the properties of these cells in 1999, prompting Science to
select it as their breakthrough35–38. Hints of the existence of stem cells were first seen in the 1960s,
when self-renewing cells were found in mouse bone marrow and a bone marrow transplant was
performed between siblings to successfully treat severe combined immunodeficiency (SCID)39;40.
In 1981 Evans et al. and Martin independently managed to isolate and maintain embryonic stem
cells for the first time, albeit in mice41;42. After the first hints of the existence of stem cells in the
1960s, the isolation of embryonic stem cells in mice by Evans et al. and by Martin in 1981 and in
humans by Thomson et al. and Shamblott et al. in 1998 classify as important breakthroughs.

Since their isolation, stem cells have been a valuable research tool. But besides being a tool, stem
cells hold the incredible potential to regenerate damaged or faulty tissue and thus be of great value
in restorative medicine as well. In the past decades, there has been numerous research on both
these issues43–45. Reason enough to designate the first human embryonic stem cell lines and the
subsequent research that they spurred as the 1999 Science Breakthrough of the Year.
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Figure 3.4: Developmental route of Stem cells.

Figure 3.4 shows my categorization of the Stem cells breakthrough. I applied the categories in the
following way:

1. Fundamental work done in the 1960s identifying stem cells for the first time.

2. The fundamental research done by Martin and Evans et al. to isolate mice embryonic stem
cells. At the time, it was predominantly a demonstration that embryonic stem cells could be
maintained without differentiating into different stem cells.

3. The important breakthrough of isolating and maintaining human stem cells by Thomson et
al. and Shamblott et al. in 1998. Their methods to maintain human stem cells have been
used in research and medicine since.

4. Science selects stem cells as theirs chosen breakthrough.
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3.4 2000: Whole genome sequencing

Since the discovery of DNA as the bearer of genetic information in 195246, researchers have longed
to read the the full text of the genetic textbook. In 2000, Science marked that this dream had finally
come to fruition11, as whole genome sequencing was finally coming of age. DNA consists of long
chains of the same four molecules, called bases, each one represents a single letter of genetic text.
Combinations of these four letters spell out the recipes for all the myriad proteins that life consists
of. DNA sequencing is the process of analyzing the bases to discover in which order they occur,
essentially reading the textbook. Although DNA sequencing has been possible since 197547;48, it
was only feasible to decipher small sections of the genetic code due to the painstaking nature of
these early methods.

Newer methods made it possible to sequence increasingly larger stretches of DNA, until the com-
plete genome of the bacterium Haemophilus influenzae was sequenced in 199549, making it the first
complete genome. In the following years sequencing techniques improved, allowing the sequenc-
ing of bigger genomes. Milestones worth mentioning here are the genome of the first multicellular
eukaryote, Caenorhabditis elegans in 199850 and two first drafts of the human genome in 200151;52.

The sequencing technique that allowed all these milestones to occur is known as shotgun sequenc-
ing. Shotgun sequencing works by breaking up a longer DNA strand into several shorter strands.
These shorter strands are then read after which the entire sequence is reconstructed using com-
puter programs. These programs exploit the fact that DNA consists of two complementary strands
to recombine the reads into the right order.

Although shotgun sequencing was first described since in 1979 by R. Staden53, it could only be
used to sequence smaller sequences (4000-7000 basepairs). It was only after several improvements
to this technology that it became possible to sequence large genomes. The first one of these was
pairwise end sequencing, also known as double-barrel shotgun sequencing, which sequences DNA
by targeting both ends of the strand. The first published use of pairwise end sequencing was by
Edwards et al. in 199054. A final innovation took place in 1995, when Roach et al. showed it was
possible to use strands of varying lengths, thereby greatly increasing the genome size that could be
sequenced55. This final innovation spurred the whole genome sequencing that took place in the
following years, starting with the sequencing of the complete genome of Haemophilus influenzae in
1995 and the sequencing of the human genome in 2001.

Whole genome sequencing has allowed us to read the full textbook of life for the first time. Since
the availability of whole genomes of several species, we are beginning to see how much our genetic
code shares with other species. Showing us how we are different, and perhaps more important, how
much we have in common. Whole genome sequencing has opened up large new areas of biological
research which will continue to generate new insights for years to come. Since this breakthrough
in 2000, scientists, doctors and biotechnology companies have also been working on applying these
techniques to the promise of personalized medicine.

Figure 3.5 shows my categorization of the development of Breakthrough of the Year celebrating
whole genome sequencing in the following way:

1. The discovery of DNA as the bearer of hereditary information in 1952. This fundamental
discovery showed us for the first time how our hereditary information is stored.
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Figure 3.5: Developmental route of Whole genome sequencing.

2. The development of the first DNA sequencing technologies in 1975 and the development of
shotgun sequencing by R. Staden in 1979. It was the development of these technologies that
enabled any sequencing project since.

3. Subsequent improvements on shotgun sequencing, with the turning point of Roach et al. in
1995 being the one that directly led to whole genome sequencing.

4. Science selecting whole genome sequencing as the Breakthrough of the Year.

3.5 2002: RNA interference

RNA interference (RNAi) is a cellular process by which RNA molecules alter the expression of genes
in Eukaryotes. Prior to the discovery RNAi, it was thought that only the interactions between DNA
and specialized proteins such as transcription factors control gene expression, via the well-known
processes of transcription and translation. In these processes RNA molecules function only as the
carriers of information, having no influence on the actual expression levels of genes. In 1990 it
became apparent that RNA might have more functions than only functioning as a messenger be-
tween DNA and the ribosome for the first time. Researchers discovered that some small RNA’s could
influence the transcription of genes in plants56;57. In 1998 Andrew Fire and his colleague Craig
C. Mello discovered new RNA functionality which allows the molecule to alter gene expression58.
Their discovery of RNAi opened up a new avenues of research and changed our fundamental un-
derstanding of the inner workings of the cell. This prompted Science to designate the discovery of
RNAi as the 2002 Breakthrough of the Year12.

RNA interference is usually initiated by the creation of a long double stranded RNA (dsRNA) se-
quence targeting the gene to be silenced. The dsRNA sequence is then cleaved into shorter dsRNA
fragments by the enzyme Dicer. The dsRNA fragments are then unwound into single stranded RNAs
(ssRNA) and incorporated into RNA-induced silencing complex (RISC). The ssRNA in the RISC will
then bind to the messenger RNA (mRNA), the molecule that transports the sequence information
of the gene to be expressed to the machinery that will create the actual gene product. When the
ssRNA binds to the mRNA, a protein called Argonaute cleaves the mRNA, preventing its eventual
translation into the gene product59. Other functions of interfering RNAs are known as well; it was
shown in 2006 that RNAi can also activate genes for example60.
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Nowadays, besides providing useful insight into the functioning of the cell and gene expression,
RNAi is being used as a valuable research tool to silence genes61. And in years to come it is likely
that we will also see applications of RNAi used in treatments of disease62.
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Figure 3.6: Developmental route of RNA interference.

In Figure 3.6 I have shown the developmental route of the RNA interference breakthrough. I have
applied the categories as follows:

1. The pivotal work by Fire et al. in 1998 showing the existence of the RNAi process and
thereby providing us with fundamental insight into the cell’s control systems. At the time it
predominantly provided insight into the workings of the cell. RNAi would later be applied as
a research tool.

2. In 2002 Science heralded RNAi as their yearly breakthrough.

3.6 2007: Human genetic variation

Although the first full human genomes were sequenced around 200111, the small number of individ-
ual sequences were insufficient to provide insight into the genetic differences between individuals
and their associated traits. In 2007, new techniques finally allowed researchers to start making
leaps in discovering how our genetic makeup differs from person to person. These insights are
helping clarify the evolutionary history of our species and give researchers the ability to link genetic
differences between people to specific traits such as eye color63 or disease64. The incredible in-
sights promised by these discoveries caused Science to nominate Human genetic variation the 2007
Breakthrough of the Year14.

These new results become available through Genome Wide Association (GWA) studies65. GWA
studies typically compare a large number of single-nucleotide polymorphisms (SNPs), mutations
consisting of one base-pair mutation, between two groups of people. One group is known to have a
certain trait worth studying, such as a specific disease, while the other group functions as a control.
Using statistical analyses it is possible to associate specific mutations with specific traits. After
associating a gene with a trait, researchers can further determine why this mutation has a certain
effect, increasing our understanding of countless diseases and other human traits.

There are two important factors that made the GWA studies possible14. The first is the availability of
large catalogs such as the International HapMap Project, which provide a map of the SNPs that vary
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most between individuals66. Such a catalog provides the ability to focus on relatively small parts
of the human genome, instead of having to sequence the entire genome for each subject, greatly
reducing the time and money needed for GWA studies. The second factor is the reduced cost and
increased capacity of the gene chips that allow for quick scanning of more than 100,000 SNPs65.

The first GWA study to test a large number of SNPs identified a gene linked to Age-Related Macular
Degeneration (AMD)14;67. In their 2005 article, Klein et al. describe in the supplementary materials
that they used SNP information from the HapMap project and gene chips and a corresponding
protocol developed by Affymetrix, a biotechnology company68. The International HapMap project
officially started with a meeting on October 27-29 in 200269. The gene chip technology developed
by Affymetrix builds on the earlier developed micro array technology, which was first described
by Tse-Wen Chang in 198370. Thus, the insights into Human genetic variation were largely made
possible by technological advancements as described in this paragraph.
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Figure 3.7: Developmental route of the Human genetic variation.

In Figure 3.7 I show the developmental steps and my categorizations. My rationale to categorize
the steps in this way is as follows:

1. The development of micro array technology by Tse-Wen Chang in 1983. Micro array technol-
ogy is a technology broadly used to map genomes. GWA studies could not have been done
without this enabling technology.

2. Further development of gene chips by Affymetrix in 2004 and the cataloging of SNPs by the
International HapMap project that started in 2002. It was the combination of these two
developments which enabled the first GWA studies to be done.

3. the first application thereof in a GWA study by Klein et al. in 2005 and the large number of
GWA studies following these developments. The first GWA study was a fundamental study,
providing insight into the underlying genomic differences that contribute to AMD.

4. Science designates insights into human genetic variation as their 2007 breakthrough.
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3.7 2008: Reprogramming cells

In 2008, two research breakthroughs caused Science to recognize "reprogramming cells" as the
Breakthrough of the Year15. Conventional wisdom holds that there is no going back once a cell is
differentiated. The developmental path of cells can be visualized as a tree with lots of branches
and one thick trunk on which possible paths only move upward: a cell cannot move downward
to become less differentiated than it is, or jump to another branch to become a different cell type.
However, around 2008 research groups did just those things.

In November 2007, a Japanese and a US group announced that they had succeeded in dedifferen-
tiating human skin cells into induced pluripotent cells (iPS), a type of stem cell, effectively pushing
cells down the tree towards the trunk71;72. And in October 2008 Zhou et al. published in Nature
that they changed adult pancreatic exocrine cells into insulin-producing beta cells in mice73. This
was the first time adult cells jumped a branch and turned into a different cell type.

Stem cells hold incredible potential, both for research purposes and for treating disease. Because
most human cells are difficult to keep alive in the lab, they are hard to study. Therefore, using stem
cells to generate new differentiated cells to study is an important research tool. In medicine, the
hope has always been that stem cells will one day be used to treat disease by restoring damaged
or faulty tissue. However, before the discoveries mentioned in this section, stem cells could only
be obtained by harvesting embryonic material, a practice that has always raised ethical debate.
The breakthroughs mentioned here have already given research a spectacular new tool for research
and might in the future help cure disease while at the same time obviate the usage of embryonic
material.

Researchers have known about stem cells since the early 20th century, and the first human stem cell
line was derived 199832;33. However, all the breakthroughs responsible for Science’s Breakthrough
of the Year build on pivotal research by Takahashi et al. in 200674. In that year, the Japanese
researchers demonstrated for the first time that it is possible to induce pluripotent stem cells by
introducing four factors: Oct3/4, Sox2, c-Myc, and Klf4. In their study, they pluripotent stem cells
from both mouse embryonic and adult fibroblasts. All subsequent research has used those same
factors or a variation thereof to induce stem cells in different organisms or from different cell types.
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Figure 3.8: Developmental route of Reprogramming cells.

Figure 3.8 shows my categorization of the development of the reprogramming cells breakthrough
in the following way:
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1. Previous fundamental discoveries on the existence of stem cells in the 20th century.

2. The pivotal work by Takahashi et al. in 2006 demonstrating for the first time that it is possible
to generate stem cells from adult cells. With this discovery they change the ruling paradigm
and our understanding of the basic rules of differentiating cells. Although this discovery
would later lead to applications, the publication by Takahashi et al. is fundamental in nature
as it only shows that it is possible to reprogram cells into stem cells.

3. Science designates reprogramming cells as their 2008 breakthrough.

3.8 2011: HIV treatment as prevention

The human immunodeficiency virus, or HIV, causes acquired immunodeficiency syndrome (AIDS).
(For more information on HIV, see section 3.1 on page 8) HIV is a retrovirus which can be treated
(but not cured) using antiretroviral drugs (ARVs). ARVs usually consists of multiple drugs to hinder
several functions of the virus at the same time, making it more difficult for the virus to evolve
resistance. In 2011 Science chose the discovery that ARVs not only treat existing infections, but also
function as prevention of HIV transmission as the Breakthrough of the Year16.

The HIV Prevention Trials Network (HPTN) is an international organization that develops trials
to test interventions designed to prevent the transmission of HIV. In 2005, the network started a
trial called HPTN 052 to test the hypothesis that treatment with ARVs would also prevent virus
transmission. The study enrolled 1763 "discordant" couples; couples in which one person is already
infected with HIV and the other person is not. The couples were randomly assigned to one of two
groups: in one group the HIV-positive person would immediately receive ARV treatment and in
the other group the HIV-positive person would only receive treatment when CD4-count (a standard
measure of progression of an HIV infection) drops to 200 or lower. Since HIV is sexually transmitted,
the number of partners with the same HIV strain as their initially infected partner in both groups
gives an indication of the effectiveness of ARVs as prevention.

The trial was planned to continue until 2015. However, in April 2011 the independent monitoring
board recommended to offer ARVs to all infected participants immediately due to the success of the
ARV treatment in preventing transmission. When using ARVs the risk of transmission is reduced by
96%75. This discovery marked a turning point in the handling of the AIDS epidemic, granting it
the Science breakthrough of the year. The question is no longer whether ARV treatment works as
prevention, but how to apply the knowledge that it does as soon as possible.

Figure 3.9 shows my categorization of the development of the HPTN 052 breakthrough in the
following way:

1. The successful trial by Cohen et al. demonstrating for the first time that ARVs prevent HIV
transmission. Even during the process of their discovery, their insights were applied to the
second group of test subjects.

2. In 2011 Science designates the trial as their yearly breakthrough.
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Figure 3.9: Developmental route of the HPTN 052 HIV Prevention Trial.

3.9 2013: Cancer immunotherapy

In the year 2013, Science designated the discovery of cancer immunotherapy as its Breakthrough
of the Year17. Cancer immunotherapy is a series of medical techniques designed to activate the
immune system to seek out and destroy cancer cells. Although the eventual fate of cancer im-
munotherapy remains unclear, its discovery and recent successes have already succeeded in chang-
ing the outlook on the future of cancer treatment, warranting its designation as the 2013 Break-
through of the Year. Development of the techniques and research into cancer therapy currently
continues at a rapid pace.

Cancer immunotherapy works by introducing antibodies that target immuno-supressant proteins
into the patients bloodstream, thereby evoking a powerful T-cell response to tumors. The first devel-
oped therapies work by inhibiting the cytotoxic T-lymphocyte antigen 4 (CTLA-4) and programmed
death 1 (PD-1) proteins, which function as inhibitory regulators of T cells, in effect freeing the T
cells to target tumors. So far several successful drug trials have proven that cancer immunotherapy
is beneficial to society. In addition to that, the recent developments in immunotherapy have spurred
new avenues of research and treatment that might be a boon for cancer patients in years to come.

In 1987, French researchers who were interested in the workings of the human immune response
identified a new protein receptor on the surface of T cells, CTLA-4, and managed to clone the
encoding gene76. Similarly PD-1 was discovered in 1992 by Ishida et al.77. For both proteins, the
next step was determining their function as elements regulating the immune response. For CTLA-4
this came in 1995, when two groups showed that mice without CTLA-4 develop overactive immune
systems, revealing CLTA-4’s nature as an immunesupressor78;79. PD-1’s role became clear in 1999,
when Nishimura et al. discovered its role as a negative regulator of immune response80.

The leap towards therapies to treat cancer came in 1996, when James Allison demonstrated that
inhibiting CTLA-4 with an antibody could lead to tumor regression in mice81. After Allison’s success
he and two biotechnology companies Medarex and Bristol-Myers set to work on developing the first
drugs, which eventually led to drug trials and successful treatments.

Also related to cancer immunotherapy is chimeric antigen receptor therapy (CAR therapy), a per-
sonalized treatment using genetically altered T cells. In 2010, Rosenberg and colleagues published
results which involved modifying a patient’s T cells to make them target tumors82. However, CAR
therapy remains experimental for the time being, while therapies based on antibodies against CTLA-
4 and PD-1 are going mainstream. Therefore I have disregarded CAR-therapy in this analysis.
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Figure 3.10: Developmental route of Cancer immunotherapy.

Figure 3.10 shows my categorization of the development of the cancer immunotherapy break-
through in the following way:

1. Two fundamental discoveries of the proteins CTLA-4 and PD-1 and the subsequent discoveries
on their respective functions. At the time, no one was thinking about applying knowledge of
these proteins to the treatment of cancer.

2. The leap of Allison to translate these fundamental insights into a demonstration of tumor
regression in mice. Although crucial to the eventual development of cancer therapies, the
work by Allison is fundamental in nature.

3. The subsequent work of Allison and two biotechnology companies to turn this discovery into
effective drugs, which is clearly an application of earlier research.

4. Science recognizes the Breakthrough in 2013.

3.10 Summary and analysis of results

Table 3.1 shows all the Breakthroughs of the Year I analyzed and the number of steps within its
developmental route that were assigned to each research category. This summary shows that there
is much variation in the type of research leading up to a breakthrough. The variation seen here is
two-fold: both within the routes and between routes no single pattern can be found. The different
steps leading to a research breakthrough vary from case to case. But in almost all cases there are
at least two different categories of research steps present. Between the different routes there is also
no single pattern that dominates. This becomes more apparent when one takes the order of the
different research steps into account, which are not shown in the Table.

So even this simplified case study tremendous variation in the research leading up to a breakthrough
can be found. It is safe to assume that if the full complexity of the developmental paths had been
captured, the amount of variation would have been even higher.
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Table 3.1: Table listing all the research breakthroughs I analyzed. Each row represents the developmental paths
of one of the breakthroughs. The last three numbers in each row represent the number steps I categorized as
fundamental (FR), applied (AR) or technological (TR) research respectively.

Year Page Breakthrough FR AR TR
1996 8 Understanding HIV - Protease inhibitors 1 1 1
1996 8 Understanding HIV - Chemokines & co-receptors 3 0 0
1997 10 Dolly the sheep, the first mammal to be cloned from adult cells 1 0 1
1999 11 Capturing the promise of youth with stem cells 2 0 1
2000 13 Full genome sequencing 1 0 3
2002 14 RNA interference 1 0 0
2007 15 Human genetic variation 1 0 2
2008 17 Cellular reprogramming 2 0 0
2011 18 HPTN 052 clinical trial 0 1 0
2013 19 Cancer immunotherapy 2 1 0

Total 14 3 8
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4. Conclusion & discussion

With this thesis I tried to provide an answer to the question I asked in the introduction:

How have recent research breakthroughs that were beneficial to society been reached?

To this end I analyzed nine cases from Science’s Breakthroughs of the Year. Besides providing my
answer to this question in this chapter I will also list gained insights and consider policy recom-
mendations. Furthermore, I also discuss possible future directions that could be explored to expand
the work in this thesis. Finally, I will describe how this work adds to previous research already
undertaken in this area.

4.1 Insights & policy recommendations

The routes leading to societally relevant breakthroughs are highly varied. My analysis shows
that the developmental routes, when categorized into three different types of research, show much
variety. The different steps leading to a single breakthrough often belong to different categories.
But there is also a lot variety between routes, with no single pattern dominating. This belies the
commonly held belief that "real" breakthroughs can only come about by fundamental research. This
point is the most important answer to my research question.

This thesis can be seen as a critical case. The case study I performed contained only few cases
and the developmental routes where simplified to linear paths. It is safe to assume that the variety
I witnessed would have been much greater when the full complexity of research breakthroughs
would have been considered.

The ecology of different routes require different funding instruments. The different routes
described in this thesis can be viewed as an ecology of research that requires diverse funding in-
struments to achieve all desirable results. The developmental routes can each be stimulated using
different types of funding. Policy makers would be wise to consider this fact when deciding on how
and what types of research to fund.

Requirements to demonstrate societal benefits in research proposals should be lessened. As
I have shown here, fundamental research has its place in the diverse ecology leading to societal
benefits. This does not mean however that these benefits are always apparent when the research
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is first conceived. It would be fair to lessen the requirements for some funding instruments, so
that fundamental research which might eventually contribute to a great breakthrough also has its
chance to acquire funds.

4.2 Discussion & future improvement and additions

My first attempts to study funding of research breakthroughs proved to be impractical. Mea-
suring the societal benefits of research funded in a single year by two comparable funding programs
(directed and undirected) would have had the benefit of a relatively unbiased selection of scien-
tific work to compare. However, selecting two programs and tracing and quantifying the societal
benefits of the funded research proved to be both time-consuming and difficult because of poorly
available data. It soon proved that the time alloted to this thesis would be insufficient to complete
the study using this approach. However, future researchers with more time could still pursue such
a strategy.

More complex developmental routes. A simple way to extend this research would be to allow for
more complex developmental routes.

It has proven difficult to know where to draw the line when tracing the developmental histo-
ries for each case. When analyzing the backstory to each research breakthrough, there has to be a
point where to stop. I have tried to determine this point as best I can, but a case for different points
can certainly be made.

Categories can be applied differently. The categories I created to apply to the different steps of
each developmental route can be applied differently. I tried to resolve this issue by applying these
categories with respect to the original Science articles describing the breakthroughs.

There are relatively few Science Breakthroughs of the Year, introducing a bias. A bigger sample
of research breakthroughs to analyze would certainly improve the analysis and insights this thesis
offers. Another benefit of more cases would be the possibility to perform a statistical analysis
on the different developmental routes, which might lead to more precise insight into scientific
breakthroughs.

4.3 Outlook

With this thesis, I show the variety of research required to enable a breakthrough. This thesis
shows the diversity of routes that contribute to research breakthroughs beneficial to society. Earlier
work has not shown this at this point. In 2009 Heinze et al. compared research breakthroughs
in two different fields: nanotechnology and human genetics83. For a number of breakthroughs
they studied the organizational structures such as group composition and funding. In contrast
to this study, their approach focused on the groups that achieved the breakthrough, and not on
the developmental route leading to the breakthrough. A study by Hollingsworth in 2002 is more
comparable to this one5, but also focuses on institutional factors.
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