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ABSTRACT 

Although the various drivers of innovation have been discussed extensively by innovation scholars, design 

has only recently been acknowledged as a possible driver of innovation. This study builds on the study by 

Roberto Verganti (Verganti, 2008) on the Design Driven Innovation process and elaborates on the existing 

framework for this process. The framework on the Design Driven Innovation process suggests that 

upcoming innovations or changes in sociocultural context and technology are first picked up by 

interpreters who create visions. These visions are used by companies to create innovative products which 

are used by users in the sociocultural context. Therefore there should be a delay between the moment 

interpreters start discussing a topic and the moment it is picked up by the sociocultural context. This 

delay is equal to the time it takes a company to develop the vision from the interpreters into a product 

for the users. This consequence of the framework is tested in this study. The output from a group 

interpreters in the International Journal of Vehicle Design is analyzed and compared to the output of the 

sociocultural context, which is represented by newspaper articles in the New York Times. Word co-

occurrence networks are used to identify the topic of the discussion at a certain point in time. Of the 12 

identified topics, 8 topics show the expected delays. The total of 18 observed delays average at 5 years 

which is consistent with the expected time a company needs to develop a product. The main conclusion 

in this study is that an analysis of interpreters in an interpreter network may indeed provide useful 

information on changes in the sociocultural context and could thus be used to anticipate change. 

However, the limited amount of observed topics make future research in this field necessary. 
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PREFACE 

Here I will introduce the topic that attracted my 

attention after 3 years of training as an 

industrial designer at the Eindhoven University 

of Technology (TU/e) and 2 years of training in 

innovation management at the Utrecht 

University (UU). I became fascinated with the 

role of the designer in the innovation process. 

At the TU/e I learned that the designer could be, 

or maybe even should be, the starting point of 

innovation. The role of the designer is to 

interact with all the actors involved, like the 

engineers, users and marketing departments to 

create an innovative product. At the UU I 

learned that there are many different kinds of 

so called drivers of innovation, like a technology 

or the user but design was not discussed at all 

when looking at the drivers of innovation. So 

what is the role of the designer? And what is the 

role of design. The example below made me 

think even more about this topic and it was the 

first step towards the study in this report. 

During the 1972 Olympic Games car 

manufacturer BMW revealed the brand new 

BMW Turbo Concept car. The Turbo Concept 

was not just any sports car, it was the first safety 

oriented sports car ever. Head designer Paul 

Bracq had a vision for what would become 

important in the future of sports cars, and cars 

in general, and he and his team of designers and 

engineers worked in the years before 1972 to 

create a concept car that reflected their vision 

of the future. The car was both from an 

engineering and design perspective something 

new. The Turbo Concept was the first sports car 

to feature ABS, radar-based distance warning 

and a lateral acceleration sensor (which is used 

today in the ESP system). The design eliminated 

blind spots, incorporated the roll-cage in the 

body and incorporated a special shock absorber 

to prevent deformation of the car in case of a 

collision at low speed. Although the BMW Turbo 

Concept did not become a production car it did 

serve as a template for many BMWs that were 

produced from the mid-тлΩs onward. Did the 

vision and design of Paul Bracq and his team 

push or drive the innovation in the field of 

sport-car safety within BMW? 

Although there might be various opinions on 

this specific case there is an interesting thing 

about it. When looking at the amount of 

scientific publications around the time the team 

of Paul Bracq started the development of the 

Turbo Concept, there are hardly any 

publications that write about ΨŎŀǊ ǎŀŦŜǘȅΩ. A little 

over 2 years after the presentation of the Turbo 

Concept there is a large increase in publications 

on this topic. Might there be a relation between 

the BMW Turbo Concept, designed from the 

vision of Paul Bracq and his team, and the 

sudden and sharp increase, shown in Graph 1, in 

scientific output on this topic a few years later? 

And if so, how could this help us understand 

innovation and the role of the designer (Paul 

Bracq in this case) in the innovation process? 
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Amount of scientific articles published on the topic of 'car safety'. Graph from Reuters Web of Science (x-axis 
represents the years from 1949 until 1990, the y-axis represents the amount of articles published) 
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INTRODUCTION 

Innovation is known to be a complex subject in which lots of actors and influences should work together 

in order to be successful. Innovation scholars address these actors and influences in order to create a 

deeper insight in how innovation works. This helps to make innovation related decisions in companies 

and governments and allows a certain amount of steering and management of innovation. In this study 

the focus will be on a specific influence that might be able to drive the innovation process, which is 

design. 

 

Drivers of innovation 

The question on what drives innovation, or what 

ǘƘŜ άǇǊƛƳŜ ƳƻǾŜǊέ (Dosi, 1982) of innovative 

activity is, has been addressed multiple times, 

some of which will be discussed very briefly and 

somewhat stylized below as examples, and very 

different answers have been given over the 

years. 

Joseph Schumpeter was one of the first to 

address technology push and demand pull as 

driving forces behind innovation, from his 

economically oriented approach. If innovation is 

ΨǇǳǎƘŜŘ ōȅ ǘŜŎƘƴƻƭƻƎȅΩ ƛǘ ƳŜŀƴǎ ǘƘŀǘ ǘƘŜǊŜ ƛǎ ŀ 

new technology available which, because it 

exists, results in new innovative products even 

when there is no market for this new product 

(yet). On the other hand, if the market has 

certain demands these demands will be met 

through new innovations, there will be 

developments and innovations that satisfy this 

demand (mainly due to economical drivers 

among the innovators). Later, in the Neo-

Schumpeterian evolutionary tradition of 

economics, this evolved into the idea that 

innovation is a process which is balanced by 

both demand side factors and supply side 

factors, e.g. in a technological paradigm (Dosi, 

1982). Many cases have been described using 

this knowledge, which has been proven very 

useful, however, there are cases that cannot be 

explained through technology push and/or 

demand pull. άIt is among the most basic tenets 

of innovation research that technology-push or 

demand-pull models cannot explain 

technological change adequately.έ (Peine & 

Herrmann, 2012, p. 1496). 

Lƴ ǘƘŜ мфтлΩǎ Eric von Hippel investigated some 

cases in which technology push and demand 

pull were not sufficient to explain the observed 

innovations (Hippel von, 1976). In these cases 

some of the users where able to drive the 

innovation process and von Hippel addressed 

users as driver of innovation in his theory on 

User Innovation. User Innovation examines the 

possible role of the user in the innovation 

process. More specifically the role of the lead 

users in the innovation process, where the lead 
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user is a user who experiences needs long 

before other users face this need and who 

benefits strongly from a new solution. In result, 

this user creates an innovation for own use 

which is picked up by other users and ultimately 

companies. The lead user in the User Innovation 

process can be seen as an entrepreneur. The 

main difference between the regular 

entrepreneur and in the User Innovation 

process is described by Heaflinger (Haefliger, 

Jäger, & von Krogh, 2010, p. 1198): 

ά9ƴǘǊŜǇǊŜƴŜǳǊǎƘƛǇΣ ώΧϐΣ ƛǎ ŀ ǇǊƻŎŜǎǎ ǿƘŜǊŜ 

opportunity recognition precedes prototype 

deǾŜƭƻǇƳŜƴǘ ώΧϐΦ Lƴ ǘƘŜ ŎŀǎŜ ƻŦ ǳǎŜǊ 

entrepreneurship, however, this process is 

reversed: users first develop prototypes and, 

while using and gaining experience with the new 

design, recognize a potential for 

commercialization of their product or service 

ώΧϐΦέ 

A third, later study on the drivers in the 

innovation process is the work by Trevor Pinch 

and Wiebe Bijker (Bijker & Pinch, 1984) on the 

Social Construction of Technology (SCOT). They 

argue that in some cases relevant social groups 

are the drivers of innovation and that these 

groups drive innovation based on the meaning 

that they give to a new product. Their study 

focusses on relevant social groups which 

ƛƴǘŜǊǇǊŜǘ ƛƴƴƻǾŀǘƛƻƴǎ ŀƴŘ ΨōŀǘǘƭŜΩ ǘƻ ŜǎǘŀōƭƛǎƘ ŀ 

dominant design through certain closure 

mechanisms. Just like the previously discussed 

drivers of innovation, relevant social groups as 

the driver of innovation can be used to explain 

some cases, like for example the early 

developments in hydrogen storage technologies 

(van Lente & Bakker, 2010), but not all cases. 

These 3 (simplified and stylized) examples of 

drivers of innovation above are only a portion of 

the identified drivers of innovation. Obviously, 

neither one of these drivers is able to explain 

each and every case of innovation. However, 

they all contribute to a canon that can be used 

for analysis and explanation of innovation cases. 

The above mentioned drivers of innovation have 

been studied extensively in the past decades 

and they are widely accepted and used for 

analysisΦ vǳƛǘŜ ǊŜŎŜƴǘƭȅ ŀ ΨƴŜǿΩ ŘǊƛǾŜǊ ƻŦ 

innovation has been ΨdiscoveredΩΥ ŘŜǎƛƎƴ. This 

study will focus on this specific driver of 

innovation because of the limited amount of 

knowledge on this topic. 

 

 

Design as a driver of innovation  

In the past deŎŀŘŜ ŘŜǎƛƎƴ Ƙŀǎ ŜǾƻƭǾŜŘ άfrom the 

unspoken intuition of an individual designerέ 

(Verganti, 2008) ǘƻ ǎƻƳŜ ƪƛƴŘ ƻŦ άorganizational 

ǇǊƻŎŜǎǎΣ ώΧϐ ǘƻ ƎŜǘ ŎƭƻǎŜǊ ǘƻ ǳǎŜǊǎ ŀƴŘ ǘƘŜƛǊ 

actual needsέ (Verganti, 2008). The main 

reasons for this change is the increased 

attention to design as a tool for understanding 

users and innovation. This attention was mainly 

drawn by the success stories of, for example, 

design studio IDEO ( (Kelley, Littman, & Peters, 
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2001); (Kelley & Littman, 2006) ). Enormously 

popular bƻƻƪǎ ƭƛƪŜ Ψ¢ƘŜ ¢Ŝƴ CŀŎŜǎ ƻŦ LƴƴƻǾŀǘƛƻƴΩ 

ŀƴŘ Ψ¢ƘŜ !Ǌǘ ƻŦ LƴƴƻǾŀǘƛƻƴΩ show how designers 

and design can play an important role in the 

innovation process mainly through a 

combination of learning about the user and a 

creative process. 

The methodology described by Kelley is referred 

to as a User-Centered Design (UCD) approach. 

This approach is now used in more and more 

companies and organizations ( (Venturi, Troost, 

& Jokela, 2006); (Mao, Vredenburg, Smith, & 

Carey, 2005) ) but next to companies also 

scholars have adopted the UCD method in 

certain types of research ( (Siebenhandl, 

Schreder, Smuc, Mayr, & Nagl, 2013); (Veinot, 

Campbell, Kruger, & Grodzinski, 2013); (Fitton, 

Cheverst, Kray, Rouncefield, & Saslis-Lagoudakis, 

2005); (Johnson, Johnson, & Zhang, 2005), 

among others). The UCD method is based on 

large amounts of observations and interactions 

with the users. It takes a very anthropological 

approach to product development because it 

starts with a thorough investigation of the needs 

and desires of users. The user is involved in the 

design process and even before the design 

process as inspiration for new products, which 

should ensure products are tailored to the 

target group. 

In the UCD approach the designer is usually part 

of the company, either in some kind of design 

department or as part of the engineering 

department, like for example described by the 

study during usability trails by Woolgar (1991) 

where engineering and design departments are 

entities within the company. Looking at this 

situation it can be described as a link in which a 

company (specifically the design and/or 

engineering department) creates a product 

which is sold to a user and this user is observed 

while using the new product by the company in 

order to create a another product, which is 

shown in Figure 1. 

In 2008, Roberto Verganti observed another 

approach by certain design intensive firms in 

Italy, like Alessi, Artemide, and Kartell. These 

companies did not observe their users, as 

opposed to UCD and the usability trails from 

Woolgar (1991), but were still able to create 

innovation that was driven by design, for 

example the family follows fiction products by 

Alessi which was the first to use plastics in 

kitchenware. So how did design play a role in 

the innovation process of these companies? 

How are these companies different from UCD 

companies? And how are these companies able 

to create meaningful innovations without 

knowledge on their users? He named the 

approach the Design-Driven Innovation 

User Company

Figure 1. User-Centered Design approach according to 
Verganti (2008) 



 

 8 

approach (DDI) and in contrast to the UCD 

approach it does not start from the needs or 

whishes from the user. The main reason for this 

is that the users are submerged in a 

άsociocultural contextέ (Verganti, 2008). This 

context is much like a paradigm in which it is 

almost impossible to come up with new 

solutions for problems because the context 

dictates a certain way of problem solving and a 

certain pattern of thought. Therefore users will 

not tell you anything radically different from the 

status quo, they are influenced by their context 

which makes it impossible to create innovative 

ideas. A famous quote by Henry Ford on the 

shift from transportation by horse to 

automobiles ƴƛŎŜƭȅ ƛƭƭǳǎǘǊŀǘŜǎ ǘƘƛǎ ǇǊƻōƭŜƳΥ άIf I 

had asked people what they wanted, they would 

have said faster horsesΦέ  

Because users might not be very helpful in 

creating innovation, DDI relies on the vision that 

a company has on what the future will look like. 

This vision is the basis for all the decisions that 

have to be made in a company, for example a 

decision on which product to develop next or 

decisions regarding Intellectual Property Rights 

(IPR). Such a vision in not merely based on 

sparks of creativity or randomness, like the term 

design is often associated with. Instead, these 

companies seem to have found a different 

source of knowledge than users, like in the UCD 

method. According to Verganti (2008) these 

companies acknowledge that they are part of a 

άnetwork of actors who explore future meanings 

and influenceέ (Verganti, 2008, p. 444). This 

means that the company is not the only actor 

that tries to understand the changes in society 

or the changes in sociocultural context of users. 

Some of these other actors in the network could 

beΥ ά 

 

1. CƛǊƳǎ ƛƴ ƻǘƘŜǊ ƛƴŘǳǎǘǊƛŜǎ ŀŘŘǊŜǎǎƛƴƎ ǘƘŜ ǎŀƳŜ ǳǎŜǊ ǇŜǊǎƻƴ ƛƴ ǘƘŜ ǎŀƳŜ ŘƻƳŜǎǘƛŎ ŎƻƴǘŜȄǘ ώΧϐ ǘƘŀǘ 

are similarly willing to understand what people could want to experience in their domestic life. 

2. Product designers, who have their own vision and language about domestic lifestyle, a vision 

developed by working with several different firms in the industry. 

3. Architects, who design houses and living spaces. 

4. Magazines and other media of interior design, which often develop domestic scenarios. 

5. {ǳǇǇƭƛŜǊǎ ƻŦ Ǌŀǿ ƳŀǘŜǊƛŀƭǎ ώΧϐΦ 

6. ¦ƴƛǾŜǊǎƛǘƛŜǎ ŀƴŘ ŘŜǎƛƎƴ ǎŎƘƻƻƭǎ ώΧϐΦ 

7. {ƘƻǿǊƻƻƳ ŀƴŘ ŜȄƘƛōƛǘƛƻƴ ŘŜǎƛƎƴŜǊǎ ώΧϐΦ 

8. Artists, who are recogƴƛȊŜŘ ŀǎ άǎȅƳōƻƭƛŎ ŎǊŜŀǘƻǊǎέ ώΧϐ and whose pieces eventually often appear 

in houses. 

ά (Verganti, 2008, pp. 444-445) 
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These actors are all actively creating images of 

what the user might look like in the (near) 

future through their specific knowledge and 

experiences in their empirical field. The idea 

behind DDI is that, through interactions with 

these actors, it becomes possible to get a more 

comprehensive view on sociocultural changes 

and that combining knowledge from these 

actors increases the ability to create a successful 

innovation that anticipates societal change. This 

is ǿƘŀǘ ǘƘŜ ŎƻƳǇŀƴƛŜǎ ƛƴ ±ŜǊƎŀƴǘƛΩs (2008) study 

do, they maintain connections with several 

actors in a network to gain knowledge on what 

the user might look like in the future and from 

this they create their own vision of the future. 

¢ƘŜ ŜŀǊƭƛŜǊ ƳŜƴǘƛƻƴŜŘ ΨCŀƳƛƭȅ Cƻƭƭƻǿǎ CƛŎǘƛƻƴΗΩ 

series by Alessi is an example of this since Alessi 

had the vision that kitchenware had to become 

more personal. To achieve this they asked 

designers for their interpretation of the research 

by Donald Winnicott on transitional objects 

from children (like teddy bears). 

Due to this interaction with other actors in the 

same network it is possible to maintain a 

relatively small company that is able to output 

very interesting innovations, like the Italian 

design companies and more technological 

companies like Bang & Olufsen ƛƴ ±ŜǊƎŀƴǘƛΩǎ 

research. Verganti calls the actors outside the 

company that actively create visions on what 

the user might look like in the future 

interpreters, because they make interpretations 

of their own empirical field to create 

predictions. These interpreters actively interpret 

society and the user as well as new 

technological developments in order to create a 

more accurate view on what the future might 

look like. They are thus not limited to only 

observations of users (and the sociocultural 

context). Different interpreters can have 

different focus areas, e.g. product designers will 

have a different source of knowledge and 

different focus than suppliers of raw materials, 

where the first might interpret the behavior of 

users while the latter interprets the demands 

for certain materials. Companies that apply a 

DDI approach interact with a selection of these 

interpreters to create their own vision on the 

future.  

Instead of the link presented in Figure 1, 

companies that apply a DDI process gain 

knowledge through interpreters rather than 

users. This situation can be represented by the 

scheme in Figure 2. 
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Like mentioned before, in a DDI approach the 

company is guided by a vision of the future. 

Verganti (2008) argues that this vision has to 

contain expected breakthroughs in product 

meaning, as well as expected changes in the 

sociocultural context. The company acts on 

these expected changes by making a proposal, 

which is a product that the company creates 

without empirical evidence that this product will 

become a success, which has parallels with 

technology push strategies. Verganti also 

observed that these companies are quite good 

at making innovative proposals, good enough to 

create a very successful company like Alessi.  

Because the vision is created from the input of 

the interpreter network this implies that the 

interpreter network is able to say something 

meaningful about what can be expected in the 

(near) future in terms of changes in the 

sociocultural context and product meaning. 

Although the importance of product meaning 

and sociocultural context (which are strongly 

related concepts) for the success of an 

innovation is stressed by several authors (e.g. 

(Verganti, 2008); ό5ŜƭƭΩ9Ǌŀ ϧ ±ŜǊƎŀƴǘƛΣ нлммύ; 

(Utterback, et al., 2006)) the relationship 

between interpreters or the interpreter network 

and sociocultural change has not been 

investigated any further. Through some 

observations the relation has been exposed but 

there is no answer to the question how such a 

relation works and why it might be effective in a 

DDI approach. This study therefore seeks to gain 

more in-depth knowledge on the relation 

between the interpreters and the sociocultural 

context. 

 

The main research question in this study is:  

 

RQ. What is the relation between interpreters in an interpreter network and users in a 

sociocultural context? 

 

User Company

Interpreter

Figure 2. DDI approach according to Verganti (2008) 
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The answer to this research question is another 

step towards a better understanding of the DDI 

process. Furthermore, by identifying the links 

between the interpreters and the sociocultural 

context it might become possible to measure 

these links and the performance of this 

innovation system over time.  

The first step is to analyze the different links and 

interactions that exist or should exist according 

to the literature. The models in Figure 1 and 

Figure 2 will be elaborated so they will show the 

flows of information and products. After the 

models are completed the focus will be on the 

connection(s) between the interpreters in the 

interpreter network and the sociocultural 

context. To go deeper into these links it will be 

attempted to analyze and measure the links 

using network analysis tools. 

 

 

Hypotheses 

In order to answer this research question some sub-questions are posed which should provide a part of 

the answer. The first area of focus is the different relations that interpreters and the sociocultural context 

have. To find these relations and structure them, a theoretical framework will be constructed from the 

existing literature, mainly on DDI. For this the existing schemes in Figure 1 and figure 2 will be elaborated. 

It is expected that the link between interpreter and sociocultural context depends on the nature of the 

ƛƴǘŜǊǇǊŜǘŜǊ ōŜŎŀǳǎŜ ǘƘŜǊŜ ŀǊŜ Ƴŀƴȅ ŘƛŦŦŜǊŜƴǘ ƪƛƴŘǎ ƻŦ ƛƴǘŜǊǇǊŜǘŜǊǎ ƛƴ ±ŜǊƎŀƴǘƛΩǎ ǎǘǳŘȅ (2008). 

SQ 1. What are the links between interpreters in an interpreter network and the sociocultural 

context according to existing literature? 

SQ 2. What are the different types of interpreters? 

 

The theoretical framework will be used to describe the links between interpreters and the sociocultural 

context. To go deeper into these links, and to show that the links actually exist, a semi-quantitative study 

will be conducted. To conduct this analysis both the sociocultural context as well as the output of the 

interpreters should be quantified. In this quantitative study the output of an interpreter and the output 

of the sociocultural context is compared over time. From the theory above we learned that in a DDI 

process the interpreters have a vision of what the sociocultural context will look like in the future. This 

means that if we would observe the interpreter over time and the sociocultural context over time we 

should observe a delay between the change in vision of the interpreters and the actual change in 

sociocultural context, where the vision of the interpreter changes before the actual change in 

sociocultural context. 
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SQ 3. How can the output of the interpreters and the sociocultural context be quantified for 

analysis? 

SQ 4. Is there a delay between the changes in vision of the interpreters and the actual 

sociocultural change? 
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THEORETICAL FRAMEWORK 

In order to investigate the research question some context is needed. In this chapter, several strands of 

literature will be combined to create a theoretical framework that can be used to investigate the 

research question. The framework will start from the User-Centered Design approach since there is a lot 

of knowledge on this topic and because it forms the basis for the knowledge on Design-Driven 

Innovation. 

 

 

Developing a framework of DDI 

The basis for the theoretical model is the 

scheme of User-Centered Design by Verganti 

(2008), which has been presented earlier in 

Figure 1. In this model there is a link between 

the company and the users and vice versa. 

According to the UCD method the company 

should base any product development on 

extensive observations of the (potential) users. 

These observations should reveal the needs that 

users have and the product that the company 

develops should fulfill this need. User needs 

should not be confused with demand, since 

needs refer to a quality, like a specific product 

feature, while demand refers to a quantity, e.g. 

the product can be sold to 100.000 potential 

customers (Peine & Herrmann, 2012). The link 

from the company to the users is the final 

product that is sold to the users. Through 

observations of the interaction between users 

and the new product another product 

development cycle can be started. Therefore the 

model from Figure 1 will now be represented as 

a continuous cycle (instead of the linear figure 

by Verganti). 

Now that we have a starting point we will zoom 

in on the individual items of the model. Starting 

from the company side of the model we notice 

that the company takes observations of users as 

input and has a product as output. However, the 

company needs more than just user 

observations to create a product. Peine and 

Herrmann (2012) show that for innovation 2 

types of knowledge are needed: Use knowledge 

and Design knowledge. The knowledge that is 

related to how a product is used by end users 

and what interfaces are needed for the user to 

access all the features of the product is called 

the use knowledge. There are several possible 

ways to acquire this knowledge. Peine and 

Herrmann (2012) identified 6 of these sources of 

use knowledge from literature. From these 6 

sources the direct representation is the most 

used one in User-Centered Design. It basically 

means that the company (or the designers 

working within this company) create a 

representation of the end user through 

empirical investigations on the envisioned users, 

which is indeed the core concept of UCD. This 
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approach is in design often referred to as 

Personas, which is a fictional representation of 

the end user. The design knowledge includes all 

ǘƘŜ ƪƴƻǿƭŜŘƎŜ ǘƘŀǘ άώΧϐ ƛƳǇƭƛŜǎ ƛŘŜŀǎ ŀōƻǳǘ 

how a technology is designed, manufactured 

and marketed.έ (Peine & Herrmann, 2012). 

Design knowledge is therefore often integrated 

ƛƴ ǘƘŜ ŎƻƳǇŀƴȅΤ ƛǘΩǎ ǘƘŜ ƪƴƻǿƭŜŘƎŜ ŀƴŘ ǎƪƛƭƭǎ 

that the company has to create and sell a 

product in the first place, like engineers, 

marketers, etc.  

Utterback et al. (2006), who also take a UCD 

approach to the role of design in the innovation 

process, add to this that a company also needs 

the knowledge about product language in order 

to develop (innovative) products. άώtǊƻŘǳŎǘ 

language] concerns the signs that can be used to 

deliver a message to the user and the cultural 

context in which the user will give meaning to 

ǘƘƻǎŜ ǎƛƎƴǎΦέ (Utterback, et al., 2006). For the 

source of this type of knowledge we need to go 

back to the UCD approach that is used here. 

From the UCD approach we know that all 

knowledge regarding the user, or the context of 

the user, is almost exclusively acquired from 

anthropological studies of these users, which 

means that the knowledge about product 

language also comes from observations of the 

users. 

All the knowledge that the company gathers, 

the design knowledge, use knowledge and 

knowledge about product language are 

combined to get to the final product. This 

process is guided by the direct representation of 

the user and inscribes the way the company 

expects the user to interact with the product 

(Woolgar, 1991). 

 

In Figure 3 the company part of the model in Figure 1 is elaborated to incorporate the above discussed 

concepts. 
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On the user side of the model there has not 

changed much. However, the model from Figure 

1 is a little too idealistic in the sense that it 

assumes that the company has an interaction 

with all the users the product is sold to. 

Although this might be true in some extreme 

cases, i.e. a company with a very small user base 

like an aircraft manufacturer, such a company 

will be more of an exception. A more realistic 

assumption is that the product is sold to many 

users and some of these users will be included 

in the anthropological studies that the company 

conducts to gain use knowledge and product 

language knowledge. Therefore not all users are 

included in the feedback loop, which is included 

in Figure 3. 

From this framework on UCD we learn that the 

creation and development of innovative 

products in the UCD approach is based mainly 

on flows of knowledge from the company to the 

user and vice versa. Use knowledge, design 

knowledge and knowledge about product 

language are ƛƳǇƻǊǘŀƴǘΦ CǳǊǘƘŜǊƳƻǊŜ ǿŜΩǾŜ 

seen that the company inscribes their 

representation of the user into the product.  

Now that we have a starting point, with the UCD 

method, we can look at how the identified 

influences, like the 3 types of knowledge, are 

present in the DDI method. The main difference 

with this approach is the extra actor (the 

interpreter) that becomes the link between the 

Design knowledge

Use knowledge
Direct 

representation of 
the user

Product

User

Users

Product language

Figure 3. Elaborated model of User Centered Design 
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company and the user. This extra actor 

influences the flows of knowledge and also the 

inputs for the company. 

DDI does not start from observations of the 

needs of users. However, use knowledge is still 

important for all innovations, which is also 

stressed by von Hippel (1994). The main 

difference between the UCD approach and the 

DDI approach is the way through which use 

knowledge is gathered and used within the 

company. Verganti (2008) shows that certain 

companies do not gather use knowledge 

themselves (or to a very small extend) but that 

they rather rely on interpreters, like shown 

earlier in Figure 2. For the company this means 

that the gathering of use knowledge and also 

the creation of user representations is done by 

an external organization. The company gathers 

use knowledge and visions from multiple 

interpreters in a network and this is used to 

create an own vision of what the user will look 

like in the future. Although use knowledge can 

come from other organizations the firm still 

needs design knowledge within the company 

itself to create and sell the final product, 

because knowledge on how to use materials or 

how marketing works are not bound to a single 

product and are part of the design knowledge. 

Again the company inscribes into the product 

how it expects the future user to use the 

product (Woolgar, 1991) however, this time it is 

based on the design knowledge and vision that 

the company has. This means that the company 

ŘƻŜǎƴΩǘ ƛƴǎŎǊƛōŜ ŀƴ ƛƳŀƎŜ ƻŦ Ƙƻǿ ŎǳǊǊŜƴǘ ǳǎŜǊǎ 

would use this product, like in the study by 

Woolgar but that it creates an image of what 

the user might look like in the future and that it 

inscribes how that future user will use the 

product. 

The knowledge that the company has to gather 

as input from the interpreters should be enough 

to create a vision of the future. Such a vision 

should contain possible, or even expected 

breakthroughs in the future on a technological 

level, the level of the sociocultural context and 

product meaning (user level). Furthermore it 

should contain expectations on changes in 

product language (Verganti, 2008). 

The interpreters deliver this input for the vision. 

The input consists of their own vision and 

ǇƻǎǎƛōƭŜ ǳǎŜ ƪƴƻǿƭŜŘƎŜ ǘƘŀǘ ǘƘŜȅΩǾŜ ŀŎǉǳƛǊŜŘ 

from their own empirical field. In some cases 

the interpreter will write the vision down but in 

most cases the vision will be tacit and not well 

accessible. Interpreters can generate use 

knowledge, which they also use to create their 

own vision, in different ways like non-

representation, implicit representation, indirect 

representation, direct representation, co-

creation and domestication (Peine & Herrmann, 

2012). Which one of these is used depends very 

much on the type of interpreter. Interpreters 

can have 3 different types on which they base 

their vision for the future, although most 

interpreters will cover 2 or 3 of these types at 

the same time. 

 

1. User inspired interpreters; who construct their vision through experiences with users 
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2. Technology inspired interpreters; who construct their vision through observed technological 

developments 

3. Environment inspired interpreters; who construct their vision through macro-level developments, 

i.e. changes in the sociocultural context. 

 

User inspired interpreters have an empirical 

field that is really close to the (end-) user. An 

example is product designers because they 

interact with users on a daily basis, e.g. to test 

their prototypes, to get inspiration or maybe 

ōŜŎŀǳǎŜ ǘƘŜȅΩǊŜ ǳǎŜǊǎ ǘƘŜƳǎŜƭǾŜǎΦ User inspired 

interpreters will often use UCD methodologies 

and anthropology as their main source of 

knowledge. An example of this is the study by 

Woolgar (1991) where usability trails were 

conducted with users and early prototypes. In 

these trails the users were observed closely but 

without interrupting in order to understand the 

problems and needs that the users had. User 

inspired interpreters gain knowledge from their 

field, which is the user, and use this knowledge 

to make predictions on what users might look 

like in the future. 

Technology inspired interpreters are usually not 

involved with end-users but they operate on a 

higher level. The main sources of their 

knowledge and vision is technology. They can, 

for example, be R&D related companies or 

producers of technologies but also local 

importers or retailers of technologies. They have 

lots of knowledge on specific technologies and 

also on the history and current developments of 

that technology, much like Gordon Moore who 

even created a law for the number of transistors 

on integrated circuits (often referred to as 

aƻƻǊŜΩǎ ƭŀǿύ. This makes them capable of 

creating a vision and predictions on 

technological developments in the (near) future. 

The group of Environment inspired interpreters 

is a group that has no, or very limited, 

connection with the end users but looks more at 

society as a whole. An examples of these 

interpreters could be artists. Art is often not 

created to satisfy the needs of a specific user or 

user group but it rather seeks to express the 

ǇǊŜǎŜƴǘ ΨǎǘŀǘŜ ƻŦ ƳƛƴŘΩ of society. The pop-art 

movement, with Andy Warhol, is a good and 

famous example of this as it captured the rapid 

ŎƘŀƴƎŜǎ ƛƴ ŎǳƭǘǳǊŜ ŀƴŘ ŜŎƻƴƻƳȅ ƛƴ ǘƘŜ ƭŀǘŜ рлΩǎ 

ŀƴŘ ŜŀǊƭȅ слΩǎ (Jameson, 1992). Environment 

inspired interpreters will make visions of the 

future based on perceived changes in the 

sociocultural context, like the economic and 

political status. 
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Figure 4 summarizes the insight described above 

on the flow of knowledge through the different 

actors in the DDI process. It shows that the 

company gathers information about the users, 

sociocultural context and technological 

developments through interpreters which are 

interconnected in a network. Note that the 

vision contains the use knowledge and 

knowledge on product language and that they 

are therefore not individually present within the 

company. Furthermore this model is written 

from the perspective of the company. In reality 

the company is not just connected to the 

interpreter network to receive visions and use 

knowledge but it is an active member of the 

interpreter network and it exchanges its vision 

for the vision of the other interpreters (Verganti, 

2008). However, for the purpose of analysis this 

representation is more useful as it creates a 

better distinction between the different 

connections and flows of information. 

Design knowledge

Vision

Product

UsersUsersUsers

Vision
&

Use knowledge

Vision
&

Use knowledge

Vision
&

Use knowledge

Technological 
development

Figure 4. Elaborated DDI Framework 
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So how does the framework in Figure 4 fit in the existing literature? First it will be positioned in the 

organization management literature to see if all the elements of a viable business are present. For this 

the άaƻŘŜƭ LƴƴƻǾŀǘƛƻƴ ŀƴŘ hǊƎŀƴƛȊŀǘƛƻƴ {ǘǊǳŎǘǳǊŜέ όMIOS) by Lekkerkerk (2012) will be used, which is 

based on Stafford Beers (1972) VSM model ƛƴ ŎƻƳōƛƴŀǘƛƻƴ ǿƛǘƘ ǘƘŜ Ψ{ǘŜŀŘȅ-{ǘŀǘŜƳƻŘŜƭΩ ōȅ Lƴ Ωǘ ±ŜƭŘ 

(1994) and SocioTechnical System Design literature from de Sitter (1998), Ashby (1956), de Leeuw (2000) 

and Nonaka & Takeuchi (1995). The advantage of this model is that it integrates a large portion of the 

existing knowledge on this topic and that it has been tested empirically. Lekkerkerk identifies 12 

organizational functions in the literature above that have to be fulfilled by the company to be both viable 

and able to innovate. Furthermore he links these function together in a model, the MIOS in Figure 5.  

 

Table 1. Brief description of the functions in the MIOS (Lekkerkerk, 2012) 

Name-code Contribution of function to organization: 

Supply product 
service-V1 

Represents the primary process supplying products and/or 
services by transforming inputs in the required output. Includes 
recurring, order-related activities like logistic, sales, finance, 
procurement Includes supporting activities maintenance, 
facility management etc. 

Regulate supply-V2 Operational regulation of the primary process including 
continuous improvement 

Propose 
improvement-V3 

Make project proposals for the best opportunities for 
improvement received from V4 

Search improvements-
V4 

Search for and find ways to improve exploitation of current 
products, markets, facilities etc. 

Figure 5. MIOS by Lekkerkerk (2012) 
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Innovate-I1 Carry out all approved innovation projects and improvement 
projects 

Regulate innovation-I2 Operational regulation of individual innovation projects and 
operationally manage the portfolio of projects in progress 

Propose innovation-I3 Make project proposals for the best future options for 
innovation received from I4 

Search future new 
options-I4 

Exploration of environment and search for future options for 
innovation, aimed at new and existing markets 

Remember-C1 Organizational memory storing codified knowledge relevant for 
the organization 

Tune-C2 Tuning V1 and I1 enabling smooth implementation of 
innovations and tuning the upper six functions contributing to 
the strategic planning process 

Balance-C3 Balancing the project portfolio by strategically choosing which 
new proposals (from V3 & I3) should be funded and at the 
same time which of the projects in progress should be 
continued, paused or aborted 

Define mission-C4 Define the mission, vision and strategy for the company and 
deriving lower level strategies for supply and innovation 
including performance indicators and budgets 

 

Table 1 shows a brief description of the 12 

functions of the MIOS model (presented in 

Figure 5). The bottom half of the MIOS in Figure 

5 (Tune-C2, Regulate innovation-I2, Regulate 

supply-V2, Innovate-I1 and Supply-V1) is the 

representation of the actual production, 

regulation and implementation of existing 

products and innovation projects in the 

company. I1 and I2 are responsible for the 

management of innovation projects and the 

execution of these innovation projects. V1 and 

V2 are responsible for the management and 

execution of the final product production. These 

4 functions are regulated by the central function 

C2. Looking at the framework in Figure 4 these 

functions should be performed within the 

boundaries of the company, although the actual 

production may be outsourced to a certain 

extend (Lekkerkerk, 2012). Because the 

production of the final product and the 

implementation of the innovations in the 

production process are not particularly 

interesting for the analysis of the DDI approach 

these functions will be summarized by the item 

ΨLƳǇƭŜƳŜƴǘŀǘƛƻƴ ŀƴŘ ǇǊƻŘǳŎǘƛƻƴΩ ƛƴ ǘƘŜ 

framework. The output of this block is the final 

product that can be transferred to the user. The 

input of this block is both the design knowledge 

and the vision of the company. The design 

knowledge is needed for the execution of the 

production, because it includes for example 

knowledge on materials, production processes 

and marketing. For the other input of this block 

we first need to look at the other part of the 

MIOS first. 

The upper part of the MIOS is not directly 

related to the production of the final product. 

The search for new opportunities (Search future 

new options-I4) and the search for 

improvements of current products and services 

(Search improvements-V4) is, with the DDI 

approach in contrast to the MIOS, not limited to 
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the boundaries of the company. This means that 

these functions can be fulfilled by the 

interpreters and the interpreter network, which 

consists of external organizations. These 

ŦǳƴŎǘƛƻƴǎ ǘƘŜǊŜŦƻǊŜ ŀǇǇŜŀǊ ǘƻ ōŜ ΨƻǳǘǎƻǳǊŎŜŘΩΦ 

This is possible because these companies see 

themselves as a part of the interpreter network 

(Verganti, 2008). The interpreter network is thus 

part of the company although it actually consists 

of external organizations. 

The search results, which are the results of 

Ψ{ŜŀǊŎƘ ŦǳǘǳǊŜ ƴŜǿ ƻǇǘƛƻƴǎ-I4Ω and Ψ{ŜŀǊŎƘ 

improvements-V4Ω and thus the output of the 

interpreter network, are useŘ ƛƴ ΨǇǊƻǇƻǎŜ 

innovation-I3Ω and ΨǇǊƻǇƻǎŜ ƛƳǇǊƻǾŜƳŜƴǘǎ-V3Ω. 

These functions are the transition from the 

interpretations, with the expected opportunities 

in the future, to proposals that can be turned 

into improvements or actual products. The 

resulting proposals should be prioritized 

because, for example, the company is not able 

to handle all the innovation projects at once. 

¢Ƙƛǎ ƛǎ ŘƻƴŜ ōȅ ǘƘŜ ŦǳƴŎǘƛƻƴ Ψ.ŀƭŀƴŎŜ-/оΩΦ 

According to the MIOS this function balances 

the innovation and improvement projects 

through the mission, vision and strategy that the 

company has. The mission, vision and strategy 

ŀǊŜ ŎǊŜŀǘŜŘ ōȅ ǘƘŜ ŦǳƴŎǘƛƻƴ Ψ5ŜŦƛƴŜ Ƴƛǎǎƛƻƴ-/пΩ. 

In a DDI approach these are created from the 

interpreter network (Verganti, 2008) because 

they depend on the vision for the future. 

These insights from the MIOS model result in 

more detail at the company side of the 

framework and these insights are now present 

in the new framework in Figure 6.
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Figure 6. Final theoretical model of Design Driven Innovation  

 

Because all the functions of the MIOS are now 

fulfilled and linked properly this framework of 

DDI could indeed result in a viable company and 

innovation system. However, the DDI approach 

somewhat fades the boundaries of the company 

when compared to the MIOS, as it ΨoutsourcesΩ 

or depends on other organizations for some of 

the functions that make for a viable business. 

Because some of the viable parts of the 

company depend on external organizations DDI 

can therefore be qualified as a high risk type of 

business. 

²ŜΩǾŜ ŜǎǘŀōƭƛǎƘŜŘ ǘƘŀǘ 55L ŎƻǳƭŘ ǊŜǎǳƭǘ ƛƴ ŀ 

viable business. So ƭŜǘΩǎ Ȋƻom in a little more on 

the visions. In his article, Verganti (2008) 

observed that the interpreters create visions 

about the future. So what can be found about 

this observation in the literature? Is there any 

clue that interpreters indeed create (and share) 

visions? The definition of the interpreter is quite 

broad, which might be considered a good thing 

because it allows for a large variety of data to 

enter the design driven company. However, the 

problem is that it is difficult to say something 

about interpreters in general. ¢ƘŜǊŜŦƻǊŜ ǿŜΩƭƭ 

take a look at some of the interpreters Verganti 

observed. The full list is quoted in the 

introduction and can be found in Verganti 

(2008). 
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The first ƛƴǘŜǊǇǊŜǘŜǊ ǿŜΩƭƭ ŘƛǎŎǳǎǎ ƛǎ ƻǘƘŜǊ 

companies, which can be competitors or 

companies that have for example the same 

consumer base or technology. From the MIOS it 

already showed that the balancing and selection 

of innovation projects and improvement 

projects was based on the mission, vision and 

strategy that the company has (Lekkerkerk, 

2012). This is the case for any company. Other 

companies are thus likely to have a vision on the 

future as well, ŀƴŘ ƛŦ ǘƘŜȅΩǊŜ ǇŀǊǘ ƻŦ ǘƘŜ 

interpreter network they might share their 

vision. 

Another type of interpreter is the (product-) 

designer. The importance of a vision for 

designers is addressed by the authors Kollmann, 

Sharp and Blandford (2009) who found that 

designers themselves consider a vision to be 

one of the most important themes within their 

profession. Furthermore they stress the 

importance of sharing the vision among the 

design team. Hummels & Frens (2009) add to 

this that the rapid changes in society are driven 

by the vision that designers have on the future 

and by research on the socio-cultural context.  

Also in design education the role of a vision is 

stressed. Lƴ ǘƘŜ ōƻƻƪ ά9ƛƴŘƘƻǾŜƴ ŘŜǎƛƎƴǎέ ǘƘŜ 

approach of the Industrial Design faculty of the 

Eindhoven University of Technology is 

explained. Figure 7 below, which is in this book, 

shows the designer surrounded by society. The 

designer is a part of society and is in constant 

interaction with the society through reflection. 

The designer is surrounded by 10 competencies, 

which can be developed to a certain extend. At 

the core are 4 circles that are interconnected 

and that determine which features will be 

included in the final product (which is the center 

circle). ¢ƘŜ ǘƻǇ ŎƛǊŎƭŜ Ŏƻƴǘŀƛƴǎ ΨŜƴǾƛǎƛƻƴƛƴƎΩ 

which is embedded in the society. For the 

educational program this means that the 

designers are trained to envision society and the 

transformations in society. Through the 

activities in the other circles they create a final 

deliverable (which is in the center of the figure).  
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In these few examples it has become clear that at least the above mentioned interpreters create visions 

on the future which they use to guide their activities and products. 

 

 

Use of the framework 

The framework in Figure 6 will be used in this 

study to zoom in on a specific component of the 

DDI method, the relation between interpreters 

and the sociocultural context. The framework 

exposes the different inputs and outputs that 

the interpreters have and shows the different 

types of interpreters. From the framework we 

can see that, when investigating the relation 

between the interpreter and the sociocultural 

context, the type of technological interpreters 

can be excluded from the analysis because they 

have no connection to the sociocultural context. 

However, their focus may influence the vision of 

the company. 

It is also visible that the users are a part of the 

sociocultural context. To investigate the relation 

between interpreters and the sociocultural 

context the relation with users thus can be used 

although it does not provide a complete picture. 

To get the complete picture we need to address 

both the user interpreters and the environment 

interpreters. 

The framework also clearly shows that the 

company cannot start the product development 

Figure 7. Competencies of a designer, from 'Eindhoven Designs' 
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process until it receives and processes the 

visions from the interpreters. This means that 

changes in the output of the interpreters takes 

time to reach the users. In the analysis of the 

relation between interpreters and sociocultural 

context it can therefore be expected that the 

changes that occur at the interpreters can be 

observed at the users with a delay.  

 

  



 

 26 

METHODOLOGY 

In this section the selection of data sources will be discussed followed by the methods for data collection 

and data analysis. 

 

 

Selection of data sources 

From the theory on DDI, as described above, it can be seen that DDI is a complex system in which at least 

8 actors (although the list is not inexhaustible) could create outputs which can be used by a company to 

create a vision for the future. Apparently such a vision can lead to a successful business and successful 

innovations. Like Verganti describes in his article, most of the knowledge that is involved in creating the 

vision is tacit of nature. It cannot be found in a codified way and is therefore very difficult to analyze with 

a quantitative methodΦ ¢ƘŜ ƎǊƻǳǇ ƻŦ ΨǇǊƻŘǳŎǘ ŘŜǎƛƎƴŜǊǎΩ ƻǊ ΨŀǊǘƛǎǘǎΩ for example, is very difficult to 

analyze because of the tacit output they produce, which is their designs, and the somewhat fluid 

interpretation of what a designer is, raising the question who to investigate. 

However, at least one of the actors that Verganti identifies does create a codified stream of knowledge 

and this knowledge is recorded very structured and precise in different databases. The interpreter 

Ψ¦ƴƛǾŜǊǎƛǘƛŜǎ ŀƴŘ ŘŜǎƛƎƴ ǎŎƘƻƻƭǎΩ ƻǳǘǇǳǘǎ rather large quantities of codified knowledge in the form of 

journal articles, books and even some patents. This knowledge can be accessed through databases like 

the Web of Science from Thompson Reuters, and larger amounts of articles can be analyzed in relational 

databases to create an overview of the topics they cover at a certain point in time. 

Universities and design schools can be qualified as a user interpreter because they teach their students to 

actively involve users in the design process. As shown earlier in Figure 7 which is used in the department 

of Industrial Design at the University of Technology in Eindhoven, exploring and validating in context 

(with the user), is a key activity of a designer. The same figure also shows that envisioning and 

transforming society is another key activity. This shows that design students (and staff), at least in 

Eindhoven, are actively taught to be both a user interpreter and an environment interpreter. This makes 

this group very suitable for the analysis of the link between interpreters and the sociocultural context, as 

they are involved in both links identified in the theoretical framework. Most educational institutions 

ŘƻƴΩǘ ŀǊǘƛŎǳƭŀǘŜ ǘƘŜƛǊ ŜŘǳŎŀǘƛƻƴŀƭ Ǝƻŀƭǎ ŀƴŘ ǎǘǊŀǘŜƎƛŜǎ ŀǎ ǿŜƭƭ ŀǎ ǘƘŜ LƴŘǳǎǘǊƛŀƭ 5ŜǎƛƎƴ ŘŜǇŀǊǘƳŜƴǘ ƛƴ 

Eindhoven. However, in this study it will be assumed that they largely share the ideas and that they can 

be regarded as both user interpreters and environment interpreters. 
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Universities and design schools are not the only ones who publish articles in scientific journals. Therefore 

these journals will contain, next to the user interpreter and environment interpreter perspective, also the 

technological interpreter perspective. Because the research question does not focus on one interpreter in 

ǇŀǊǘƛŎǳƭŀǊ ǘƘƛǎ ƛǎ ƴƻǘ ŀ ǇǊƻōƭŜƳ ŦƻǊ ǘƘŜ ŀƴŀƭȅǎƛǎΦ IƻǿŜǾŜǊΣ ƛǘΩǎ ƛƳǇƻǊǘŀƴǘ ǘƻ ǊŜŀƭƛȊŜ ǘƘat the observations 

are not solely of a single type of interpreters. 

Now that we have a way to analyze the output of the interpreters in a quantitative way the same is 

needed for the sociocultural context and users. One way to approach this is to look at direct output of the 

users themselves. Social media, such as Twitter or Facebook, could enable the analysis of large quantities 

of data that is created by their users. However, these social media have not been around very long. 

Facebook for example is only 10 years old at the moment of writing and in the early years there were 

only very few users. This makes social media a promising source of data in the future but not very useful 

in this study. 

Another way to approach the output of users and the sociocultural context is an indirect approach. An 

example of this is journalism. Journalists describe situations in society and individual cases of people. The 

output can be in spoken words, images (on radio or television) or in text, like in magazines or 

newspapers. In this study the output in text will be used because the text can be analyzed in a similar way 

as the scientific output of the interpreters. The LexisNexis Krantenbank is a large database that contains 

newspaper and magazine articles from all over the world since 1980. It is possible to search this database 

for a specific topic and to output the results for analysis, similar to the Web of Science database. 

Now that there are 2 sources of data the actual data can be collected and used for analysis. 

 

 

Data collection and analysis 

The scientific data from the interpreters will be collected first. Initially it was attempted to identify the 

design departments within the Web of Science database. These design departments were identified 

through a search in the database on research departments that include the word άdesignέ in their name 

and that are part of a university or design school. Some research groups had multiple names or 

abbreviations, all of which are included in the search. The total amount of search terms used for data 

collection were 62. However, after the first analysis of the output it turned out that the data was very 

contaminated with articles from other departments and research institutions. A large portion of the data 

had very little to do with actual design. Although the reason for this remains unclear another source had 

to be used. 
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To get more specific data the focus was shifted to design related journals. A list of design related journals 

was created from the Web of Science list of journals (Figure 2). 

 

Table 2. List of design related journals in the Web of Science database 

ISSN Journal title Amount of 
Articles 

Period of 
publishing 

1476-
8062 

INTERNATIONAL JOURNAL OF ART & DESIGN EDUCATION 437 2003-2013 

1991-
3761 

INTERNATIONAL JOURNAL OF DESIGN 140 2007-2013 

0957-
7572 

INTERNATIONAL JOURNAL OF TECHNOLOGY AND DESIGN 
EDUCATION 

340 2000-2013 

0143-
3369 

INTERNATIONAL JOURNAL OF VEHICLE DESIGN 2038 1979-2014 

1571-
0882 

CODESIGN-INTERNATIONAL JOURNAL OF COCREATION IN 
DESIGN AND THE ARTS 

86 2009-2013 

0747-
9360 

DESIGN ISSUES 845 1995-2014 

1460-
6925 

DESIGN JOURNAL 139 2009-2013 

 

 

Given the limited amount of time for this research, only a single journal could be used in this study. The 

chosen journal is the International Journal of Vehicle Design (ISSN: 0143-3369) because this journal spans 

the largest amount of time and has the largest count of articles. 

All the articles from this journal were downloaded and the SAINT ISI Parser tool was used to turn the 

downloaded data into a relational database. The relational database contains tables with the articles, the 

abstracts, authors, year published and more. 

First the SAINT Word Splitter tool is used to break the abstracts into individual words. A stop-word list is 

ǳǎŜŘ ǘƻ ǊŜŘǳŎŜ ǘƘŜ ƻŎŎǳǊǊŜƴŎŜ ƻŦ ǿƻǊŘǎ ǿƛǘƘƻǳǘ ǎǇŜŎƛŦƛŎ ƳŜŀƴƛƴƎ όƭƛƪŜ ǘƘŜ ǿƻǊŘǎ ΨǘƘŜΩΣ ΨƻǊΩΣ ΨŀƴŘΩύΦ ¢Ƙƛǎ 

process is repeated to split the words of the titles into separate words. The main reason to use both the 

titles and the abstracts is that the Web of Science database started collecting abstracts since 1990, 

therefore the articles from before 1990 will not have an abstract. In order to compare different moments 

in time the table with articles is split into different tables via queries, which contain the articles from a 

specific year. These lists per year are used to create lists of the abstract words and in which articles they 

occur per year. The same is done for the title words. 

Microsoft Access was used to query the results for the articles per year and to get the words used in 

these articles. The resulting 57 tables (23 tables with abstract words from 1990-2013, 34 tables with title 

words from 1979-2013) are exported and loaded in an excel sheet to create pivot tables. Each pivot table 

has the articles on the horizontal axis and the words on the vertical axis. The pivot tables are filled with a 
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COUNT function that results in a value that corresponds with the amount of times a specific word can be 

found in a specific article. The resulting matrix, after turning the empty cells into zeroes, is turned into a 

DL format file. This file contains a header which states the amount of rows and columns are in the file, 

and the names of the rows and columns. At the end of the file is the matrix that was produced with the 

pivot table in excel. The DL format is useful because it can be read by the Pajek software which can take 

the matrix and turn it into a network. Because we are interested in the relation between the different 

words this 2-mode network is converted into a 1-mode network of the columns (which contain the 

words). A link between two words shows that these words are used in the same article and are thus 

related. 

The 1-mode networks are loaded in Gephi, which is a piece of software that can visualize network data. 

Now that the data is collected (and formatted correctly) the dataset contains 57 graphs because each 

table is converted into a graph containing the relation between words in a specific year for the abstract 

or the title. Gephi has the ability to load graphs on a timescale and show the changes over time. 

Furthermore it has a clustering algorithm that groups together words that are strongly connected. The 

graphs were both analyzed individually as well as on the timescale because the individual level provides a 

higher level of detail but the timescale shows the occurrence of new topics in time. 

The analysis of the graphs, described below, results in the topic which are being discussed by the 

interpreters in a certain year. The hypothesis is that these topics can be found in the output of the 

sociocultural context with a delay of at least the time it takes for a company to translate the output of the 

interpreters to a product. According to Griffin (2002) the average development time depends on the type 

of project, where incremental improvement projects average 8.6 months, New-to-the-firm projects 

average 36 months and New-to-the-world projects average 53.2 months (almost 4.5 years). However, the 

car industry which is discussed in this particular journal is known to have longer development times and 

product life cycles. 

To investigate the output of the sociocultural context the LexisNexis krantenbank (the output of the 

sociocultural context) will be searched for the topics identified in the analysis. This database has some 

limitations. The most important limitation is that it is only able to display up to 3000 articles per query 

and that only 200 articles can be downloaded per run. Therefore it is very time consuming to analyze all 

the newspapers and magazines in the database. Instead, a single newspaper will be used. The New York 

Times was chosen as newspaper because of the large amount of articles published, the rich history (since 

1851) and the worldwide coverage (26 foreign bureaus in 2010). 

The output of the LexisNexis database is unstructured. Although this would not be a problem for a 

qualitative analysis it very much is a problem for a quantitative analysis and therefore the output first has 

to be structured. This is done by collecting the output from the database in HTML format. A piece of 

software in Python that is specifically developed for this study (by the author) uses pattern recognition to 
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extract the data from the HTML files. This software formats the output similar to the SAINT ISI Parser 

software, which means that it creates a relational database of the articles. However, the LexisNexis 

database has a very poor ǉǳŀƭƛǘȅ ŦƻǊ ǎƻƳŜ ƻŦ ǘƘŜ ŦƛŜƭŘǎΦ ¢ƘŜ ΨǘƛǘƭŜΩ ŦƛŜƭŘΣ ŦƻǊ ŜȄŀƳǇƭŜΣ ǎƘƻǳƭŘ Ŏƻƴǘŀƛƴ ǘƘŜ 

title of the article. However, in most cases iǘΩǎ ŜƳǇǘȅ ƻǊ ŜǾŜƴ Ŏƻƴǘŀƛƴǎ ƻǘƘŜǊ ƛƴŦƻǊƳŀǘƛƻƴ ƭƛƪŜ ǘƘŜ ƴŀƳŜ ƻŦ 

ǘƘŜ ƴŜǿǎǇŀǇŜǊΦ ¢ƘŜ ƻƴƭȅ όǳǎŜŦǳƭύ ŦƛŜƭŘ ǘƘŀǘ ƛǎ ǇǊƻǇŜǊƭȅ ŘƻŎǳƳŜƴǘŜŘ ƛǎ ǘƘŜ ΨƪŜȅǿƻǊŘǎΩ ŦƛŜƭŘ ŀƴŘ ǘƘŜ ΨŦǳƭƭ 

ǘŜȄǘΩ ŦƛŜƭŘΦ Lǘ ƛǎ ǇƻǎǎƛōƭŜ ǘƻ ǳǎŜ ǘƘŜ ƪŜȅǿƻǊŘǎ ƘƻǿŜǾŜǊΣ ǘƘŜǎŜ ƪŜȅǿƻǊŘǎ ƘŀǾŜ ōŜŜƴ ŀŘŘŜŘ ōy the LexisNexis 

database and not by the author of the article, which makes the keywords less reliable for reflecting the 

content of the article. Instead the full text will be processed in the same way as the abstracts from the 

scientific journal (splitting the words, removing the stop-words, create a pivot table, use Pajek to create a 

1-mode network, create a graph of the words in Gephi). 

The first analysis is on the graphs that have been created from the output of the interpreters. The graphs 

display the words used and their relations per year. For each year the Modularity Class function is used to 

divide the words in groups. Coloring of the nodes is used to distinguish the groups in the graph. 

Furthermore a Degree Range filter is used to filter out nodes that are less connected or not connected at 

all, and thus used in fewer articles. An Edge weight filter removes the less important links, which results 

in a more effective grouping of the words. The degree of centrality is represented by the nodes size. 

To identify the topics that are being discussed each cluster or group of nodes is labeled with a term that 

reflects what the nodes have in common. Some of the groups will represent the topic that is being 

discussed while other groups will reflect the methodology that is used. Therefore the identified groups of 

nodes will also be classified, since the methodology related nodes are not important for this study. The 

resulting list of topics per year can be used as input for the search in the LexisNexis database (like 

described above).  

The output of the LexisNexis search, after formatting, is analyzed in 2 ways. The first is create a graph in 

Microsoft Excel that shows the amount of articles in the results per year. This graph thus shows when a 

certain topic (the topic of the search) is discussed more in the newspaper compared to the other years. 

This is done for each and every topic. The second analysis is only done for 1 topic as it is a time 

consuming process, making the analysis of every topic not feasible given the available time for this study. 

For this analysis the output is split in individual years and for each year the network is created of the 

relation between words in the full text (splitting the words from the full text, removing the stop-words, 

create a pivot table, use Pajek to create a 1-mode network, create a graph of the words in Gephi). It has 

been attempted to create a timescale in Gephi containing all the graphs per year however, because this is 

a full-text analysis, there are too many nodes and edges to process (half-way the software ran out of 

memory, which had been set to around 5.5 Gb). 

The final step in the analysis is to compare the data from the interpreters and the sociocultural context. 

 



 

 31 

RESULTS 

In this chapter the results of the analysis will be presented. In total 2038 articles were downloaded from 

the International Journal of Vehicle Design, ranging from 1979 to 2014. For the years 1979 until 1990 the 

titles have been used to create the graphs, from 1991 until 2013 the abstracts have been used. The full 

list of identified topics (151) can be found in (Appendix B). The topics that are interesting for this study 

are the ones that are not present throughout the years but appear at a certain point in time. The moment 

of first occurrence can be compared between the output of the interpreters and the output of the 

sociocultural context. Furthermore some topics appear multiple times throughout the years. General 

handling of the vehicle is for example a topic that is discussed almost every year and is therefore 

excluded from the analysis. This leaves 12 topics to investigate. 

The 12 identified topics were analyzed like described in the previous chapter. This resulted in 12 graphs 

that display the amount of articles published in the New York Times per year on that topic (Appendix A). 

bŜȄǘ ǘƻ ǘƘƛǎ ǘƘŜ ǘƻǇƛŎ ƻŦ ά9ƭŜŎǘǊƛŎ ±ŜƘƛŎƭŜǎέ ǿŀǎ ǳǎŜŘ ǘƻ ŎǊŜŀǘŜ ƎǊŀǇƘǎ ǇŜǊ ȅŜŀǊ ƛƴ DŜǇƘƛ ǘƻ ƭƻƻƪ ƛƴǘƻ ǘƘŜ 

focus of the discussion. First the findings for the 12 topics will briefly ōŜ ŘƛǎŎǳǎǎŜŘ ŀƴŘ ǘƘŜƴ ǘƘŜ ά9ƭŜŎǘǊƛŎ 

±ŜƘƛŎƭŜέ ǘƻǇƛŎ ǿƛƭƭ ōŜ ŜƭŀōƻǊŀǘŜŘΦ 

1. ά!ƛǊōŀƎέ ς The airbag was first mentioned in the International Journal of Vehicle Design in 1980 

in which year the technique and system were discussed. The first real increase in articles in the 

New York Times is from 6 articles in 1989 to 16 articles published in 1990. The next 4 years the 

amount of articles increases even further to 46 articles in 1994. 

2. ά!ƭǘŜǊƴŀǘƛǾŜ ŦǳŜƭǎέ ς Although the first articles on electric vehicles (which will be investigated 

separately) are from 1981 the first articles on alternatives for oil as fuel are from 1983. In this 

year the future of engines is discussed and this includes hydrogen as an alternative fuel. In 1992, 

1994 and 1996 the discussion continues with the focus on the reduction of greenhouse gasses 

and global warming. The publication data from the New York Times show 2 strong increases in 

the amount of articles published. The first sharp increase is from 7 articles in 1988 to 45 articles 

in 1989. The second sharp increase is from 44 articles in 2005 to 111 articles in 2006. 

3. ά/ŀǊ ŀŜǊƻŘȅƴŀƳƛŎǎέ ς Although this theme is first discussed in the International Journal of 

Vehicle Design in 1982 it shows up in multiple years (1986, 1988, 1991, 2002) and the data from 

the New York Times shows a similar image with no specific peaks and articles on this topic 

throughout the years. 

4. ά/ŀǊ ǎŀŦŜǘȅέ ς Similar to car aerodynamics the safety of cars is a topic that is covered by the 

interpreters in the 80s and early 90s (1984, 1986, 1988, 1990, 1995). Also similar is the 

newspaper data. Although the topic of car safety does show various peaks (1983, 1991, 1997, 

2003, 2010) these peaks cannot be linked to the interpreter data or vice versa. 
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5. ά/ŀǊ ǘȅǊŜǎέ ς The tyres of the car are first discussed by the interpreters in 1981 and 1982. In 

these years there are no articles published on the topic in the newspaper. In 1984 and 1985 the 

amount of articles in the New York Times increases to 16 and 23 respectively. The next 

discussion on tyres in the journal is in the years 1988, 1990 and 1992. The newspaper 

publications remain steady in these years until the year 2000, where the amount of published 

articles increases from 15 in 1999 to 100 in 2000. The final discussion on tyres in the 

International Journal of Vehicle Design is in 2004. The final peaks in the output of the New York 

Times in 2011 and 2013. 

6. ά9ǘƘŀƴƻƭ ŦǳŜƭ ōƭŜƴŘǎέ ς First it has to be noted that this search results in both the output for 

άŜǘƘŀƴƻƭέ ŀǎ ǿŜƭƭ ŀǎ άƳŜǘƘŀƴƻƭέΣ ǿƘƛŎƘ Ŏŀƴ ōƻǘƘ ōŜ ǳǎŜŘ ƛƴ ŎƻƳōƛƴŀǘƛƻƴ ǿƛǘƘ ƎŀǎƻƭƛƴŜ ǘƻ ŘǊƛǾŜ ŀ 

car. Blending gasoline with ethanol or methanol was first described in 1985 in the context of 

engine performance. Later, in 1991 the topic is mentioned again but this time among other 

engine developments like hybrid engines and conventional engines. The last appearance in the 

journal is in 2009, which is the first year that blends of ethanol and diesel are a separate topic in 

the journal. In the New York Times there are barely any publications in the first years. In 1987 

and 1988 the first (small) peak is visible. The output remains low until 2005 and 2006 with an 

increase to 28 articles published in 2006. The last major peak is in 2012 (27 articles). 

7. άCǳŜƭ ŎƻƴǎǳƳǇǘƛƻƴέ ς This topic appears a few times in the journal, the first time in 1982 and 

then in 1986, 1995, 1997, 2007 and 2009. There appears to be no link to the data from the New 

York Times, which has peaks in 1981, 1990 and 2006, and the link might even be considered the 

other way around. 

8. άtƘƻƴŜ ǿƘƛƭŜ ŘǊƛǾƛƴƎέ ς Although the mobile phone was around for quite a while the first 

appearance of an article about the use of mobile phones in cars was in 2001, perhaps due to the 

commercialization of SMS text messaging in the late 90s. The main topic was the distraction that 

the phone could be for the driver. The New York Times shows a large peak in the year 2001, 

although the 2 years right before 2001 already showed an increase in articles published. 

9. άCǳŜƭ ŜƳƛǎǎƛƻƴέ ς Emission is discussed a lot throughout the years in the International Journal of 

Vehicle Design. However, in some years the topic is contributing to another discussion (like 

engine performance) and in other years it is a stand-alone topic. The most important years for 

ǘƘŜ ǘƻǇƛŎ άCǳŜƭ ŜƳƛǎǎƛƻƴέ ŀǊŜ мфулΣ мффтΣ мффуΣ нлло ŀƴŘ нллфΦ Lƴ ǘƘŜ bŜǿ ¸ƻǊƪ ¢ƛƳŜǎ ǘƘŜ ǘƻǇƛŎ 

is discussed throughout the years as well, although there are noticeable peaks in 1981, 1989, 

2000 and 2007. 

10. ά±ŜƘƛŎƭŜ Ǉƻƭƭǳǘƛƻƴέ ς This topic is strongly related to the fuel emissions. However, the topic is 

discussed separately in the journal in 1984, 1998 and 2001. The newspaper articles show a 

strong increase in 1989 (357% increase from 21 to 75 articles published). Furthermore there is a 

clear peak in 1999 and a peak in 2007. 
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11. ά±ŜƘƛŎƭŜ ǎŜƴǎƻǊέ ς This topic has very much to do with the introduction of various sensors in 

vehicles, like the sensors for airbags, air-conditioning and various engine control systems. The 

interpreters discuss sensors mainly in 1984, together with microprocessors and engine control 

systems. The newspaper output shows an almost steady increase in output with a strong peak in 

2003 and 2013.  

The 12th topic, which has been elaborated more extensively, ƛǎ ǘƘŜ ǘƻǇƛŎ ά9ƭŜŎǘǊƛŎ ǾŜƘƛŎƭŜέΦ The first time 

this topic occurred in the Journal of International Vehicle Design is 2 years after the journal started, in 

1981. This year the journal published an article on the impact of hybrid and electrical vehicles on society. 

In 1982 the discussion focused on the influence of hybrid and electric vehicles on the energy 

consumption in the USA. In the years that followed the discussion shifted away from the electric vehicle 

and towards alternative fuels in general, like oil with ethanol blends and hydrogen vehicles (like 

described above) although the electric vehicle option never really disappears. 

CƻǊ ǘƘŜ ά9ƭŜŎǘǊƛŎ ǾŜƘƛŎƭŜέ ǘƻǇƛŎ ŀƭƭ ǘƘŜ ǇǳōƭƛŎŀǘƛƻƴ Řŀǘŀ ƻŦ ǘƘŜ bŜǿ ¸ƻǊƪ ¢ƛƳŜǎ ǿŜǊŜ ŘƻǿƴƭƻŀŘŜŘ ŀƴŘ 

analyzed in Gephi per year. For the first years (1980 ς 1984) the graphs in Gephi provide no insights, 

probably due to the very small amount of articles. Therefore these years are analyzed by hand, reading 

the content of the articles. The discussed topics are below. 

1980 ς Call for electric vehicles, which are needed to decrease the dependency on oil 

1981 ς Ford announced the electric car back in 1966 but still no commercial available car; Very 

limited achievements for electric vehicles; General disappointment in the electric vehicle 

1982 ς Electrical vehicle produced by Mazda (hybrid car); Abundance of oil reduces the need for 

electric vehicles, which is unexpected considering the recent energy crisis 

1984 ς Hurdles facing an electric car, on problems that might occur during the development of 

the electric car 

The authors of the newspaper articles are rejecting the idea of an electric vehicle, by showing the 

abundance of oil, the limitation of electric vehicles at that time and by showing the hurdles ahead of the 

electric vehicle. The authors of the articles in the International Journal of Vehicle Design, on the other 

hand, show the opportunities for electric vehicles, like the influence on the energy consumption in the 

USA and the diminished dependency on oil (which was scares in 1979 and 1980 due to the energy crisis). 

In the years from 1985 until 1988 the published articles seem to discuss small projects in individual cities 

and some announcements by small ventures. The graph from 1988, for example shows a link between 

Electric, Corporation, Venture and Kansas (Figure 8). The reports show a more positive attitude towards 

electric vehicles by showing successful projects in certain cities or states. 
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CǊƻƳ мфуф ǘƘŜ ŀƳƻǳƴǘ ƻŦ ŀǊǘƛŎƭŜǎ ǇǳōƭƛǎƘŜŘ ƛƴ ǘƘŜ bŜǿ ¸ƻǊƪ ¢ƛƳŜǎ ƻƴ ǘƘŜ ǘƻǇƛŎ ƻŦ ά9ƭŜŎǘǊƛŎ ǾŜƘƛŎƭŜέ 

increased strongly. This is particularly visible in ǘƘŜ ŀǊǘƛŎƭŜ ŦǊŜǉǳŜƴŎȅ ƎǊŀǇƘ ό!ǇǇŜƴŘƛȄ Χύ. The main topic 

that is being reported is the division between driving electric and driving on natural gas. The goal is to 

reduce environmental pollution due to emission, mostly in California. In 1990 natural gas almost 

completely disappears from the articles. Between 1991 and 1998 more and more articles are being 

published on electric vehicles. At the highest point, in 1994, 46 articles are published compared to 22 in 

1993. The main issues that are being addressed are the battery technology, the reach of electric vehicles 

and the impact on the environment. 

In 1991 the International Journal of Vehicle Design publishes on hybrid vehicles in the light of engine 

developments and in 1993 and 1994 the electric engine is discussed. In 1996 electric vehicles are 

discussed among other alternative fuels for the future. 

The period between 1989 and 1998 has not shown large changes in subjects in the newspaper. However 

in 1999 (Figure 9) the change starts as the New York Times starts reporting on the first hybrid electric 

vehicles on the market (especially the Toyota Prius which had been introduced in 1997). Not just the 

topic changes, also the amount of articles published becomes higher from 2000 and the amount becomes 

stable around 20 articles per year until 2007 (Appendix A ς Article frequency table). The topics covered in 

this period are all around the hybrid vehicles, like the battery capacity and the range. 2007 itself shows 

the first changes towards the full electric vehicle. The hybrid vehicles start to fade to the background and 

Figure 8. Word co-occurrence network in the full text  of the articles in the 
New York Times (1988) 
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plug-in cars and full electric vehicles become the focus of the articles. This trend continues and by 2010 

the hybrid vehicle is hardly mentioned anymore in favor of the full electric vehicle.  

 

In the International Journal of Vehicle Design the last record of electric vehicles is in the year 2000. In this 

year the electric vehicle is discussed as the future of the automotive industry, thus well before the 

electric vehicles actually appear in the newspaper output. In this year the discussion on hybrid vehicles 

has already shifted to the background. 

¢ƘŜ ƻǾŜǊǾƛŜǿ ƛƴ ǘŀōƭŜ Χ ǎƘƻǿǎ ǘƘŜ ŦƻǳƴŘ ŘŜƭŀȅǎ ōŜǘǿŜŜƴ ǘƘŜ ƻǳǘǇǳǘ of the International Journal of 

Vehicle Design and the New York Times. 3 out of the 12 analyzed topics did not show any relation and 1 

topic showed the opposite relation, where the journal articles were published after the newspaper 

Figure 9. Network of abstract word co-occurrence in the New York Times (1999) 




















