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Abstract

The group Diff(S1) of smooth orientation preserving diffeomorphisms of the circle has
a natural action on the Hilbert spaces L2(S1) and H1/2(S1), preserving the canonical
orthogonal, respectively symplectic, structures on these spaces. Applying a famous
criterion of Shale and Stinespring, this yields a projective representation of Diff(S1) on
the associated fermionic, respectively bosonic, Fock space. We prove this criterion in an
abstract setting, treating the fermionic and bosonic cases analoguously. We investigate
to which extent the smoothness condition on the circle diffeomorphisms can be relaxed.
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Chapter 1

Introduction

The underlying theme of this thesis is the boson-fermion duality. The words boson and
fermion are borrowed from quantum physics, where they refer to elementary particles
whose statistics (that is, the wave function which describes their physical behaviour) is
symmetric or antisymmetric, respectively, with respect to interchanging two identical
particles. Mathematically the duality may be illustrated by a list:

boson fermion
symmetric antisymmetric
S(V ) Λ(V )

symplectic form Riemannian form
Weyl algebra Clifford algebra

CCR CAR
metaplectic representation spin representation

Heisenberg group spin group
det−1/2 det1/2

.. ..

For example, on the space of polynomials in the variables {Xi}, the operators
Xi and Di of multiplication by and differentiating to Xi satisfy the canonical
commutation relations (CCR)1:

[Xi, Xj ] = 0 = [Di, Dj ] and [Di, Xj ] = [i = j].

The universal algebra in which the CCR hold is called the Weyl algebra.
For a coordinate-free version one takes a (finite-dimensional, say) vector space V , its

dual V ′, and forms the symmetric algebra S(V ′). Each f ∈ V ′ defines the operator cf of
1Here [a, b] = ab− ba, and [i = j] = δi,j is the Kronecker-delta.
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multiplication by f . Identifying V ′′ = V , for each v ∈ V the dual of cv is an operator av
on S(V )′ = S(V ′). They satisfy the CCR in the form

[cf , cg] = 0 = [av, aw] and [av, cf ] = f(v).

The Weyl algebra of a symplectic vector space (E, σ) may be constructed as

W(E, σ) = T (E)/([−,−] = σ),

the universal algebra on E in which the commutator is replaced by the symplectic form.
Taking a symplectic basis {qi, pj} amounts to identifying E = V ⊕ V ′, and accordingly
the Weyl algebra becomes the free algebra on generators {qi, pj} with relations

[qi, qj ] = 0 = [pi, pj ] and [pi, qj ] = [i = j].

So there is a representation W(E, σ)→ End(S(V ′)).

This story has a complete analogue for fermions: on the exterior algebra Λ(V )
there are operators {cv, af}v∈V,f∈V ′ , satisfying the canonical anticommutation relations
(CAR) 2:

[cv, cw]+ = 0 = [af , ag]+ and [af , cv]+ = f(v).

The Clifford algebra on a quadratic space (E, g) may be constructed as

Cl(E, g) = T (E)/([−,−]+ = g),

and for the ‘hyperbolic’ space E = V ⊕V ′ there is a representation Cl(E, g)→ End(Λ(V )).

There is an obvious way of producing new representations from this given one:
every symplectic (orthogonal) automorphism of E induces an automorphism of the Weyl
(Clifford) algebra and this gives a twisted representation. As it turns out, all of these
representations are irreducible and isomorphic. Therefore by Schur’s lemma each such
isomorphism is unique up to multiple, and this gives projective representations

Sp(E, σ)→ PGL(S(V ′)),

O(E, g)→ PGL(Λ(V )),

called the metaplectic representation and the spin representation, respectively.

This thesis is concerned with an infinite-dimensional version of these stories, in
which V is a Hilbert space and the representations are unitary. In this case, twisting
does not always give a (unitarily) isomorphic representation. In other words, if we
introduce the restricted symplectic and orthogonal groups Spres ⊂ Sp and Ores ⊂ O by

2Here [a, b]+ = ab+ ba.
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the condition that ‘twisting preserves the isomorphism class’, we are saying that in the
infinite-dimensional case these are in general strict inclusions.

This leads to the question of an intrinsic description of the restricted groups. That is,
to find a necessary and sufficient condition on a symplectic (orthogonal) automorphism
to be in the restricted group, without reference to the metaplectic (spin) representations,
and preferably a condition that can be checked in practice. This problem has been
fully solved by Shale and Stinespring [12], [13]. Remarkably, in both the bosonic and
the fermionic case the answer is literally the same: the automorphism has to satisfy a
Hilbert-Schmidt condition (we call this the Shale-Stinespring criterion).

The original proofs of Shale and Stinespring have been streamlined, see for instance
[11],[14],[15],[8]. However in these proofs the techniques used for the bosonic and
fermionic case seem to be of different nature. We will give a self-contained proof of the
Shale-Stinespring criterion, using a uniform method in which the differences between the
two cases become quite clear. This method is not new, only the exposition is: we draw
heavily on the work of [7] and [9].

An interesting case where this theory can be applied is when the Hilbert space
is a space of functions on the circle. On the space of smooth functions C∞(S1) there are
two basic bilinear forms: a symmetric one g(f, h) :=

∫
S1 f · h and an antisymmetric one

σ(f, h) :=
∫
S1 f · h′. With the help of a complex structure called the Hilbert transform,

this yields two complex Hilbert spaces L2(S1) and H1/2(S1) of functions on the circle.
Modulo some details, the group Diff(S1) of orientation-preserving circle diffeomorphisms
acts on them by pullback, preserving the symmetric and antisymmetric forms. In both
cases the Shale-Stinespring condition is met, and we thus obtain two projective unitary
representations of Diff(S1).

Let us say a few words about the interest in these representations. The group
Diff(S1) is an infinite-dimensional Lie group, whose Lie algebra is Vect(S1): the smooth
vector fields on the circle. The Witt algebra is the complexification Vect(S1)C; it has
generators {dn}n∈Z (think dn = ieinθ∂θ) with relations [dn, dm] = (m− n)dm+n. Now
the Witt algebra has an essentially unique central extension, called the Virasoro algebra,
given by the cocyle ω(dn, dm) = [m + n = 0]m(m2−1)

12 . The Virasoro algebra is an
important object of study in conformal field theory and string theory. Its irreducible
highest-weight representations have been classified: they are parametrized by a tuple
(h, c) ∈ C× C. In physics terms, h is called the energy and c is called the central charge.
One is especially interested in the representations which are unitarizable: isomorphic
to a unitary representation on a Hilbert space, with the adjoint of dn acting as d−n.
These have also been classified: (h, c) should be in the continuous series h ≥ 0 and c ≥ 1,
or in a discrete series (hk, ck)k∈N of which we do not bother to write down the explicit
formulae.
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However, explicit realizations of these unitary representations are not easy to give.
Our two representations of Diff(S1) do this in a special case with central charge 1: on
the infinitesimal level they give unitary representations of the Virasoro algebra with
(h, c) = (0, 1) in the bosonic case, and (h, c) = (1

8 , 1) in the fermionic case. See [6] and
[4] for more information on these matters.

Outline

We start in Chapter 2 with linear algebra, focussing on several descriptions of antilinear
maps. While most of it is of elementary nature, it is convenient to have the relevant
facts at our disposal, separated from their applications in later chapters.

Chapter 3 formally introduces the fermionic Fock space and the CAR-representations.
The question when twisting by an orthogonal map gives an isomorphic representation is
formulated, and our proof strategy is carefully explained. Finally the proof is executed.

Chapter 4 is really the bosonic analogue of Chapter 3; it is organized in the same
way. The main difference is that the CCR-representations on bosonic Fock space are
unbounded, and the formalism used to describe these is explained in an intermezzo.

Finally, in Chapter 5 we carefully define the Hilbert spaces of funtions on the circle,
and prove that the Shale-Stinespring criterion is met. The rest of the chapter is devoted
to investigating what happens if the circle diffeomorphisms are not required to be of
class C∞.
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Chapter 2

Preliminaries: antilinear maps

In this chapter we collect the basic linear algebraic facts about antilinear maps which
we shall need. It is probably best to skip this chapter on first reading and return to it
when needed. Two computations made in this chapter are especially important: the
Bogoliubov relations, involving the linear and antilinear parts and their adjoints, and
the expression 2.5 of the twisted (anti)commutation relations in terms of the linear and
antilinear parts of the twist-map.

2.1 Complex structures

On a vector space

Let V be real vector space. A complex structures on V is a real endomorphism which
squares to −1. If we find it useful to view a complex vector space E as its underlying
real vector space ER together with a complex structure J , then we will write this as a
tuple E = (ER, J).

Let W be a complex vector space. Then its conjugate is a theoretical device to
put antilinear maps into the framework of linear algebra and linear maps. Namely, it is
the complex vector space W obtained from W by restriction of scalars with respect to
the ring map conjugation C

−

−→ C. In terms of complex structures, if W = (V, J) then
W = (V,−J). It comes equipped with an antilinear map W → W , x 7→ x, which is
the identity on the level of sets. This construction is functorial: a complex-linear map
T : E →W yields a complex-linear map T : E →W . Note that a C-basis of W is also
one of W , and with respect to such a basis, if T has matrix tij then T has has matrix tij .

Let E and W = (V, J) be complex vector spaces. The standard complex structure
on the real vector space HomC(E,W ) is pullback by J . This explains the canonical
isomorphisms of complex vector spaces

HomC(E,W ) = HomC(E,W ) = HomC(E,W ). (2.1)

5
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Let E = (V, J) be a complex vector space. A set map E → E is called antilinear
if it is complex-linear considered as map E → E. Antilinear maps form a complex-
linear subspace HomC(E,E) of EndR(ER). In fact, there is an algebraic direct sum
decomposition

EndR(ER) = EndC(E)⊕HomC(E,E)

where
T 7→ (CT , AT ) := 1

2(T − JTJ, T + JTJ)

inverts the canonical sum map. We call CT and AT the linear part and antilinear
part, respectively, of T .

To see this write r for conjugation by J , that is, r(T ) = JTJ−1 = −JTJ for T ∈
EndR(ER). Then J2 = −1 implies r is idempotent, hence C = 1+r

2 and A = 1−C
2 = 1−r

2

are algebraic projections onto supplementary subspaces. Since r(T ) = T is equivalent to
TJ = JT , we see that ImC and ImA consist indeed of the complex-linear and antilinear
endomorphisms, respectively.

Let us see what this means when J takes the standard ‘rotation’ form. That is,
suppose V1, V2 are subspaces of V such that V = V1 ⊕ V2, and accordingly let J and T
have block form

J =
(

0 −1
1 0

)
, T =

(
a b

c d

)
.

Then CT and AT have block form

CT = 1
2

(
a+ d b− c
c− b a+ d

)
, AT = 1

2

(
a− d b+ c

b+ c d− a

)
.

Finally, taking linear and antilinear parts of the equation ST = (AS +CS)(AT +CT )
shows that the decomposition puts a Z2-grading on the ring EndR(ER):

AST = ASAT + CSCT , (2.2a)

CST = CSAT +ASCT . (2.2b)

Restricting to GLR(V ), we apply this to T = S−1 and (using C1 = 1 and A1 = 0) get
the equations

CSCS−1 +ASAS−1 = 1, (2.3a)

CSAS−1 +ASCS−1 = 0. (2.3b)

On a Hilbert space

We introduce some notation. Let E be a complex Hilbert space. If we want to emphasize
its hermitian inner product h : E×E → C we shall write this as a tuple (E, h). Moreover,
we write GL(H,h) for the group of bounded linear automorphisms, and U(H,h) for its
subgroup of unitary maps.
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Similarly, let V be a real Hilbert space, written as (V, g) to emphasize the inner
product g. By a symplectic form on V we mean a bounded antisymmetric bilinear
form σ : V ×V → R which is nondegenerate in the sense that v 7→ σ(v,−) is a bijection of
V onto its continuous dual. Given such data, we write GL(V, g) for the group of bounded
linear automorphisms, and O(V, g) and Sp(V, σ) for the orthogonal and symplectic group,
consisting of the bounded linear automorphisms that preserve g and σ, respectively.

Theorem 1.

• Let (E, h) be a complex Hilbert space. Write J = i · − and h = g + iσ. Then
g = Re(h) and σ = Im(h) are bilinear forms on ER such that (ER, g) is a real
Hilbert space with symplectic form σ. They are related by the formulae

σ(x, y) = g(x, Jy), g(x, y) = σ(Jx, y),

(for x, y ∈ ER). Moreover

O(ER, g) ∩GL(E, h) = U(E, h) = Sp(ER, σ) ∩GL(E, h)

contains J , and J is both g-skewadjoint and σ-self-adjoint.

• Conversely, let (V, g) be a real Hilbert space with orthogonal complex structure
J . Then this formula defines a symplectic form σ on (V, g), and h = g + iσ is a
hermitian form on E = (V, J) such that (E, h) a complex Hilbert space.

Proof. The equations Re ◦− = Re and Im ◦− = − Im (as maps C→ C), together with
the fact that h is hermitian, imply symmetry and antisymmetry of g and σ respectively.
The equation Re ◦i = − Im (as maps C→ C) and sesquilinearity of h imply (for x, y ∈ E)

σ(x, y) = −Re(h(Jx, y)) = Re(h(x, Jy)) = g(x, Jy);

since J2 = −1 it follows that g(x, y) = σ(Jx, y). Nondegeneracy of σ follows from
nondegeneracy of g and the fact that J is orthogonal. The descriptions of the unitary
group follow from the formula g(x, Jy) = σ(x, Jy) and the fact that TJ = JT for a
complex-linear endomorphism T . All other statements are immediate.

Suppose we are in the situation of the theorem: (E, h) = (V, J, g) is a complex
Hilbert space. Then its conjugate Hilbert space is (E, h) = (V,−J, g). Given a bounded
real-linear endomorphism S of V , write Sg, Sσ for its adjoint with respect to g, σ. Given
bounded complex-linear and antilinear endomorphisms C and A of (E, h), write Ch and
Ah for their adjoint with respect to h, respectively. In the latter case this means the
adjoint of the morphism A : (E, h)→ (E, h) of complex Hilbert spaces.

Now for all x, y ∈ E we have h(Cx, y) = h(x,Chy) and h(Ax, y) = h(x,Ahy) =
h(Ahy, x). Taking real and imaginary parts, we obtain Cg = Ch = Cσ and
Ag = Ah = −Aσ. In particular Sσ = (CS + AS)σ = (CS − AS)h = (CS − AS)g.
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Note that Jh = J−1 = −J implies that taking the h, g, σ-adjoint preserves complex
(anti-)linearity. Combining the last two facts, we see that taking the h, g, σ-adjoint
commutes with taking (anti-)linear parts.

Finally, we apply this to T ∈ O(V, g) and S ∈ Sp(V, σ). Then T g = T−1 and
Sσ = S−1, and from equation 2.3 we obtain the fermionic/bosonic Bogoliubov
equations (writing the g-adjoint now as ∗):

CTC
∗
T +ATA

∗
T = 1;

CTA
∗
T +ATC

∗
T = 0,

and

CSC
∗
S −ASA∗S = 1;

ASC
∗
S − CSA∗S = 0.

Switching the roles of T and T−1, and those of S and S−1, we have the variants

C∗TCT +A∗TAT = 1;

A∗TCT + C∗TAT = 0,

and

C∗SCS −A∗SAS = 1;

C∗SAS −A∗SCS = 0.

2.2 Complexification

Real forms and conjugation

Let E be complex vector space. A real-linear subpace V of E is called a real form if the
inclusion i : V → E has the property that its complexification iC : VC → E is bijective.
This is equivalent to: every R-basis of V is also a C-basis of E. A conjugation on E is
an antilinear endomorphism of order 2. If c is a conjugation on E then 1+c

2 is idempotent,
giving a direct sum decomposition E = V+ ⊕ V− of the ±1-eigenspaces V± = ker(1± c)
of c. Observe that conjugation and real form are equivalent data: conjugation c gives the
real form ker(1− c), and a real form V gives the conjugation induced from the canonical
conjugation on VC.

Given this data, the image of the complexification map EndR(V )→ EndC(E) consists
precisely of those complex-linear endomorphisms f : E → E which preserve the real form
V , or equivalently which commute with conjugation.
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Induced decomposition

Pick a complex vector space W and form the complex vector space E = W ⊕W . It has a
natural conjugation c(x, y) := (y, x); with corresponding real form V = {w+w | w ∈W}.
The composition

p : V → E →W

of inclusion followed by projection is a real-linear isomorphism with inverse W → V ,
w 7→ w+ c(w). This induces a unique complex structure J : V → V making p : (V, J)→
W a complex-linear isomorphism; explicitly it is given by J(w + w) = i(w − w) for
w ∈W . As block matrix relative to E = W ⊕W , its complexification is

JC =
[
i 0
0 −i

]
,

in terms of which the projections onto W and W are expressed as

1− iJC
2 =

[
1 0
0 0

]
and 1 + iJC

2 =
[

0 0
0 1

]
.

Conversely we start with a real vector space V with complex structure J and form the
complexification JC : VC → VC. Then the complex-linear map p+ := 1−iJC

2 is idempotent,
giving the decomposition VC = W ⊕W of the +i-eigenspace W = imp+ = ker(i− JC) of
JC and its conjugate W = ker p+ = ker(i+ JC). Now p+ restricts to a complex-linear
isomorphism (V, J)→W whose inverse W → (V, J) is w 7→ w + w.

In terms of such a decomposition E = W ⊕ W , consider a complex linear endo-

morphism U =
(
a b

c d

)
. Then the underlying real vector space ER = WR ⊕ (W )R has

complex structure (JC)R =
(
i 0
0 −i

)
, relative to which UR =

(
aR bR

cR dR

)
has linear and

antilinear part

CUR =
(
aR 0
0 dR

)

AUR =
(

0 bR

cR 0

)
.

Finally, U commutes with conjugation if and only if U =
(
a b

b a

)
. Suppose this is the

case: we have U = TC for a real-linear endomorphism T of V . Then for v ∈ V we have

TC(v − iJv) = Tv − iTJv = (1− iJ)CT v + (1 + iJ)AT v;

in other words
TC ◦ PJ = PJ ◦ CT + P−J ◦AT as maps V → VC. (2.4)
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It follows that a◦PJ = PJ ◦CT , and similarly b◦P−J = PJ ◦AT . Thus the complexification
TC ∈ EndC(VC) has block form (

CT AT

AT CT

)
with respect to E = VC = (V, J)⊕ (V,−J).

The factor
√

2

In this thesis there are many occurrences of the factor
√

2. They can all be explained by
the desire of linear isomorphisms of Hilbert spaces to be unitary. We now explain this in
one example, namely the situation just considered.

IfW is a complex Hilbert space, then on the Hilbert space direct sum E = W⊕W the nat-
ural conjugation c : E → E is unitary. Therefore the real form V = {w+ c(w) | w ∈W}
is a closed subspace of ER, hence naturally a real Hilbert space. However, the real-linear
isomorphism pW : V → E → W with inverse w 7→ w + c(w) is not orthogonal. In
fact ‖w + c(w)‖2 = 2‖w‖2 for w ∈ W , and therefore

√
2pW : V → E is orthogonal

with inverse w 7→ w+c(w)√
2 . This scaling does not affect the induced complex structure

J : V → V ; it can be now described as the unique orthogonal complex structure on V
making

PJ :=
√

2pW = 1− iJ√
2

: (V, J)→W

a unitary isomorphism.

Commutation relations

Let (V, J, g) be a complex Hilbert space, and as usual write g = Reh and σ = Im h. In
the introduction we have mentioned the CCR and CAR. These have a real and complex
version, as we now explain, and they are related by the unitary isomorphism

PJ = 1− iJ√
2

: (V, J)→W

just introduced.
Let us define a complex *-algebra to be a complex algebra with an involution,

that is, with an antilinear algebra endomorphism ∗ of order 2. Let A be a complex
unital *-algebra. Then the datum of a real-linear map π : V → A, and the datum of a
complex-linear map c : V → A, are equivalent in the following sense.

Given π, write π̂ : VC → A for its complex-linear extension, and define c, a : V → A

by commutativity of the following diagram:

V

PJ   

c // A

VC .̂

π

OO V

P−J   

a // A

VC .̂

π

OO
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Conversely, given c, consider its conjugate a : V c−→ A
∗

−→ A and define π := a+c√
2 . These

constructions are each others inverse.

Theorem 2. In the situation just described, the following two are equivalent:

1. The real CAR hold:

v, w ∈ V ⇒ [πv, πw]+ = g(w, v) in A.

2. The complex CAR hold:

[cv, cw]+ = 0 = [av, aw]+ and [av, cw]+ = h(w, v) in A.

Analoguously, the following two are equivalent:

i. The real CCR hold:

v, w ∈ V ⇒ [πv, πw] = iσ(w, v) in A.

ii. The complex CCR hold:

[cv, cw] = 0 = [av, aw] and [av, cw] = h(w, v) in A.

Proof. The complex CCR imply

[πv, πw] = 1
2 [cv + av, cw + aw] = 1

2([cv, aw] + [av, cw]) = h(w, v)− h(v, w)
2 = iσ(w, v)

because [cv, aw] = −[aw, cv]. Conversely, the real CCR and Theorem 1 imply

[av, cw] = 1
2 [πv + iπJv, πw − iπJw]

= 1
2(i[σ(w, v) + σ(Jw, Jv)] + [σ(Jw, v)− σ(w, Jv)])

= iσ(w, v) + g(w, v) = h(w, v),

and
[cv, cw] = 1

2 [πv − iπJv, πw − iπJw]

= 1
2(i[σ(w, v)− σ(Jw, Jv)] + [σ(Jw, v)− σ(w, Jv)]) = 0.

Applying ∗ yields [av, aw] = 0. For the CAR the computations are the same, up to
changing some signs.

Finally, for π : V → A as above and T a real-linear endomorphism of V , write its
pullback as πT := π ◦ T : V → A. It is clear that if π satisfies the real CAR (resp. CCR)
and T ∈ O(V, g) (resp. S ∈ Sp(V, σ)), then πT also satisfies the real CAR (resp. CCR).
In terms of the complex commutation relations, we compute, using equation 2.4:

cT :=πTC ◦ PJ = πC ◦ (PJ ◦ CT + P−J ◦AT ) = c ◦ CT + a ◦AT (2.5a)

aT :=πTC ◦ P−J = πC ◦ (P−J ◦ CT + PJ ◦AT ) = a ◦ CT + c ◦AT . (2.5b)

These formulae will be rather important in the next chapters.
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2.3 Hilbert-Schmidt operators

2.3.1 Completion

In this subsection we describe a particular realization of the completion of a pre-Hilbert
space, based on antiduality.

Let X be a complex pre-Hilbert space. We write X∨ for the algebraic antidual
HomC(X,C), viewed as a complex vector space according to equation 2.1 (that is, as the
ordinary dual of V rather than as its conjugate).

Now X∨ is a locally convex space if we equip it with the weak topology, defined
using the collection {| evx | | x ∈ X} of evaluation seminorms | evx | : φ 7→ |φ(x)|. Note
that for every linear endomorphism L : X → X, its antidual L∨ : X∨ → X∨ (given by
pullback L∨(φ) := φ ◦L) is weakly continuous: if φi → φ is a convergent net in H∨ then
φi(Lx)→ φ(Lx) for every x ∈ H.

Suppose L, S : H → H are linear endomorphisms which are formally adjoint:
〈Lx, y〉 = 〈x, Sy〉 for all x, y ∈ H. Then their antiduals L∨, S∨ : H∨ → H∨ satisfy
S∨ ◦ ι = ι ◦ L, that is, the following diagram commute:

H∨
S∨ // H∨

H

ι

OO

L // H

ι

OO

and similarly L∨ ◦ ι = ι ◦ S.
Sometimes, in proving a result for X, we will first prove it in case X is finite-

dimensional and then take limits in an appropriate sense. To this end we introduce the
directed set Gr(H) of finite-dimensional subspaces of X, ordered under inclusion: an
upper bound of M and N is M + N . Given M ∈ Gr(H), write jM : M → X for the
inclusion.

Finally, we write X∗ ⊂ X∨ for the continuous antidual: those antifunctionals on X
which are bounded, that is, have finite operator norm ‖φ‖op := sup{|φ(x)| : ‖x‖ = 1}.
Then X∗ is a Banach space under the operator norm. Now X∗ may be viewed as a
model for the Hilbert space completion of X, according to the following lemma.

Lemma 1. The image of the linear isometry ι = ιX : X → X∗, x 7→ 〈x,−〉 is norm
dense in X∗ and weakly dense in X∨. Consequently it is surjective (i.e the image is
closed in X∗) precisely when X is a Hilbert space.

Proof. Let φ ∈ H∨, and write φM = j∨M (φ) ∈ M∨ = M∗ ⊂ H∗ for its restriction to
M ∈ Gr(H). Then (φM )M∈Gr(H) is a net in H∗ converging weakly to φ, simply because
if x ∈ H then φM (x) = φ(x) for all M ≥ Cx.

Norm denseness follows from the special case, often referred to as Riesz’ theorem,
that if X is a Hilbert space then ι is an isometric isomorphism. Indeed the closure ι(X)
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in X∗ is a Hilbert space (using the inner product on ι(X) coming from ι : X → ι(X),
continuously extended to the closure), yielding the isometric isomorphism ι(X)→ ι(X)

∗
.

Next, since ι : X → ι(X) is an isometry with dense image, its dual ι∗ : ι(X)
∗
→ X∗ is

an isometric isomorphism. So the composition f : ι(X)→ ι(X)
∗
→ X∗ is an isometric

isomorphism. But its restriction to the dense subspace ι(X) coincides with the inclusion
ι(X)→ X∗, proving that f is in fact the identity or in other words ι has dense image.

Thus our realization may be denoted as

X → X∗ → X∨;

we have placed the Hilbert space completion of X between X and X∨.

2.3.2 Tensor square

Let V be a complex Hilbert space. The algebraic tensor square T 2(V ) = V ⊗ V is a
pre-Hilbert space under the inner product determined by

〈x⊗ y, a⊗ b〉 = 〈x, a〉 〈y, b〉

for x, y, a, b ∈ V . Thus we may apply the completion procedure from the previous section,
and get

V ⊗ V → (V ⊗ V )∗ → (V ⊗ V )∨.

On the other hand, these three spaces have an interpretation as spaces of morphisms. In
order to state the theorem making this precise, we need to introduce some notation. We
write

Hom ⊃ B ⊃ HS ⊃ Bfin

for the space of complex-linear maps (between unmentioned complex Hilbert spaces),
and its subspaces of maps which are bounded, Hilbert-Schmidt, of finite rank.

On Hom(V, V ∨) we consider the ‘weak topology’ in which Ti → T means Ti(x)(y)→
T (x)(y) in C for all x, y ∈ V .

Let us explain whatHilbert-Schmidt means for an antilinear map. For two antilinear
maps S, T : V → V and a complete orthonormal basis ei of V , we consider the expression

〈S, T 〉HS := Tr(T ∗S) =
∑
i

〈Sei, T ei〉 ,

which is independent of the choice of complete orthonormal basis. We call T Hilbert-
Schmidt if

‖T‖HS := 〈T, T 〉HS =
∑
i

‖Tei‖2

is finite. Such T form an ideal HS(V, V ) in the algebra B(V, V ), and it is in fact a
Hilbert space under the inner product 〈−,−〉HS containing Bfin as dense subspace.
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Note that the antilinear T : V → V is Hilbert-Schmidt if and only if its underlying
real-linear endomorphism TR : VR → VR is Hilbert-Schmidt. In fact if ei is a complete
orthonormal basis of V then so is Jei, and (ei, Jei) is a complete orthonormal basis of
VR, so that

‖TR‖2HS =
∑
i

‖Tei‖2 +
∑
i

‖TJei‖2 = 2‖T‖2HS .

Theorem 3. For a Hilbert space V , and in the notation we just introduced, there is the
following commutative diagram:

(V ⊗ V )∨ tensor−hom // Hom(V, V ∨)

(V ⊗ V )∗
inclusion

OO

L̂ // HS(V , V )

α

OO

V ⊗ V

ιV⊗V

OO

L // Bfin(V , V )

inclusion

OO

involving morphisms which will be defined in the proof.

Proof. Construction of morphisms. The morphism named tensor-hom is the complex-
linear isomorphism HomC(V ⊗ V,C) ∼= HomC(V,HomC(V,C)) expressing tensor-hom
adjunction; it is clearly weak-weak continuous.

The complex-linear injection α is (the restriction to Hilbert-Schmidt operators) of
the composition

B(V, V ) adjoint−−−−−→ B(V , V ) = B(V, V ) (ιV )∗−−−→ Hom(V, V ∨)

of first taking the adjoint and then postcomposing with ιV : V → V ∨; thus if x, y ∈ V
then α(T )(x)(y) =

〈
Thx, y

〉
= 〈Ty, x〉. Note that α is continuous: if ‖Ti‖HS → 0 then

for all x, y ∈ V one has Tiy → 0 hence 〈Tiy, x〉 → 0.
To construct L we first recall the well-known complex-linear isomorphism

V ⊗ V ∨ → B(V , V )fin characterized by x ⊗ f 7→ f(−)x. Next we precompose by
1⊗ (V

∼=−→ V ∗ → V ∨), to obtain the commutative diagram

V ⊗ V ∨
∼=// Hom(V , V ∨)fin

V ⊗ V ∗

OO

∼= // B(V , V )fin

OO

V ⊗ V

∼=

OO
L

77

(this is a definition of L). Note that L is characterized by sending the pure
tensor x⊗ y to the rank-one operator Lx,y = ιy(−)x = x 〈y,−〉. Moreover it satisfies, for
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x, x′, y, y′ ∈ V :

L∗x,y = Ly,x, Lx,yLx′,y′ = 〈x′, y〉H Lx,y′ , Tr(Lx,y) = 〈y, x〉 ,

Therefore, the inner product on B(V , V )fin induced by L is characterized by

〈Lx,y, Lx′,y′〉 = 〈x, x′〉 〈y, y′〉 = Tr(L∗x′,y′Lx,y). (2.6)

In other words L is a unitary isomorphism of pre-Hilbert spaces, if the codomain
B(V , V )fin is considered with the Hilbert-Schmidt inner product 〈S, T 〉 = tr(T ∗S). So
L uniquely extend to a unitary isomorphism L̂ of the Hilbert space completions.

The diagram commutes. The lower square commutes by definition of L̂. The outer
square also commutes, i.e. α ◦ L = (tensor − hom) ◦ ι, because by unravelling the
definitions one sees that a pure tensor x⊗ y ∈ V ⊗ V has the following image

[a⊗ b 7→ 〈x, a〉 〈y, b〉] tensor−hom // [a 7→ 〈x, a〉 〈y,−〉]

x⊗ y

OO

L // x 〈y,−〉 .

α

OO

From this it follows that the upper square commutes, i.e. α ◦ L̂ = β ◦ ι, because L̂ is the
unique continuous extension of L, and tensor-hom and α are continuous.

We need one last bit of information in preparation for fermionic and bosonic Fock
space. Write τ : V ⊗ V → V ⊗ V for the flip map x⊗ y 7→ y ⊗ x, whose ±1-eigenspaces
Alt := ker(τ + 1) and Sym := ker(τ − 1) consist of the alternating and symmetric
tensors, respectively. These complex-linear subspaces orthogonally decompose the tensor
square: the map

V ⊗ V → Alt⊕Sym

x⊗ y 7→ 1
2([x, y]+, [x, y])

is the inverse of the canonical sum map, and for all x, y ∈ V we have

〈[x, y]+, [x, y]]〉 = 〈xy, xy〉 − 〈yx, yx〉 − 〈xy, yx〉+ 〈yx, xy〉 = 0.

On rank-one operators the flip map corresponds to taking the adjoint: L∗x,y = Ly,x.
Moreover, the flip map induces (by antiduality and tensor-hom) an involution T 7→ T ∗,
again called adjoint, on Hom(V, V ∨) given by T ∗(x)(y) = T (y)(x). Accordingly, in the
commutative diagram from Theorem 3, α preserves adjoints and the three spaces of
morphisms decompose into the skew-adjoint (T = −T ∗) and self-adjoint (T = T ∗) ones.
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Chapter 3

Fermionic Fock space

In this chapter we will associate to a complex Hilbert space V its Fermionic Fock space.
It carries a natural representation by creation and annihilation operators, satisfying the
canonical anticommutation relations. Every orthogonal operator on V yields a ‘twisted’
representation, which may or may not leave the isomorphism class. We prove a necessary
and sufficient condition for this to happen.

3.1 Exterior algebra

Let (V, h) be a complex Hilbert space, and Λ(V ) = ⊕d≥0Λd(V ) its algebraic exterior
algebra. This is a pre-Hilbert space, under the unique inner product for which the Λd,
d ≥ 0 are mutually orthogonal, and for xi, yi ∈ V

〈x1 ∧ · · · ∧ xd, y1 ∧ · · · ∧ yd〉 =
∑
σ∈Sd

(−1)|σ|
∏
i

〈xi, yσi〉 .

If {ei}i∈I is an orthonormal set in V , then the associated set {eI := ei1∧· · ·∧ein}I⊂I,|I|=d
is orthonormal in ΛdV .

Remark 1. We point out one subtlety: if the Hilbert spaces V is infinite-dimensional,
and {ei}i∈I is a complete orthonormal basis, then its linear span is a proper dense
subspace of V . Therefore the {eI}I⊂I,|I|=d do not generate the vector space ΛdV .

Of course it is true that every element in ΛdV lies in the span of {eI}I⊂I,|I|=d for
some choice of complete orthonormal basis {ei}i∈I : in fact ΛdV is generated by pure
wedges v1 ∧ · · · ∧ vd (vi ∈ V ), and for every such pure wedge we only have to consider an
orthonormal basis of the finite-dimensional subspace of V spanned by {vi}.

The Hilbert space completion F(V ) of Λ(V ) will be referred to as fermionic Fock
space. It is canonically isomorphic to the Hilbert space direct sum of the completions
Fd(V ) of Λd(V ), d ≥ 0. Therefore if {ei}i∈I is a complete orthonormal basis in V , then
{eI}I⊂I,|I|=d is a complete orthonormal basis of Fd(V ), and {eI} I⊂I

finite
is one of fermionic

Fock space.

17
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It is an exercise in combinatorics to show that for each m,n ∈ N the wedge product

Λm(V )× Λn(V )→ Λm+n(V ), (φ, ψ) 7→ φ ∧ ψ

satisfies
‖φ ∧ ψ‖2 ≤ (m+ n)!

m!n! ‖φ‖
2‖ψ‖2.

Since the bound only depends on m and n, there is a unique continuous extension
Fm(V )×Fn(V )→ Fm+n(V ).

If X ⊂ V is a closed subspace, so that V = X ⊕X⊥, we have the canonical linear
isomorphism Λ(X)⊗ Λ(X⊥) ∼= Λ(V ) of graded algebras. Taking completions this gives
the unitary isomorphism F(X)⊗̂F(X⊥) ∼= F(V ). So if {ei}i∈I resp. {fj}j∈J are
complete orthonormal bases of X resp. X⊥, then {eI ∧ fJ}I⊂I,J⊂J (finite subsets) is a
complete orthonormal bases of F(V ).

The exterior square may be identified with the alternating tensors. In fact, the
complex-linear bijection

α : Λ2V → Alt, x ∧ y 7→ 1√
2

[x, y]

is an isomorphism of pre-Hilbert spaces since

〈[x, y], [x′, y′]〉 = 2(〈x, x′〉 〈y, y′〉 − 〈x, y′〉 〈y, x′〉) = 2 〈x ∧ y, x′ ∧ y′〉 .

Combining this with the isomorphism L : Alt→ Bfin(V , V )sk from section 2.3.2 (where
the subscript sk means skew-adjoint), and extending to the completions, we arrive at the
commutative square

F2(V )
∼= // HS(V , V )sk

Λ2(V )

OO

L ◦ α // Bfin(V , V )sk.

incl

OO

3.2 Creator and annihilator

Let v ∈ V . Define cv : Λ(V )→ Λ(V ) be left multiplication by v. We call it a creator
because it is a graded linear map of degree 1. Also define av : Λ(V )→ Λ(V ) as the unique
graded derivation (of degree −1) which extends the functional 〈−, v〉 ∈ HomC(V,C) =
HomC(Λ1(V ),Λ0(V )). We call it an annihilator, and it is explicitly given on pure
wedges by

av(x1 ∧ ...xn) 7→
n∑
i=1

(−1)i+1 〈xi, v〉x1 ∧ · · · ∧ x̂i ∧ · · · ∧ xn.

Introducing the complex algebra A = EndC(Λ(V )), we obtain the complex-linear
map c : V → A and the antilinear map a : V → A.
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Theorem 4. For each v ∈ V the linear endomorphisms av, cv are formally adjoint in
the sense that for all x, y ∈ Λ(V )

〈cvx, y〉 = 〈x, avy〉 .

Proof. The equation is linear in each of v, x, y, so by Remark 1 it suffices to prove for
every finite orthonormal set (ei)i∈I of V that

〈ek ∧ eI , eJ〉 = 〈eI , aekeJ〉

for every k ∈ I and I, J ⊂ I. Now the left hand side is nonzero if and only if k /∈ I and
J = I ∪ {k}, while the right hand side is nonzero if and only if k ∈ J and I = J − {k};
clearly these conditions are the same. Finally if these conditions hold, then both equal
(−1)p where p is the cardinality of {i ∈ I |i < k} = {j ∈ J |j < k}.

The endomorphisms of ΛV which have a formal adjoint form a unital subalgebra A′

of A, and this puts us in the situation described in Section 2.2: A′ is a complex *-algebra
(with formal adjoint as involution), c : V → A′ is complex-linear, and a = c◦∗. So by
Theorem 2, the complex CAR for c hold if and only the real CAR for π = c+a√

2 hold.
The following theorem says that this is indeed the case. Moreover, it proves an

important observation about the ‘vacuum’ 1 ∈ Λ0(V ): this element is cyclic and is
annihilated by all annihilators; conversely this characterizes Λ0V − {0}.

Theorem 5. Let v, w ∈ V and f ∈ Λ(V ). The maps π, c, a : V → A enjoy the following
properties.

1. The CAR hold: [av, aw]+ = 0 = [cv, cw]+ and [av, cw]+ = 〈w, v〉 in A.

2. We have ‖cvf‖2 + ‖avf‖2 = ‖v‖2‖f‖2 in [0,∞[.

3. 1 ∈ Λ0(V ) is cyclic: the complex-linear subspace of Λ(V ) generated by {πv(1)}v∈V
equals Λ(V ).

4. ∩v∈V ker av = Λ0(V ) = C.

5. The representation is irreducible: if L ∈ EndC(Λ(V )) satisfies L ◦ πv = πv ◦ L for
all v ∈ V , then it is a scalar multiple of the identity.

6. Annihilation on the exterior square corresponds to evaluation of finite-rank
operators, up to a factor of −1√

2 : we have the commutative triangle

Λ2(V )

− av√
2 ""

L ◦ α // Bfin(V , V )sk

evv
yy

V.
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Proof. 1. By definition of the exterior algebra we have [cv, cw]+ = 0; taking formal
adjoints gives [av, aw]+ = 0. The derivation property of aw yields

av(cw(f)) = av(w ∧ f) = 〈w, v〉 f − w ∧ av(f) = (〈w, v〉 − cwav)f,

in other words [av, cw]+ = 〈w, v〉 on arbitary f ∈ Λ(V ).

2. Evaluate the CAR [av, cv]+ = ‖v‖2 at f and apply 〈−, f〉.

3. This subspace contains cv1 · · · cvn1 = v1 ∧ · · · ∧ vn for all n ∈ N and vi ∈ V , and
these pure wedges generate Λ(V ).

4. Formal adjointness implies ker av = (Im cv)⊥ for each v ∈ V , so ∩v∈V ker av =
(∪v∈V Im cv)⊥ =

(
⊕k≥1Λk(V )

)⊥ = Λ0(V ).

5. The intertwining property implies L ◦ av = av ◦L for all v ∈ V . Hence L preserves
the subspace ∩v∈V ker av which equals C as we just saw, so that λ := L(1) ∈ C.
Now T − λ intertwines π and is zero on the cyclic vector 1, hence is zero on all of
Λ(V ).

6. We need to prove, for f ∈ Λ2(V ) and corresponding f̂ = (L ◦ α)f , that〈
evv(f̂), w

〉
= − 1√

2 〈av(f), w〉 (since w ∈ V is arbitary). Equivalently:

√
2
〈
f̂v, w

〉
= −〈f, v ∧ w〉 .

It suffices to check this for a pure wedge f = x ∧ y ∈ Λ2(V ), where x, y ∈ V . Now
we have〈
L[x,y]v, w

〉
= 〈Lxyv, w〉−〈Lyxv, w〉 = 〈y, v〉 〈x,w〉−〈x, v〉 〈y, w〉 = −〈x ∧ y, v ∧ w〉 .

Recalling the definition [x, y] =
√

2α(x ∧ y) this concludes the proof.

The second property immediately implies that, for each v ∈ V , the maps cv and av
are bounded, hence uniquely extend to bounded operators on fermionic Fock space which
we continue to write like this. Thus we have (anti-)linear maps π, c, a : V → B(F(V )).
We call π the Fock representation.

Most of the properties in Theorem 5 also extend by continuity to fermionic Fock
space. This is the result of the next theorem, along with a more detailed description of
∩v ker av needed later.

Theorem 6. Let v, w ∈ V and f ∈ F(V ). The maps π, c, a : V → B(F(V )) enjoy the
following properties.

1. The CAR hold: [av, aw]+ = 0 = [cv, cw]+ and [av, cw]+ = 〈w, v〉 in B(F(V )).

2. We have ‖cvf‖2 + ‖avf‖2 = ‖v‖2‖f‖2 in [0,∞[.
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3. 1 ∈ Λ0(V ) is cyclic: the closed linear subspace of F(V ) generated by {πv(1)}v∈V
equals F(V ).

4. For a closed subspace X of V , the subspace ∩x∈X ker ax ⊂ F(X)⊗̂F(X⊥) equals
FX⊥ ∼= F0(X)⊗̂FX⊥.

5. For a closed subspace X of V , the subspace ∩x∈X ker cx ⊂ F(X)⊗̂F(X⊥) equals
detX⊗̂FX⊥ if X has finite dimension, and zero otherwise.

6. The Fock representation is irreducible: if T ∈ B(Λ(V )) satisfies T ◦ πv = πv ◦ T
for all v ∈ V , then it is a scalar multiple of the identity.

7. Annihilation on F2(V ) corresponds to evaluation of Hilbert-schmidt operators, up
to a factor − 1√

2 : we have the commutative triangle

F2(V )

av√
2 ""

L ◦ α // HS(V , V )sk

−evvyy
V.

Proof. Since 1. holds in EndC(Λ(V )) and 2. holds for f ∈ Λ(V ), this is direct by
continuity. The subspace mentioned in 3. is the closure of Λ(V ). If T is as in 6. then we
know its restriction to Λ(V ) is a scalar, hence by continuity T itself is a scalar.

To prove 4. and 5. pick complete orthonormal bases {ei}i∈I resp. {fj}j∈J of X resp.
X⊥. Note that for g ∈ F(V ) we have

I ⊂ I nonempty ⇒ 〈g, eI ∧ fJ〉 =
〈
ai1g, eI−{i1} ∧ fJ

〉
;

this directly implies ∩x∈X ker ax = F0(X)⊗̂FX⊥. To prove 5. we first note that for all
finite subsets I ⊂ I, J ⊂ J we have

I ( I ⇒ eI ∧ yJ ∈ ∪x∈X Im ax

since if i ∈ I − I then eI ∧ yJ = aei(ei ∧ eI ∧ yJ ). Now if X is infinite dimensional then
every (finite!) I is proper in I, while if X has finite dimension n then every I except
{1, · · ·n} = I is proper. Accordingly ∩x∈X ker cx = (∪x∈X Im ax)⊥ equals 0 = F(V )⊥

resp. det(X)⊗̂FX⊥, as desired.
Finally to prove 7, since av is continuous this follows by density as soon as we know

evv to be continuous: if Ti → T in Hilbert-Schmidt-norm then Tiv → Tv in V . In other
words Hilbert-Schmidt convergence implies strong convergence; this is true and was
already used in section 2.3.2.

3.3 Implementation

The real CAR are preserved under twisting by an orthogonal map: as observed in
section 2.2, for each T ∈ O(VR, g) the twisted Fock representation πT : V → B(F(V ))
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satisfies the real CCR, and the twisted creators and annihilators cT , aT : V → B(F(V ))
satisfy the complex CCR.

We are interested in the implementation problem: when are π and πT equivalent
representations? More precisely, we define an implementer (of T ) to be a unitary map
U : F(V )→ F(V ) such that for all v ∈ V the intertwining equation holds U ◦πv = πTv ◦U
holds in B(F(V )).

Splitting into linear and antilinear parts, for a unitary map U : F(V )→ F(V ) the
intertwining equation for v ∈ V is clearly equivalent to the two equations

U ◦ cv = cTv ◦ U,

U ◦ av = aTv ◦ U.

Theorem 7.

1. If an orthogonal map is implementable, then the implementer is unique up to
multiplication by a scalar λ ∈ S1 ⊂ C.

2. The implementable orthogonal maps form a subgroup Ores(VR, g) of O(VR, g), called
the restricted orthogonal group.

Proof. If U1, U2 : F(V ) → F(V ) implement the same orthogonal map, then U1U
−1
2 :

F(V )→ F(V ) intertwines the Fock representation π (i.e. implements the identity map).
By irreducibility of π we see that U1U

−1
2 is a scalar, which must have unit norm by

unitarity.
The identity orthogonal map is implemented by the identity on F(V ). If Ui implements

Ti (i ∈ {1, 2}) then U1U2 implements T1T2. Moreover U∗1 implements T−1: apply adjoints
to the equation U ◦ πv = πTv ◦ U to get πv ◦ U∗ = U∗ ◦ πTv.

Our strategy to determine Ores(VR, g) is based on an observation we already put to
use to prove irreducibility of the Fock representation: an implementer is fully determined
by what it does on 1. The next reult makes this precise; its proof uses a lemma stated
directly after it.

Lemma 2. Let T ∈ O(VR, σ). The set map {implementers of T} → F(V ) given by
evaluation at 1 ∈ F(V ) is injective. Its image VacT, the set of T -vacuua, consists of
those Φ ∈

⋂
v∈V ker aTv with ‖Φ‖ = 1.

Proof. If U implements T then U(1) ∈ VacT, because U preserves the norm, and
U(ker av) ⊂ ker aTv for each v ∈ V by the intertwining property while 1 ∈ ∩v∈V ker av by
Theorem 5.

Conversely if Φ ∈ VacT then there is a unique implementer U with U(1) = Φ, basically
because 1 is cyclic. For clarity let us write u : Λ(V ) → F(V ) for its restriction to the
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dense subspace Λ(V ). For n ∈ N and x1, · · ·xn ∈ V we have x1 ∧ · · · ∧xn = cx1 · · · cxn(1)
in Λ(V ), so the intertwining property forces us to define

u(x1 ∧ · · · ∧ xn) = cTx1
· · · cTxnΦ.

On the other hand this does well-define a linear map u : Λ(V )→ F(V ); we first check
the intertwining property. Now u ◦ cv = cTv ◦ u holds almost by construction; we will
prove

u(av(Z)) = aTv u(Z)

for indecomposable Z ∈ F(V ) by induction on its degree d = deg(Z). For d = 0 this is
just the true statement av(1) = 0 = aTv (Φ). Now write Z = cxY for some x ∈ V , so that
deg(Y ) = deg(Z)− 1. Then we use the CAR and u ◦ cv = cTv ◦ u to compute

u(av(Z)) = 〈x, v〉u(Y )− u(cxavY ) = 〈x, v〉u(Y )− cTx u(avY )

and similarly
aTv u(Z) = aTv c

T
x u(Y ) = 〈x, v〉u(Y )− cTx aTv u(Y );

these are equal by the induction hypothesis.
Next we show u preserves the inner product; thus we pick a complete orthonormal

basis ei of V , finite subsets I, J of N (of cardinality n, k respectively), and prove that

〈u(eI), u(eJ)〉 = 〈eI , eJ〉 .

Writing out the definitions, this is equivalent to〈
Φ, aTin · · · a

T
i1c

T
j1
· · · cTjkΦ

〉
= [I = J ].

This equality is true by Lemma 3: if I\J 6= ∅ this is immediate, if I = J the lemma
reduces it to ‖Φ‖ = 1, and if I ( J (say J\I = {ι1, · · · , ιp}) then the lemma implies

〈
Φ, aTin · · · a

T
i1c

T
ι1 · · · c

T
ιpΦ
〉

= ±
〈

Φ, cTι1 · · · c
T
ιpΦ
〉

= ±
〈
aTι1Φ︸︷︷︸

=0

, cTι2 · · · c
T
ιpΦ
〉

= 0.

We conclude that u uniquely extends to an isometry U : F(V )→ F(V ). The equation
U ◦ πv = πTv ◦ U in B(F(V )) holds since it holds on the dense subspace Λ(V ) and both
sides are continuous. Finally to prove that U is unitary, i.e. surjective, we use a version
of Schur’s lemma: the twisted Fock representation πT is irreducible since π is (they have
the same invariant subspaces), so the image of U , being a nonzero πT -invariant subspace,
equals F(V ).

Lemma 3. Suppose {ai, ci}i∈N are elements in an associative unital complex algebra
A satisfiying the complex CAR: [ci, cj ] = 0 = [ai, aj ] and [ci, aj ] = [i = j] for all
1 ≤ i, j ≤ n. Let I be the left ideal in A generated by the {ai}i∈N.
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For finite subsets I, J ⊂ N we have

aIcJ ≡I


1 if I = J

0 if I\J 6= ∅

±cJ\I if I ( J,

where we use, for I = {i1 < · · · < in} and J = {j1 < · · · < jk}, the notation
aI := ain · · · ai1 and cJ := cj1 · · · cjk .

Proof. First suppose I = J , then we show an · · · a1c1 · · · cn ≡I 1 with induction on n;
the case n = 0 being tautological. We use the CAR a1c1 = 1− c1a1 to rewrite

an · · · a1c1 · · · cn = an · · · a2c2 · · · cn − an · · · a2c1a1c2 · · · cn.

To the first term we apply the induction hypothesis, while the second term is in I because
a1c2 · · · cn = (−1)n−1c2 · · · cna1 by the CAR.

Suppose now I 6= J . Using the CAR it is easy to see that, for arbitrary i ∈ N:

aicJ ≡I

cJai if i /∈ J

±cJ−{i} if i /∈ J.

This implies

aIcJ ≡I ±aI\JcJ\I = ±cJ\IaI\J ≡I

0 if I\J 6= ∅

±cJ\I if I ( J.

We have rephrased the implementability problem in terms of vacua: for which
T ∈ O(VR, g) is VacT nonempty?

3.4 The Shale-Stinespring criterion

Let us investigate the condition Φ ∈ VacT more closely. Recall equation 2.5, expressing
the twisted creators and annihilators in terms of the linear and antilinear parts of T :

cT = c ◦ CT + a ◦AT

aT = a ◦ CT + c ◦AT .

Given Φ ∈ F(V ), write Φ =
∑
d Φd ∈ ⊕dFd(V ) for its decomposition in homogeneuous

parts. Now Φ ∈ VacT implies that for all v ∈ V :

0 = aTv (Φ) = aCT v(Φ) + cAT v(Φ)

⇒ 0 = (aTv (Φ))d =

aCT v(Φd+1) + cAT v(Φd−1) d ≥ 1

aCT v(Φ1) d = 0.
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From now on, assume CT invertible. Then (d = 0) by Theorem 6.4:

Φ1 ∈ ∩v∈ImCT ker av = C

so Φ1 = 0 since it has degree 1. Inductively (d = 2k) Φ2k+1 = 0 for all k ∈ N. Moreover
Φ0 6= 0, because otherwise we would similarly get Φ2k = 0 for all k ∈ N in contradiction
with ‖Φ‖ = 1; let us for simplicity assume for the moment that Φ0 = 1.

Then (d = 1) we see AT v = −aCT v(Φ2).
Plugging this in the next equation (d = 3) and using that annihilators are derivations,

we see
aCT v(Φ4) = −(AT v) ∧ Φ2 = aCT v(Φ2) ∧ Φ2=1

2aCT v(Φ
2
2).

Hence Φ4 − 1
2Φ2

2 ∈ ∩v∈ImCT ker av = C must vanish. Inductively Φ2k = Φk
2/k! for all

k ∈ N.
Finally we lift our assumption Φ0 = 1 and write Φ̂2 for the Hilbert-Schmidt operator

corresponding to Φ2 as in Theorem 6, and we summarize our findings:

Lemma 4. Let T ∈ O(VR, g) and Φ ∈ VacT. If CT is invertible, then

Φ̂2 = Φ0√
2
ATC

−1
T ,

Φ = Φ0
∑
k≥0

(Φ2/Φ0)k

k! .

This basic computation hints at a complete proof of determining VacT in the special
case of invertible CT . It says that, up to a scalar factor, every vacuum is fully determined
by its quadratic part. In turn, this quadratic part Φ2 is fully determined by the
formula Φ̂2 = Φ0√

2ATC
−1
T . The only obstacle for making this argument work, lies in

the correspondence between the vacuum and its quadratic part: it is provided by the
exponential map, which we now proceed to investigate more closely.

3.4.1 Exponential

Theorem 8. There is a well-defined set map exp : F2(V ) → F(V ) given by φ 7→
exp(φ) :=

∑
k≥0

φk

k! ; it is called the exponential.

To be precise, for every φ ∈ F2(V ) and n ∈ N we know φn ∈ F2n(V ). Therefore
N 7→

∑
n≥N

φn

n! is a sequence in ⊕n≤NF2n(V ) ⊂ F(V ). The claim is that this sequence
converges in F(V ).

Proof. Let φ ∈ Λ2(V ). Write φ =
∑m
i=1 ciwi, where m ∈ N, ci ∈ C and wi ∈ Λ2(V ) is a

pure wedge of unit norm. Then for n ∈ N, the multinomial formula implies

φn =
∑

N∈Nm,|N |=n

(
n

N

) m∏
i=1

cn1
i w

ni
i in Λ2nV.
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This simplifies considerably, because wi ∧ wi = 0 and wi ∧ wj = wj ∧ wi in Λ4(V ) for
i 6= j. Thus the terms in the sum vanish unless N : m→ N takes values in {0, 1} = 2,
and we rewrite

φn =
∑

I∈2m,|I|=n

n!cIwI .

Now the (wI)I are mutually orthogonal, so

‖φn‖2

(n!)2 =
∑

I∈2m,|I|=n

|cI |2.

Let us identify the collection of subsets I ∈ 2m of size |I| = n with the collection of
increasing functions I : n→ m, as is usually done in working with the exterior algebra.
For any such function, there are n! injective functions n→ m with the same image. This
explains the estimate

‖φn‖2

n! = n!
∑
I∈mn

increasing

|cI |2 =
∑
I∈mn
injective

|cI |2 ≤
∑
I∈mn

arbitrary

|cI |2 = (
m∑
i=1
|ci|2)n = ‖φ‖2n.

We conclude that the finite sum

expφ :=
∞∑
n=1

φn

n! =
m∑
n=1

φn

n!

satisfies ‖ expφ‖2 ≤ exp(‖φ‖2). Finally, letting m → ∞, this estimate shows that for
every φ ∈ F2(V ) the series expφ is Cauchy, and ‖ expφ‖2 ≤ exp(‖φ‖2).

As one may expect, exponentials are eigenvectors for ‘differentiation’.

Theorem 9. Let Φ2 ∈ F2(V ), corresponding to the Hilbert-Schmidt operator Φ̂2 as
usual. Then for v ∈ V

av(exp Φ2) = −
√

2Φ̂2(v) ∧ exp Φ2.

Proof. The derivation property implies av(Φn2 ) = n · av(Φ2) · Φn−1
2 for all n, so that by

continuity av(exp Φ2) =
∑

n
n!av(Φ2)·Φn−1

2 = av(Φ2)·exp Φ2. Finally we already saw that,
up to a scalar, annihilators acts on quadratics as evaluation: av(Φ2) = −

√
2Φ̂2(v).

3.4.2 The proof

In this section T will always be an element of O(VR, g). We recall the Bogoliubov
equations

CTC
∗
T +ATA

∗
T = 1 (3.1a)

CTA
∗
T +ATC

∗
T = 0 (3.1b)

C∗TCT +A∗TAT = 1 (3.1c)

A∗TCT + C∗TAT = 0. (3.1d)
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The case CT invertible

Armed with our knowledge on exponentials of quadratics, we may execute our proposed
proof strategy.

Theorem 10. Assume CT is invertible and form ZT := 1√
2ATC

−1
T . Then VacT is

nonempty if and only if AT is Hilbert-Schmidt, and in this case the vacua are scalar
multiples of exp(Φ2) where Φ̂2 = ZT .

Proof. First note that ZT is skew-adjoint by Bogoliubov equation 3.1.b
Necessary: we saw in Lemma 4 that existence of Φ ∈ VacT implies Φ̂2 = ZT , so that

AT lies in the ideal generated by the Hilbert-Schmidt operator Φ̂2.
Sufficient: if AT is Hilbert-Schmidt then so is ZT , hence it corresponds to some

Φ2 ∈ F2(V ) in the sense that Φ̂2 = ZT . Now by Theorems 8 and 9, exp Φ2 lies in
fermionic Fock space and satisfies

aTv (exp(Φ2)) = [aCT v + cAT v] exp(Φ2) = [−
√

2ZTCT v +AT v︸ ︷︷ ︸
=0

] exp(Φ2) = 0

for all v ∈ V , so its normalization is a vacuum.

The general case

Finally we want to get rid of the condition that CT is invertible, and prove:

Theorem 11. VacT is nonempty if and only if AT is Hilbert-Schmidt.

We now prove some technical results on the structure of the linear and antilinear
parts of T , in order to reduce to the previously considered case.

Lemma 5. If AT is Hilbert-Schmidt, then CT is Fredholm of index zero.

Proof. We introduce the auxiliry operators JT := TJT−1 and G := TC∗T = 1
2 (1− JTJ).

Then invertibility, Fredholmness, and having a given index are equivalent for CT and G.
We compute G∗ = 1

2 (1− JJT ), so that

4(G∗G− 1) = (1− JTJ − JJT + JJTJTJ) = (2− JTJ − JJT )− 4 = (JT − J)2

is a compact operator, being the square of Hilbert-Schmidt operators. It follows that
GG∗ − 1 = 1

4 (JT − J)2 = G∗G− 1, so that G∗G and GG∗ are both Fredholm, whence G
is Fredholm. Finally ker(G) = ker(JT + J) = ker(G∗), so G has index zero.

The Bogoliubov equations formally imply the following structural result, for which
we recall that in general imCT = (imCT )⊥⊥ = ker(C∗T )⊥:

Theorem 12. Each of T,CT , AT have block form
(
∗ 0
0 ∗

)
with respect to the decom-

position V = kerCT ⊕ (kerCT )⊥ on domain and V = kerC∗T ⊕ (kerC∗T )⊥ on codomain.
Moreover, the restriction AT : kerCT → ker(C∗T ) is an antilinear unitary isomorphism
with inverse (the restriction of) A∗T .
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Proof. Bogoliubov equation 3.1.c implies AT (kerCT ) ⊂ kerC∗T , and equation 3.1.d
implies A∗TAT = 1 on kerCT . Tautologically CT (kerCT ) ⊂ kerC∗T , so that T = CT +AT

satisfies T (kerCT ) ⊂ kerC∗T . As T ∈ O(V ) taking orthocomplements yields T (kerC⊥T ) ⊂
(kerC∗T )⊥. Since CT (kerC⊥T ) ⊂ imCT ⊂ (kerC∗T )⊥, we see AT = T − CT also satisfies
AT (kerC⊥T ) ⊂ (kerC∗T )⊥. Finally equation 3.1.a says ATA∗T = 1 on kerC∗T .

We see that the situation is especially nice if CT is self-adjoint: then the block forms
are with respect to the single decomposition V = kerCT ⊕ (kerCT )⊥. We now prove that
we may reduce to this special case. For this first note that by Theorem 10 all unitary
maps are implemented: they are complex-linear and invertible, so have invertible linear
part and zero (a fortiori Hilbert-Schmidt) antilinear part.

Lemma 6. Let T ∈ O(VR, g). Then there exists u ∈ U(V, h) such that T = u(|CT | +
u∗AT )

Proof. Consider the polar decomposition CT = q|CT |, where q is a partial isometry
with initial space im|CT | = ker(CT )⊥ and final space imCT = ker(C∗T )⊥. Take a
’complementarty’ partial isometry q′, i.e. with initial space ker(CT ) and final space
ker(C∗T ); this exists because by Theorem 12 AT restricts to an antiunitary isomorphism
kerCT → ker(C∗T ). Now put u := q + q′ ∈ U(V, h). Then u|CT | = CT because v ∈ V ⇒
u|CT |v = q|CT |v = CT v, and this gives the desired expression T = u(|CT |+ u∗AT ).

Lemma 7. To prove Theorem 11, we may without loss of generality assume that the
linear part is self-adjoint.

Proof. Suppose Theorem 11 has been proven for all orthogonal maps with self-adjoint
linear part. We now prove it for abitrary T ∈ O(VR, g). Take u as in the lemma, so that
u∗T = |CT |+ u∗u∗AT . We now have the equivalences

AT HS ⇔ Au∗T HS ⇔ Vacu∗T 6= ∅ ⇔ VacT 6= ∅.

The first because Au∗T = u∗u∗AT and u∗u∗ is invertible, the second since Cu∗T = |CT |
is self-adjoint, the third because T = u(u∗T ) while u is always implemented and
implementers form a group.

We are now ready to attack the theorem.

Proof. (Of the Theorem.) By Lemma 7 we may assume T ∈ O(VR, g) to satisfy CT = C∗T .

By Theorem 12 we may write T =
(
a 0
0 d

)
in block form V = X ⊕ X⊥, where we

introduced the shorthand X := kerCT . Note then that Cd = (CT )|X⊥ is invertible, since
ker(C∗d) = ker(Cd) = 0.

sufficient: Assume AT is Hilbert-Schmidt; we construct an element of VacT.
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Now Ad is Hilbert-Schmidt (being the restriction of AT ) and Cd is invertible. By
Theorem 10 we see that there exists Φ ∈ Vacd. Thus

v ∈ X⊥ ⇒ [aCdv + cAdv]Φ = 0.

Recalling that X is finite-dimensional since CT is Fredholm by Theorem 5, we now claim
that ξ ∧ Φ ∈ VacT, where ξ is a generator of the line detX making this element have
unit norm. Thus we need to prove that

v ∈ V ⇒ [aCT v + cAT v](ξ ∧ Φ) = 0

for arbitary ξ ∈ det(X) − {0}. The equation being linear in v, we may check this on
X and X⊥ separately. Now if v ∈ X, then CT v = 0 and AT v ∈ X, hence cAT vξ = 0,
rendering the equation true in this case. Finally if v ∈ X⊥ then CT v ∈ X⊥ hence
aCT vξ = 0; therefore the equation reduces to

v ∈ X⊥ ⇒ (−1)nξ ∧ [aCdv + cAdv]Φ = 0

whose validness holds by definition of Φ.

necessary: Assume Φ ∈ VacT; we will show that AT is Hilbert-Schmidt.
Observe that for all x ∈ X we have 0 = [aCT x + cAT x]Φ = cAT xΦ = 0, hence

surjectivity of Aa = (AT )|X (see Theorem 12) implies

Φ ∈ ∩x∈X ker cx.

Since Φ 6= 0, Theorem 6 implies that X has finite dimension, and moreover Φ ∈
detX ⊗ FX⊥; say Φ = ξ ∧ Ψ. It is now clear (by a similar computation as in the
sufficient part of the proof) that Φ ∈ VacT implies 1

‖Ψ‖Ψ ∈ Vacd:

v ∈ X⊥ ⇒ [aCdv + cAdv]Ψ = 0.

This puts us in covered territory: Cd is invertible and Vacd is nonempty, so Theorem 10
tells us Ad is Hilbert-Schmidt. As X is finite-dimensional, Aa is automatically Hilbert-
Schmidt. We conclude that AT = Aa +Ad is Hilbert-Schmidt.
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Chapter 4

Bosonic Fock space

This chapter has a strong analogy with the previous one. We will associate to a complex
Hilbert space V its bosonic Fock space. It carries a natural representation by creation
and annihilation operators, satisfying the canonical commutation relations. Every
symplectic operator on V yields a ‘twisted’ representation, which may or may not leave
the isomorphism class. We prove a necessary and sufficient condition for this to happen.

4.1 Symmetric algebra

Let V be a complex Hilbert space, and S(V ) = ⊕dSd(V ) its algebraic symmetric algebra.
This is a pre-Hilbert space, under the unique inner product for which the Sd, d ≥ 0 are
mutually orthogonal, and for xi, yi ∈ V :

〈x1 · · ·xd, y1 · · · yd〉 =
∑
σ∈Sd

∏
i

〈xi, yσi〉 .

If ei is orthonormal in V , then { e
α
√
α!}α∈Nd is orthonormal in Sd(V ) (here we use multi-

nomial notation). Also recall that {vd | v ∈ V } spans the vector space Sd(V ). For such
elements, the formulae are particularly simple: if xi, v, w ∈ V then〈

x1 · · ·xd, vd
〉

= d!
∏
i

〈vi, w〉 ,

〈
wd, vd

〉
= d! 〈v, w〉d .

The Hilbert space completion of S(V ) will be referred to as bosonic Fock space. It
is canonically isomorphic to the Hilbert space direct sum of the completions of Sd(V ),
d ≥ 0. Therefore if {ei}i∈I is a complete orthonormal basis of V , then { e

α
√
α!}α∈Nd is a

complete orthonormal basis of Fd(V ), and { e
α
√
α!}α∈∪d≥0Nd is one of bosonic Fock space.

The symmetric square may be identified with the symmetric tensors: the complex-
linear bijection

β : S2V → Sym, xy 7→ 1√
2

[x, y]+

31
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is an isomorphism of pre-Hilbert spaces in view of the computation

〈[x, y]+, [x′, y′]+〉 = 2(〈x, x′〉 〈y, y′〉+ 〈x, y′〉 〈y, x′〉) = 2 〈xy, x′y′〉 .

Now combine this with the commutative diagram described in Theorem 3, viewing
Sym(V )∨ as subspace of (V ⊗ V )∨ via the antidual of the projection V ⊗ V → Sym.
Thus we arrive at the following commutative diagram, where we use the subscript sa to
mean self-adjoint, and abbreviate tensor-hom by t-h:

S2(V )∨ Sym(V )∨
β∨
oo t−h// Hom(V, V ∨)sa

HS(V , V )sa

α
gg

S2(V )

ιS2(V )

OO

β
// Sym(V )

ιSym(V )

OO

L // Bfin(V , V )sa.
incl

77

Here all horizontal arrows are isomorphisms, and the bosonic square S2(V )∗ ⊂ S2(V )∨

corresponds to the image under α of the Hilbert-Schmidt operators HS(V , V )sa.

Recall that S(V ) is a coalgebra: the diagonal embedding δ : V → V ⊗ V in-
duces the comultiplication ∆ : S(V ) → S(V ⊗ V ) ∼= S(V ) ⊗ S(V ). Therefore the
antidual S(V )∨ naturally is an algebra, the product of two elements f, g ∈ S(V )∨ being
defined as the composition S(V )→ S(V )⊗S(V ) f⊗g−−−→ C⊗C→ C. Explicitly, for v ∈ V
and n ∈ Z≥0:

∆(vn) = ∆(v)n = (v ⊗ 1 + 1⊗ v)n =
n∑
k=1

(
n

k

)
vk ⊗ vn−k,

(fg)(vn) =
n∑
k=1

(
n

k

)
f(vk)⊗ f(vn−k).

Lemma 8. The linear map ι : S(V )→ S(V )∨ is an algebra morphism.

Proof. This follows from the combinatorial fact〈
va+b

(a+ b)! , x1 · · ·xay1 · · · yb
〉

=
〈
va

a! , x1 · · ·xa
〉〈

vb

b! , y1 · · · yb
〉

valid for v, xi, yi ∈ V and a, b ∈ N.

4.2 Creator and annihilator

For v ∈ V , define the linear endomorphisms cv, av : S(V ) → S(V ), called creator and
annihilator respectively, as follows. For x ∈ S(V ), put cv(x) = vx and let av be the
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derivation uniquely determined by av(x) = 〈x, v〉 for x ∈ V . The explicit formula, for
d ∈ N and vi ∈ V , is

av(v1 · · · vd) =
d∑
i=1
〈vi, v〉

∏
k 6=i

vk.

Introducing the complex algebra A = EndC(S(V )), we obtain the complex-linear map
c : V → A and the antilinear map a : V → A. As we will soon see, for each v ∈ V , cv
and av are formally adjoint. So we conclude that the complex CCR for c hold if and
only if the real CCR for π hold, where π := c+a√

2 .

Theorem 13. Let v, w ∈ V and f ∈ S(V ). Then:

1. The linear endomorphisms av, cv are formally adjoint: for all x, y ∈ S(V )

〈cvx, y〉 = 〈x, avy〉 .

2. The CCR hold: [cv, cw] = 0 = [av, aw] and [av, cw] = 〈w, v〉 in A.

3. ∩v∈V ker av = C1 = S0(V ).

4. We have ‖cvf‖2 − ‖avf‖2 = ‖v‖2‖f‖2 in [0,∞[.

5. Annihilation on the exterior square corresponds to evaluation of finite-rank
operators, up to a factor 1√

2 : we have the commutative triangle

S2(V )

av√
2 ""

L ◦ β // Bfin(V , V )sa

evv
yy

V.

Proof. 1. The equation is linear in x and y, so we may assume them to be homo-
geneuous. Since cv creates and av annihilates, both sides are zero unless y is of
degree one less than x. So assume x = wd and y = zd+1 for w, z ∈ V and d ∈ N.
Then avy = (d+ 1) 〈v, z〉 zd by the derivation property, so that

〈cvx, y〉 − 〈x, avy〉 =
〈
vwd, zd+1〉− (d+ 1) 〈v, z〉

〈
wd, zd

〉
vanishes because

〈
vwd, zd+1〉 = (d+ 1)! 〈v, z〉 〈w, z〉d and

〈
wd, zd

〉
= d! 〈w, z〉d.

2. The symmetric algebra is commutative, and this translates into [cv, cw] = 0. Taking
formal adjoints implies [av, aw] = 0. Finally av(cwx)− cw(av)x = av(w) = 〈v, w〉x
for x ∈ S(V ) since av is a derivation.

3. Formal adjointness av = c∗v implies ∩v∈V ker a(v) = ∩v∈V (Im cv)⊥ =
(∪v∈V Im cv)⊥ =

(
⊕k≥1S

k(V )
)⊥ = S0(V ).

4. Evaluate the CCR [av, cv] = ‖v‖2 at f and apply 〈−, f〉.
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5. We need to prove, for f ∈ S2(V ) and corresponding f̂ = (L ◦ β)f , that〈
evv(f̂), w

〉
= 1√

2 〈av(f), w〉 (since w ∈ V is arbitary). Equivalently:

√
2
〈
f̂v, w

〉
= 〈f, vw〉 .

It suffices to check this for f = xy ∈ S2(V ), where x, y ∈ V . Now we have〈
L[x,y]+v, w

〉
= 〈Lxyv, w〉+ 〈Lyxv, w〉 = 〈y, v〉 〈x,w〉+ 〈x, v〉 〈y, w〉 = 〈xy, vw〉 .

Recalling the definition [x, y]+ =
√

2β(xy) this concludes the proof.

Unlike the fermionic case, the fourth statement of the theorem does not give us any
information as to whether cv, av are bounded operators. In fact, they are not.

Theorem 14. Let v ∈ V and d ∈ N. Then the operator norm of (cv)d : Sd(V ) →
Sd+1(V ) satisfies ‖(cv)d‖2op = (d+ 1)‖v‖2.

Proof. By scaling we may assume e0 := v to be normalized. Let φ ∈ Sd(V ); write
φ =

∑
α∈Nm,|α|=d φα

eα√
α! for certain orthonormal vectors e1, ..., em−1 ∈ V . Then

e1φ =
∑

α∈Nm,|α|=d

√
α′0φα

eα
′

√
α′!

where α ∈ Nm is the multi-index α′ = α+ (1, 0, ..., 0). It follows that

‖e1φ‖2 =
∑

α∈Nm,|α|=d

(α0 + 1)|φα|2 ≤
∑

α∈Nm,|α|=d

(d+ 1)|φα|2 = (d+ 1)‖φ‖2

and consequently ‖(cv)d‖2op ≤ (d+ 1)‖v‖2. By evaluating at φ = vd we see that equality
holds.

4.3 Intermezzo: approximation by finite-dimensional
subspaces

Because creators and annihilators are unbounded operators, domain issues arise.
Later we will see that the exponential map does not always converge, as it did in
the fermionic case. In order to handle these issues, we will use the realization of
the completion of a pre-Hilbert space described in section 2.3.1. Thus we embed
bosonic Fock space S(V )∗ in the larger space S(V )∨ where things go well. The
advantage of this approach may be captured by the idea that restriction of opera-
tors is easier than extension. In this intermezzo we describe some of the formalism needed.

Our direct aim is to make sense of the equation

S(V )∨ = lim
(M,d)∈Gr(V )×N

Sd(M) (4.1)
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and this consists mostly of formalities and setting up notation.
We regard the product Gr(V ) × N of two directed sets as a directed set using the

componentwise order: (M,d) ≥ (M ′, d′) means M ≥M ′ and d ≥ d′. Now to understand
the limit over this directed set, our first job is to produce, for each (M,d) ∈ Gr(V )× N,
a map QdM : S(V )∨ → SdM .

Fix (M,d) ∈ Gr(V )× N. The inclusion M → V and orthogonal projection V →M

are adjoint, and have functorial extensions iM : SM → SV and PM : SV → SM which
continue to be adjoint. We will also make use of the inclusion id : SdV → SV and the
orthogonal projection P d : SV → SdV . They fit into commutative diagrams

S(V ) S(M)iMoo

Sd(V )

id

OO

Sd(M)
(iM )d
oo

(id)M

OO
S(V )

Pd

��

PM // S(M)

(Pd)M
��

Sd(V )
(PM )d

// Sd(M).

The diagonals will be called idM : Sd(M) → S(V ) and P dM : S(V ) → Sd(M).
The fact that cv and av are graded maps of degree ±1 may be expressed by the formulae

cv ◦ P d = P d+1 ◦ cv, (4.2a)

av ◦ P d = P d−1 ◦ av (4.2b)

and similarly, for M ∈ Gr(V ) containing v:

cv ◦ P dM = P d+1
M ◦ cv,

av ◦ P dM = P d−1
M ◦ av.

Now we dualize: inclusion of, and projection onto, a subspace become restric-
tion to, and extension from, that subspace, respectively. Accordingly we change i
and P into R and E, respectively, in our notation. Thus we obtain commutative diagrams

S(V )∨

Rd

��

RM // S(M)∨

(Rd)M
��

Sd(V )∨
(RM )d

// Sd(M)∨

S(V )∨ S(M)∨EMoo

Sd(V )∨
Ed

OO

Sd(M)∨
(EM )d
oo

(Ed)M

OO

and the diagonals will be called RdM : S(V )∨ → Sd(M)∨ and EdM : Sd(M)∨ → S(V )∨.

Since Sd(M) is finite-dimensional, its algebraic and continuous antidual coincide. Thus
we can introduce our desired map:

QdM : S(V )∨ RdM−−→ (SdM)∨ ι−1,∼=−−−−→ SdM.

We now assign a meaning to equation 4.1.
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Given Φ ∈ S(V )∨, the elements xdM := QdM (Φ) satisfy the cocycle condition
N ≥M ⇒ (PM )dxdN = xdM . Conversely, given a collection of elements (xdM ∈ Sd(M))M,d

satisfying this cocyle condition, they come from a unique Φ ∈ S(V )∨. Indeed, the de-
scription Φ(y) :=

∑
d ι(xdM )(y) for y ∈ S(M) is forced upon us, and is independent of

the choice of M because if N ≥M then (regarding y ∈ S(N)) ι(xdM )(y) = ι(xdN )(y) for
all d, in view of the computation〈

xdM , y
〉

=
〈
xdM , (PM )dy

〉
=
〈
(PM )dxdM , y

〉
=
〈
xdN , y

〉
.

We may write this as
φ =

∑
d

RdM (φ) in S(V )∨,

since the sum converges weakly. This equation is compatible with the norm on S(V ) and
the operator norm on S(V )∨, in the following sense:

Theorem 15. For φ ∈ S(V )∨ and M ∈ Gr(V ), define ‖RMφ‖ :=
√∑

d ‖QdMφ‖2 ∈
[0,∞]. Then the net M 7→ ‖RMφ‖ is increasing and converges to ‖φ‖op.

Proof. The cocycle equation implies for M ≤ N that ‖QdM (Φ)‖ ≤ ‖QdN (Φ)‖ for every
d ∈ N, hence the net is increasing: ‖RMφ‖ ≤ ‖RNφ‖.

We now show that ‖φ‖op ≤ limM ‖RMφ‖. To that end let y ∈ S(V ) with ‖y‖ = 1.
Choose (M,d) ∈ Gr(V )× N such that y =

∑
δ≤d i

δ
MP

δ
My. Then

φ(y) =
∑
δ≤d

(RδMφ)(y) =
∑
δ≤d

〈
QδMφ, P

δ
My
〉

hence
|φ(y)|2 ≤ ‖

∑
δ≤d

QδMφ‖2 =
∑
δ≤d

‖QδMφ‖2 ≤ ‖RMφ‖2 ≤ lim
M
‖RMφ‖

as desired. Conversely we show for arbitary (M,d) ∈ Gr(V ) × N that ‖φ‖op ≥∑
δ≤d ‖QδMφ‖. To that end put ydM :=

∑
δ≤dQ

δ
Mφ ∈ S(M) and x = iM (ydM ). Then

φ(x) =
∑
δ≤d

(RδMφ)(x) =
∑
δ≤d

‖QδMφ‖2 = ‖ydM‖2 = ‖x‖2,

hence ‖φ‖op ≥ ‖x‖ =
∑
δ≤d ‖QδMφ‖ as desired.

4.4 Symmetric algebra, revisited

As explained, the unbounded nature of the creators and annihilators has lead us to
work on the level of the larger space S(V )∨. We will use capital letters to denote the
corresponding linear endomorphisms on S(V )∨ obtained by antiduality. Note that since
creator and annihilator are formally adjoint, applying antiduality interchanges them.
Thus we write

Av := c∨v , Cv := a∨v , Πv := π∨v = Cv +Av√
2

.
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The results from Section 2.3.1 imply that they are weakly continuous, and satisfy
Cv◦ι = ι◦cv and Av◦ι = ι◦av for all v ∈ V . Together with the fact that ι : S(V )→ S(V )∨

is an injective algebra map with weakly dense image, these facts are almost enough to
extend the results of Theorem 13 to the antidual. We need one more observation. The
equations 4.2 for v ∈ V translate into

Cv ◦Rd = Rd+1 ◦ Cv (4.3a)

Cv ◦Rd = Rd−1 ◦Av, (4.3b)

and similarly, for M ∈ Gr(V ) containing v:

Cv ◦RdM = Rd+1
M ◦ Cv,

Cv ◦RdM = Rd−1
M ◦Av.

As a consequence

cv ◦QdM = cv ◦ ι−1 ◦RdM = ι−1 ◦ Cv ◦RdM = ι−1 ◦Rd+1
M ◦ Cv

and similarly
av ◦QdM = ι−1 ◦Rd−1

M ◦Av.

Theorem 16. Let v ∈ V and φ ∈ S(V )∨. Then the maps A,C,Π : V → EndC(S(V )∨)
enjoy the following properties:

1. They satisfy the CCR.

2. Cv is multiplication by ιv and Av is a derivation.

3. ∩v∈V kerAv = C · ι1.

4. We have ‖Cvφ‖2 − ‖Avφ‖2 = ‖v‖2‖φ‖2 in [0,∞].

5. Via tensor-hom, annihilation on degree 2 corresponds to evaluation, up to a factor
1√
2 : we have the commutative triangle

V ∨

S2(V )∨

Av√
2

88

Sym(V )∨
β∨
oo

t−h
// Hom(V, V ∨)sa.

evv
gg

Proof.

1. This follows directly from the CCR on S(V ) by antiduality. For example [Av, Cw] =
[c∨v , a∨w] = [aw, cv]∨ = 〈v, w〉∨ = 〈w, v〉.
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2. For all x, y ∈ S(V ) we have cv(y) = vy and we have av(xy) = av(x)y + cx(av(y)).
Applying ι yields Cv(ι(y) = ι(v)ι(y) and Av(ι(x)ι(y)) = (Avι(x))ι(y) + ιx(Avιy).
The results follow by weak denseness of Im(ι) and weak continuity of Cv and Av.

3. We have kerAv = ker(c∨v ) = (Im cv)⊥, where for A ⊂ S(V ) we write A⊥ for the
functionals on S(V ) that vanish on A. In this sense

(
⊕k≥1S

k(V )
)⊥ = C · ι1.

4. We know ‖cvx‖2 − ‖avx‖2 = ‖v‖2‖x‖2 for x ∈ S(V ). Putting x = QdM (φ) and
using the formula derived just before the present theorem, this reads

‖Rd+1
M (Cvφ)‖2 − ‖Rd−1

M (Avφ)‖2 = ‖v‖2‖RdM (φ)‖2.

Summing over d > 0, and noting that R0
M (Cvφ) = 0 and that R1

M (Cvφ) =
(ι◦cv)(Q0

Mφ) has the same norm as cv(Q0
Mφ) = (Q0

M (φ))︸ ︷︷ ︸
∈C

·v which is ‖R0
M (φ)‖·‖v‖,

we obtain
‖RM (Cvφ)‖2 − ‖RM (Avφ)‖2 = ‖v‖2‖RM (φ)‖2.

Now take the limit of this net: apply Theorem 15.

5. We need to prove Av =
√

2 evv ◦(t−h)◦ (β−1)∨ as linear maps S(V )∨ → V ∨. Both
sides are weak-weak-continuous so it suffices to check this on the weakly dense
subset ι(S(V )). Unravelling the definitions, one computes that both send ι(xy)
(where x, y ∈ V ) to the functional

b 7→ 〈x, v〉 〈y, b〉+ 〈y, v〉 〈x, b〉

on V .

Now we focus on the new aspects. For v ∈ V , Theorem 16.4 implies: for f ∈ S(V )∗

we have Cvf ∈ S(V )∗ ⇔ Avf ∈ S(V )∗. Thus letting

Dv := {f ∈ S(V )∗ |Cvf ∈ S(V )∗},

both Cv and Av restrict to linear maps Dv → S(V )∗. Clearly Dv contains ι(S(V )), and
consequently is dense in S(V )∗.

We recall a basic construction in functional analysis. Suppose T : D(T ) → H

is an unbounded operator on the Hilbert space H with domain D(T ). We call Tclosed
if its graph is closed in H × H. If D(T ) is dense in H, the set D(T ∗) is defined as
those x ∈ H such that 〈x, T (−)〉 ∈ D(T )∨ lies in D(T )∗ = H∗, i.e. equals 〈yx,−〉 for
some (unique) yx ∈ H. The map T ∗ : D(T ∗) → H, x 7→ yx so obtained is called the
adjoint of T . More succintly, the graph of T ∗ consists of those (x, y) ∈ H ×H such that
z ∈ H ⇒ 〈y, z〉 = 〈x, Tz〉. In particular T ∗ is a closed operator.
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Theorem 17. Let v ∈ V . Then Cv, Av : Dv → S(V )∗ are unbounded operators on
bosonic Fock space with common dense domain Dv, and as such they are closed adjoint
operators.

Proof. We will show C∗v = Av; the proof of A∗v = Cv is similar and the other statement
have already been proven.

First let φ ∈ D(C∗v ). To prove that φ ∈ Dv, we now show that that C∗vφ = Avφ in
S(V )∨ (note that the left hand side lies in S(V )∗). Indeed, for arbitrary x ∈ S(V ) we
have

(C∗vφ)(x) = 〈C∗vφ, ι(x)〉 = 〈φ,Cvι(x)〉 = 〈φ, ι(cvx)〉 = φ(cvx) = (Avφ)(x).

Conversely, let φ ∈ Dv. To prove φ ∈ D(C∗v ), we now show that 〈φ,Cv−〉 = 〈Avφ,−〉 in
(S(V )∗)∨ (note that the right hand side lies in S(V )∗∗).

To that end, let ψ ∈ S(V )∗, and (M,d)×Gr(V )× N with v ∈M . We already know
〈φ,Cvχ〉 = 〈Avφ, χ〉 whenever χ ∈ Sd(M)∨ (because both sides equal φ(cv(ι−1(χ)))).
Taking χ := RdM (ψ) and using equation 4.3 we obtain

〈
φ,Rd+1

M Cvψ
〉

=
〈
Avφ,R

d
M (ψ)

〉
.

Taking D ∈ N and summing over 0 ≤ d ≤ D yields
〈
φ,
∑D
d=0R

d+1
M Cvψ

〉
=〈

Avφ,
∑D
d=0R

d
M (ψ)

〉
. Taking the limit over (M,D), we conclude 〈φ,Cvψ〉 = 〈Avφ, ψ〉

as announced.

4.5 Implementation

As observed in section 2.2, for each T ∈ Sp(VR, σ) the twisted Fock representations
πT : V → EndC(S(V )) and ΠT : V → EndC(S(V )∨) still satisfy the real CCR. We
now investigate what conditions on T are needed for the twisted and the original Fock
representation to be equivalent. More precisely, we define an implementer (of T ) to be
a unitary map U : S(V )∗ → S(V )∗ such that for all v ∈ V the equation U ◦ πv = ΠT

v ◦U
holds in Hom(S(V ), S(V )∨).

We emphasize that we require the intertwining property to hold on S(V ) rather
than on Dv. Also note that if U implements T , then necessarily U maps S(V ) to
the domain of ΠT

v for every v ∈ V . For the purpose of this section, let us define an
algebraic implementer (of T ) to be a linear map L : S(V ) → S(V )∨ such that for
all v ∈ V the equation L ◦ πv = ΠT

v ◦ L holds in Hom(S(V ), S(V )∨). So if U is an
implementer, its restriction to S(V ) ⊂ S(V )∗ is an algebraic implementer which takes
values in S(V )∗ ⊂ S(V )∨.

Note that L ∈ Hom(S(V ), S(V )∨) is an algebraic implementer of T if and only if for
every v ∈ V the following equations hold in Hom(S(V ), S(V )∨):

L ◦ cv = cTv ◦ L, (4.4a)

L ◦ av = aTv ◦ L. (4.4b)
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Moreover if L is an algebraic implementer of T then L∗ is an algebraic implementer of
T−1: to the equation

L ◦ πv = ΠTv ◦ L in Hom(S(V ), S(V )∨)

we apply adjoints (in the sense explained in Section 2.3.2) to get

Πv ◦ L∗ = L∗ ◦ πTv in Hom(S(V ), S(V )∨).

We would like to have a result, as in the fermionic case, relating implementers to vacuua.
The algebraic version is easy. We do need a lemma, straightforwardly proven with
induction, stated directly after the proof.

Lemma 9. Let T ∈ Sp(VR, σ). The set map {algebraic implementers of T} → S(V ∨)
given by evaluation at 1 ∈ S(V ) is injective and has image

⋂
v∈V kerATv =: Vacalg

T , the
set of algebraic T -vacuua.

Proof. The image is contained in Vacalg
T , because if L is an algebraic implementer of

T then L(ker av) ⊂ kerATv for each v ∈ V by Equation 4.4, while 1 ∈ ∩v∈V kerAv by
Theorem 13.

Conversely if φ ∈ Vacalg
T then there is a unique algebraic implementer L with

L(1) = φ, basically because 1 is cyclic. In fact, for n ∈ N and x1, · · ·xn ∈ V we
have x1 · · ·xn = cx1 · · · cxn(1) in S(V ), so the intertwining property 4.4 forces us to
define

L(x1 · · ·xn) = CTx1
· · ·CTxnφ.

On the other hand this does well-define a linear map L : S(V ) → S(V )∨; it remains
to check the intertwining property which may be done on generators of the form xd

(x ∈ V , d ∈ N). Now L ◦ cv = CTv ◦ L holds almost by construction; we will prove
L(av(xd)) = ATv (L(xd)). For d = 0 we have xd = 1, so both sides are zero in view of
av(1) = 0 and aTv (φ) = 0. For d ≥ 1 we have on the hand

L(av(xd)) = d 〈x, v〉 · L(xd−1) = d 〈x, v〉 (CTx )d−1φ

since av is a derivation with av(x) = 〈x, v〉. On the other hand

ATv (L(xd) = ATv (CTx )dφ = (CTx )dATv (φ)︸ ︷︷ ︸
=0

+d 〈x, v〉 (CTx )d−1φ;

where we used the lemma (in the algebra EndC(S(V )∨) with λ = [ATx , CTv ] = 〈v, x〉).

Lemma 10. Suppose a and c are two elements in an associative unital algebra such that
λ := [a, c] is a scalar. Then for all d ∈ N we have acd = cda+ kλcd−1.

In this construction of producing an algebraic implementer L from an algebraic
vacuum φ, we cannot expect L to be the restriction of an implementer: it need not
take values in S(V )∗, and it need not be isometric. This leads to two obvious necessary
conditions on φ, which turn out to be sufficient as well.
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Theorem 18. Let T ∈ Sp(VR, σ). The set map {implementers of T} → S(V )∗ given by
evaluation at 1 ∈ S(V ) is injective. The image VacT, the set of T -vacuua, consists of
those φ ∈ Vacalg

T which satisfy ‖φ‖ = 1 and which are in the domain of every polynomial
in {Cv}v∈V .

In the fermionic case we used irreducibility of the Fock representation to prove that
the constructed implementers were surjective. Since there seems to be no analogue of
Schur’s lemma for a representation by unbounded operators, we proceed differently. We
will use the following facts about vacua, to be proven post hoc; of course we will avoid
circular reasoning.

Lemma 11.

1. For each T ∈ Sp(VR, σ), the set Vacalg
T is a 1-dimensional complex-linear subspace

of S(V )∨.

2. The set of those S ∈ Sp(VR, σ) such that VacT is nonempty form a subgroup
Spres(VR, σ) of Sp(VR, σ), called the restricted symplectic group.

Proof. (Of the Theorem.) First we show that if U implements T then U(1) ∈ VacT.
Since L = U |S(V ) is an algebraic implementer, we have U(1) = L(1) ∈ Vacalg

T . Moreover
‖U(1)‖ = ‖1‖ = 1 since U is unitary. Finally for n ∈ N and x1, · · ·xn ∈ V we have

L(x1 · · ·xn) = CTx1
· · ·CTxnU(1);

in other words for every polynomial p ∈ C[X1, · · · , Xn] we have U(p(x1, · · ·xn)) =
p(CTx1

, · · · , CTxn)U(1). Since U takes values in S(V )∗ we see that U(1) is in the domain
of every polynomial in {CTx }x∈V , which is the same as the domain of every polynomial
in {Cv}v∈V .

Conversely, let Φ ∈ VacT. Then its algebraic implementer LΦ : S(V )→ S(V )∨ takes
values in S(V )∗ by the domain assumption on Φ. We now show that LΦ preserves the
inner product: for x, y ∈ V and d, k ∈ N〈

LΦ(xd), LΦ(yk)
〉

=
〈
xd, yk

〉
.

Writing out the definition and using adjointness of ATx and CTx this is equivalent to〈
Φ, (ATx )d(CTy )kΦ

〉
=
〈
xd, yk

〉
which we prove by induction on the pair (d, k). For k = 0 and arbitrary d it reads〈
Φ, (ATx )dΦ =

〉 〈
xd, 1

〉
, while both sides equal zero if d ≥ 1 and equal 1 if d = 0. Now by

Lemma 10 we obtain〈
Φ, (ATx )d(CTy )kΦ

〉
=
〈
Φ, (aTx )d−1(CTy )kATxΦ

〉
+ k 〈y, x〉

〈
Φ, (ATx )d−1(CTy )k−1Φ

〉
.

The first term vanishes since Φ is an algebraic vacuum and to the second term we apply
the induction hypothesis, leading to the desired equality〈

Φ, (ATx )d(CTy )kΦ
〉

= k 〈y, x〉
〈
xd−1, yk−1〉 =

〈
xd, yk

〉
.
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Hence LΦ extends to an isometric map UΦ : S(V )∗ → S(V )∗, and we are left with
proving that it is unitary (i.e. surjective). We do this is a roundabout way.

By Lemma 11.2 we see that VacT−1 is nonempty, so pick a T−1-vacuum Ψ. The same
story applies so we get a unique isometry UΨ : S(V )∗ → S(V )∗ extending LΨ. Now as
we observed earlier the dual L∗Φ : S(V ) → S(V )∗ is an algebraic implementer of T−1,
so by Lemma 11.1 we see that L∗Φ is a scalar multiple of LΨ. But then their unique
bounded extensions U∗Φ (Hilbert-space adjoint of UΦ) and UΨ are also equal up to a
scalar multiple. We conclude that U∗Φ is a scalar multiple of an isometry. In view of the
characterizing equation α∗α = 1 for α ∈ B(S(V )∗) to be isometric, this implies that the
isometry UΦ is surjective.

4.6 The Shale-Stinespring criterion

In section 3.4 a basic computation showed that every vacuum was, up to scaling, the
exponential of its quadratic part (under the assumption that CT is invertible). In
the present bosonic case, the same computation is valid for an algebraic vacuum. We
merely have to take Φ ∈ ∩v∈V kerAv − {0}, decompose Φ =

∑
d Φd in S(V )∨ where

Φd = RdΦ ∈ Sd(V )∨, and use equations 4.3. Then literally the same reasoning yields:

Lemma 12. Let T ∈ Sp(VR, σ) and Φ ∈ Vacalg
T . If CT is invertible, then

Φ̂2 = α

(
Φ0√

2
ATC

−1
T

)
,

Φ = Φ0
∑
k≥0

(Φ2/Φ0)k

k! .

We proceed to investigate exponentials of quadratics. Since a (non-algebraic) vacuum
needs to satisfy a domain condition, some extra work is needed compared to the fermionic
case.

4.6.1 Exponential

Algebraically there is no trouble in defining the exponential in the algebra S(V )∨:
define

exp : S2(V )∨ → S(V )∨

φ 7→
∑
n

φn

n! ,

the series being weakly convergent because every element in S(V ) as finite degree. In
fact, for n, p ∈ N and v ∈ V the formula

φn(vp) =
∑

i1+...+in≤p

(
n

i1 · · · in

)
φ(vi1) · · ·φ(vin)

holds, and this is zero for large n because φ vanishes on elements of degree different from
2. Also, exponentials are again eigenvectors for ‘differentiation’.
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Theorem 19. For v ∈ V and φ ∈ S2(V )∨ corresponding to φ̂ ∈ Hom(V, V ∨)sa we have

Av expφ =
√

2φ̂(v) · exp(φ) in S(V )∨.

Proof. The derivation property of Av implies Av(φn) = n · Av(φ) · φn−1 for all n, so
that (using weak continuity) Av(expφ) =

∑
n
n!Av(φ) · Zn−1 = Av(φ) expφ. Finally in

Theorem 16 we saw that Av(φ) =
√

2φ̂(v).

In contrast to the fermionic case, we need an extra condition to ensure that exp
preserves bosonic Fock space.

Theorem 20. Let φ ∈ S2(V )∨, corresponding to φ̂ ∈ Hom(V, V ∨)sa. For expφ to lie
in S(V )∗, it is sufficient that φ̂ = α(Z) for some Hilbert-Schmidt Z ∈ HS(V , V )sa (i.e.
φ ∈ S2(V )∗) and ‖Z‖op < 1√

2 . The condition φ ∈ S2(V )∗ is also necessary.

Proof. Sufficient. First assume V has finite dimension n. Then the Hilbert-Schmidt
condition is redundant, and in the commutative square on the left

S2(V )∨ t−h// Hom(V, V ∨)sa

S2(V )

ι

OO

L◦β
// Bfin(V , V )sa

α

OO
φ // φ̂

x

OO

// Z

OO

all arrows are isomorphisms; thus we pick x ∈ S(V ) which is mapped accord-
ing to the right diagram. In particular, since ι is a norm-preserving algebra isomorphism,
we have ‖ expx‖ = ‖ expφ‖.

Now Z ∈ B(V , V )sa is diagonalizable: there is an orthonormal basis (ei)i≤n of V and
λ ∈ Cn such that Zei = λiei. Its operator norm is ‖Z‖op = max |λi|. In this basis, x is
the element

x =
m∑
i=1

λi
e2
i√
2

in S2(V ).

For n ∈ N, the multinomial formula implies

xn =
∑
α∈Nm
|α|=n

(
n

α

)(
λ√
2

)α
e2α in S2n(V ).

The (e2α)α are mutually orthogonal with ‖e2α‖2 = (2α)!, so

‖xn‖2

(n!)2 =
∑
α∈Nm
|α|=n

(
n

α

)2 (2α)!
n!2

(
|λ|√

2

)2α
=
∑
α∈Nm
|α|=n

(2α)!
α!2

(
|λ|√

2

)2α
.

In particular we recover ‖x‖2 =
∑m
i=1 |λi|2 = ‖Z‖2HS , in accordance with L ◦ β being a

unitary isomorphism. If now max |λi| < 1√
2 , we obtain

‖ expx‖2 =
∞∑
n=0

‖xn‖2

(n!)2 =
m∏
i=1

∞∑
αi=0

(2αi)!
αi!2

(
|λi|√

2

)2αi
=

m∏
i=1

1√
1− (

√
2|λi|)2

,
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that is:
‖ expx‖2 = 1√

det(1− (
√

2Z)2)
,

where we used the identity
∑∞
k=0

(2k
k

) (
x
4
)k = 1√

1−x in R, valid for 0 ≤ x < 1.

For the general case, let φ ∈ S2(V )∗ with ‖
√

2Z‖op < 1. Then (
√

2Z)2 is posi-
tive, has operator norm < 1, and is of trace-class (being the square of a Hilbert-Schmidt
operator). Therefore the Fredholm determinant det(1− (

√
2Z)2) is a finite nonegative

number.
For M ∈ Gr(V ), consider the element QM (φ) ∈ S2(M). Unravelling the definitions,

one observes that the antilinear Hilbert-Schmidt maps Z : V → V and ZM : M → M

(where α(ZM ) = Q̂M (φ)) are related, via the inclusion ιM : M → V and projection
pM : V → M , by ZM = pM ◦ Z ◦ iM . This implies ‖ZM‖op ≤ ‖Z‖op < 1√

2 , so by the
finite-dimensional calculation:

‖QM (expφ)‖2 = ‖ exp(QM (φ))‖2 = det(1− (
√

2ZM ))2)−1/2.

The left hand side converges to ‖ expZ‖2 by Lemma 15; the right hand side converges
to det(1− (

√
2Z)2)−1/2 since Z2

M → Z2 in trace-norm and the Fredholm determinant is
trace-norm continuous. Thus expφ has finite norm, i.e. lies in S2(V )∗.

Necessary. Assume exp(φ) ∈ S(V )∗. For every M ∈ Gr(V ) we have
‖QM (φ)‖ ≤ ‖ exp(QM (φ))‖ hence ‖φ‖ ≤ ‖ exp(φ)‖ <∞, proving φ ∈ S2(V )∗.

Finally we need the following technical information, which grants us the permission
to use exponentials as vacua. It relies on the fact that the condition ‖Z‖op < 1√

2 is open.

Lemma 13. Let φ ∈ S2(V )∗ such that φ̂ = α(Z) for some Z ∈ HS(V , V )sa and
‖Z‖op < 1√

2 . Then exp(φ) lies in the domain of every polynomial in {Cv}v∈V .

Proof. It suffices to show that ι(x) · exp(φ) ∈ S(V )∗ for every x ∈ S(V ). (Indeed: every
x ∈ S(V ) may be viewed as a polynomial p(v1, · · · vn) in elements vi ∈ V , so that
ι(x) · exp(φ) = p(Cv1 , · · ·Cvn)(expφ).)

Without loss of generality, we may assume x = vn for some n ∈ N and some unit
vector v ∈ V . Theorem 14 implies ‖ι(vn) · Φ‖2 ≤ (n+d)!

d! ‖Φ‖
2 for Φ ∈ Sd(V )∗. Therefore

‖ι(vn) expφ‖2 =
∞∑
k=0

‖ι(vn)φk‖
k!2 ≤

∞∑
k=0

(n+ 2k)!
(2k)!

‖φk‖2

k!2 .

Let us write bk,n := (n+2k)!
(2k)! . Note that limk→∞ b

1/k
k = 1 for every n ∈ N, so

‖ι(vn) exp tφ‖2 and ‖ exp tφ‖2, considered as power series in t, have the same radius of
convergence. But for suitably small ε > 0, tZ is still Hilbert-Schmidt with ‖tZ‖op < 1√

2
for all t < 1 + ε. Thus the radius of convergence is at least 1 + ε, and we conclude that
‖ι(vn) exp tφ‖2 converges for t = 1 as desired.
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4.6.2 The proof

We recall the Bogoliubov equations

CTC
∗
T −ATA∗T = 1 (4.5a)

ATC
∗
T − CTA∗T = 0 (4.5b)

C∗TCT −A∗TAT = 1 (4.5c)

C∗TAT −A∗TCT = 0. (4.5d)

They formally imply the following structural result. Notably CT is always invertible, in
contrast with the Fermionic case.

Theorem 21. Let T ∈ Sp(VR, σ). Then CT is invertible, and ZT := 1√
2ATC

−1
T is

self-adjoint with operator norm < 1√
2 .

Proof. Equation 4.5.b implies that ATC∗T is self-adjoint; since C∗T = C−1
T this proves

ZT is self-adjoint. Equation 4.5.a implies ‖CT v‖2 = ‖AT v‖2 + ‖v‖2, so CT is injective.
Similarly C∗T is injective by equation 4.5.c. Together these facts imply CT is invertible.
An invertible operator is bounded away from zero, so there exists ε > 0 such that
‖C−1

T x‖ ≥ ε‖x‖ for all x ∈ V . This implies ‖ATC−1
T ‖ ≤ (1− ε) < 1.

Finally we give a complete description of all vacua and algebraic vacua.

Theorem 22. Let T ∈ Sp(VR, σ). Form ZT = 1√
2ATC

−1
T ∈ B(V , V )sa, corresponding

to φT ∈ S2(V )∨ in the sense that φ̂T = α(ZT ) in Hom(V, V ∨)sa. Then:

• Vacalg
T = C exp(φT ).

• VacT is nonempty if and only if AT is Hilbert-Schmidt. In this case VacT =
C exp(φT ) ∩ S, where S denotes the unit sphere in S2(V )∗.

Proof. We note that ZT makes sense by Theorem 21. Therefore Lemma 12 says Vacalg
T ⊂

C exp(φT ). For the reverse inclusion we note that by Theorem 19

ATv (exp(φT )) = [ACT v + CAT v] exp(φT ) = [
√

2φ̂T (CT v) + ι(AT v)] exp(φT ) = 0

because
√

2φ̂T (CT v) + ι(AT v) =
√

2ι(α(ZT )(CT v)) + ι(AT v) = ι((
√

2ZTCT +AT )v) = 0.

by definition of α and ZT .
Finally, by definition VacT consists of those elements in Vacalg

T = C exp(φT ) which
are also in S2(V )∗ ∩ S and in the domain of every polynomial in {Cv}v∈V . Theorem 20
and Lemma 13 say that such an element exists if and only AT is Hilbert-Schmidt, and
that in this case VacT = C exp(φT ) ∩ S.

In particular this ties up the loose ends in the equivalence of implementation and
vacua, that is, this proves Lemma 11. Indeed Vacalg

T is a one-dimensional subspace
of S2(V )∨, and the symplectic T such that AT is Hilbert-Schmidt form a group by
equations 2.2 since CT is invertible so in particular Hilbert-Schmidt.
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Chapter 5

Circle diffeomorphisms

We introduce two Hilbert spaces of functions on the circle to which the Fock space
construction will be applied: L2-space and Sobolev-half-space, but with a special complex
structure. On them the smooth circle diffeomorphisms naturally act by pullback; in one
case preserving the real inner product, in the other case preserving the real symplectic
form. As it turns out, in both cases the Shale-Stinespring criterion is met. We establish
this by showing the relevant matrix coefficients to be ‘rapidly decreasing’. Then, in a
first attempt at describing the situation for non-smooth diffeomorphisms, we give an
interpretation of the criterion in terms of integral operators.

5.1 The Fock spaces

We will use the same notation as in Section 2.2.

Fermion

Start with the complex Hilbert space E = L2(S1,C), with hermitian form h(f, g) =
∫
fg,

and its standard Fourier basis (ek)k∈Z given by ek := [eix 7→ eikx] = [z 7→ zk]. It
has a natural conjugation (by applying conjugation on C pointwise) which on basis
elements acts as ek 7→ e−k. The corresponding real form is V = L2(S1,R), for which
{
√

2 sin(k−),
√

2 cos(k−) | k ∈ Z} is an orthonormal basis. Thus f ∈ H is real if and
only if its Fourier coefficients fk := 〈f |ek〉 satisfy fk = f−k for all k ∈ Z.

Define the complex-linear subspace H+ of E as the closed linear span of {ek | k ≥ 0},
the positive eigenspaces of −i d

dx . Also write H− = H⊥+ , the closed linear span of
{ek | k < 0}, so that E = H+ ⊕H−.

Finally, our real Hilbert space is ER = (H+)R ⊕ (H−)R (with inner product the real
part of h), and our complex structure J : ER → ER, commuting with i, is

J =
[
i 0
0 −i

]
,

47
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or in terms of basis elements ek 7→ σ(k)ek, where σ(k) denotes the sign of k ∈ Z (and
σ(0) = 1).

Remark 2. This is almost the situation considered in Section 2.2, where we had a
decomposition E = W ⊕W . The difference is caused by the special role of e0 ∈ C ⊂ E: it
is the only basis element invariant under conjugation. Therefore H− is not the conjugate
of H+, but rather H+ = H− ⊕ Ce0. This slight awkardness may be resolved by changing
the index-set using a bijection Z + 1

2 → Z, but we will not do so.

Rephrased, our complex Hilbert space is the complex vector space (ER, J) with
hermitian form (f, g) 7→

∫
fg + i

∫
fJg. It is this space to which we apply the fermionic

Fock space construction.

Boson

Start with the real vector space V = L2(S1,R) and its complexification E = L2(S1,C)
just introduced. For f, g ∈ E, consider the formal expression

h1/2(f, g) :=
∑
k∈Z
|k|fkgk

with associated ‘half-norm’ ‖f‖21/2 =
∑
k∈Z |k| · |fk|2. Put

E1/2 := {f ∈ E | ‖f‖1/2 <∞}.

Then E1/2 is a complex vector space on which h1/2 is a positive hermitian form. It is
almost an inner product: f ∈ E1/2 satisfies ‖f‖1/2 = 0 if and only if f = f0 in C ⊂ E1/2.
Therefore we quotient out by the constants, and write

E
1/2
0 := E1/2/R ∼= C⊥ ⊂ E1/2;

here ⊥ is relative to the usual inner product on E so C⊥ is the subspace of functions
f ∈ E1/2 of zero mean f0 =

∫ 2π
0 f(x)dx

2π = 0. Now E
1/2
0 is a complex pre-Hilbert space

relative to the inner product induced by h1/2 (which we continue to write like that).
In fact it is a Hilbert space, in which the linear span of the (ei) is dense: the proof of
completeness of the sequence spaces `p(C) goes through for this ‘weighted’ version, and
given f ∈ E1/2

0 then convergence of the Fourier expansion f =
∑
fkek in E directly

implies convergence in E1/2
0 .

Since h1/2(ei, ej) = [i = j] · |i|, we see that εk := 1√
|k|
ek (k ∈ Z− {0}) is a complete

orthonormal basis of E1/2
0 . Also note that for f ∈ E1/2

0 and k ∈ Z we have

h1/2(f, εk) = |k|fk
1√
|k|

=
√
|k|h(f, ek). (5.1)

The orthogonal decomposition E = H+ ⊕ H− induces the orthogonal decomposition
E

1/2
0 = W ⊕W , where W is the closed linear span of (εi)i≥1. Accordingly, the complex

structure J on ER induces a complex structure J0, commuting with i, on (E1/2
0 )R.
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We now turn to the real form V of E. It restricts to the real form V
1/2
0 = E

1/2
0 ∩ V

of E1/2
0 , the real-valued L2-functions of zero mean and of finite half-norm. This is a real

Hilbert space, and since f−k = fk for f ∈ V the inner product can be rewritten as

g1/2(f, g) =
∑
k∈Z
|k|fkgk =

∑
k≥1

(fkgk + fkgk) = 2 Re

∑
k≥1

fkgk

 ∈ R.

It has

{γk :=

√
2
|k|

cosk, ςk :=

√
2
|k|

sink}k∈Z−{0}

as a complete orthonormal basis. Now J0 restricts to a complex structure on V 1/2
0 , acting

as rotation: J0γk = ςk and J0ςk = −γk. It is this space (V 1/2
0 , g1/2, J0) to which we

apply the bosonic Fock space construction.
The corresponding symplectic form on V 1/2

0 is

σ(f, g) = g1/2(f, J0g) =
∑
k>0
|k|fkigk +

∑
k<0
|k|fk(−igk) = −i

∑
k>0

k(fkgk − fkgk)

= 2 Im

∑
k≥1

kfkgk


= −i

∑
k∈Z

kfkg−k.

Finally note that the smooth functions C∞(S1,R)0 of zero mean are dense in V 1/2
0 ,

since they contain the γk, ςk. If f, g are smooth, then

σ(f, g) = −i
∑
k∈Z

kfkg−k = h(f, g′) =
∫
fg′.

So in hindsight, we could have taken a more geometric approach: on C∞(S1,R)0 there
is the basic symplectic form (f, g) 7→

∫
fg′ (it is alternating by the product rule) which

represents the area of the curve (g, f) : S1 → R2. With the complex structure J0, it
becomes a pre-Hilbert space via Theorem 1. Its completion is our sought-after Hilbert
space V 1/2

0 , whose complexification is E1/2
0 .

This Hilbert space V 1/2
0 is called Sobolev half space and is often denoted1 as H1/2(S1).

5.2 Diff(S1) as implementable automorphisms

5.2.1 The actions

We denote by Diff(S1) the group of diffeomorphisms of the circle which preserve the
standard (anticlockwise) orientation. Passing to the universal cover R→ S1, x 7→ eix,
such a diffeomorphism φ : S1 → S1 uniquely lifts to a diffeomorphism Φ : R→ R with

1This notation was also used in the abstract and introduction of this thesis.
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Φ(x+ 2π) = Φ(x) + 2π and φ(0) ∈ [0, 2π). It preserves the orientation provided φ′(x) > 0
for all x.

In other words, there is a short exact sequence

0→ Z→ DiffZ(R)→ Diff(S1)→ 1

of groups, where DiffZ(R) denotes the group of diffeomorphisms of R which commute
with the shift x 7→ x+ 1, and Z is the subgroup generated by this shift. Lifting defines a
map Diff(S1)→ DiffZ(R) and this is a splitting of the short exact sequence.

We now introduce the precise actions on the spaces considered in section 1.

Fermion

We are going to define a right action

Diff(S1)→ O(ER, g), φ 7→ uφ,

In fact, first we define a right action

Diff(S1)→ U(E, h), φ 7→ Uφ,

and then we put uφ := (Uφ)R. The definition is

Uφ(f) := (f ◦ φ)
√
φ′.

Here φ′ : S1 → C is the complex derivative, which is given by

φ′(z = eix) = Φ(x)ei(Φ(x)−x)

in terms of the lift Φ (differentiate φ(eix) = eiΦ(x) using the substitution x = −i log(z)).
Then clearly Uφ is complex-linear, and it preserves the norm in view of

‖Uφ(f)‖2 = 1
2π

∫ 2π

0
|f(φ(eix))|2Φ′(x)dx = 1

2π

∫ 2π

0
|f(eiy)|2dy = ‖f‖2

(we substituted y = Φ(x)). This is a right action, i.e. Uφ◦ψ = Uψ ◦Uφ for φ, ψ ∈ Diff(S1)
since the chain rule says z ∈ S1 ⇒

√
φ′(z)

√
ψ′(φ(z))′ =

√
(ψ ◦ φ)′(z). In particular Uφ

is invertible with inverse Uφ−1 , so that each Uφ is unitary, as desired.

Boson

Define a right action
Diff(S1)→ Sp(V 1/2

0 , σ), φ 7→ sφ

as follows. First, for f ∈ C∞(S1,R)0 put

sφ(f) := f ◦ φ− (f ◦ φ)0;
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we subtract the zeroth Fourier mode to preserve the property of having zero mean. This
clearly defines a real-linear endomorphism sφ of C∞(S1,R)0. It preserves the symplectic
form since for smooth f, g of zero mean we have

σ(sφ(f), sφ(g)) =
∫

[(f ◦ φ)− (f ◦ φ)0] [(g ◦ φ)− (g ◦ φ)0]′ =

=
∫

(f ◦ φ)(g ◦ φ)′ − (f ◦ φ)0︸ ︷︷ ︸
=0

(g ◦ φ)′′ =
∫
f · g′ = σ(f, g)

(we again used Φ as substitution). It follows that for each φ ∈ Diff(S1), sφ ∈
Sp(C∞(S1,R)0, σ). If we know that sφ is bounded (relative to the inner product
g1/2(x, y) = σ(J0x, y)), then by density we would get the unique extension sφ ∈ Sp(V 1/2

0 ).
Since this is not so clear, we argue as follows. We consider sφ, using the same defining

formula, a priori as real-linear endomorphism of V0 ⊃ V 1/2
0 . Now we invoke the following

stronger fact.

Theorem 23. [5] Let φ be an orientation-preserving homeomorphism of S1. Then
sφ ∈ EndR(V0) preserves V 1/2

0 if and only if φ is quasisymmetric, and in this case sφ is
bounded on V 1/2

0 .

Here a quasisymmetric homeomorphism of S1 may be defined as the boundary value
of a quasiconformal homeomorphism of the open unit disc D. However, we will not go
into the details of quasisymmetric and quasiconformal maps; the only relevance for us is
that every C1-diffeomorphism is quasisymmetric.

So now we know that, for every C1-diffeomorphism φ, sφ is a bounded endomorphism
of V 1/2

0 , and by our previous calculation on the dense subspace of smooth functions we
conclude it is symplectic. Finally we easily see that sφ◦ψ = sψ ◦ sφ for φ, ψ ∈ Diff(S1),
so that each sφ is invertible and we get the desired right-action.

We need one more observation: the complexification (sφ)C is the complex-linear
endomorphism of E1/2

0 = (V 1/2
0 )C given by the same formula

(sφ)C(f) = f ◦ φ− (f ◦ φ)0. (5.2)

5.2.2 The Shale-Stinespring condition

Our aim is to prove that in both the fermion and boson case, the Shale-Stinespring
condition is met. In order to compute the Hilbert-Schmidt norms of the relevant antilinear
maps, we apply two results from Section 2.2.

First, for a complex linear endomorphism U of E = H+ ⊕H−, the antilinear part of

UR =
(
a b

c d

)
with respect to the J is the antidiagonal

AUR =
(

0 b

c 0

)
.
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Hence its Hilbert-Schmidt-norm equals∑
i∈Z
‖AURei‖2 =

∑
i≥0,j<0

|h(Uei, ej)|2 +
∑

i<0,j≥0
|h(Uei, ej)|2. (5.3)

Second, for a real-linear endomorphism s of V 1/2
0 , its complexification sC on E

1/2
0 =

W ⊕W has the form sC =
(
a b

b a

)
, which with respect to E1/2

0 = V
1/2
0 ⊕ V 1/2

0 is

(
Cs As

As Cs

)

in terms of the (anti)linear parts with respect to J0. Now As and b have equal Hilbert-
Schmidt-norm (as they are related via the unitary P : V 1/2

0 →W ) which satisfies

‖b‖2HS =
∑
i>0
‖bεi‖2 =

∑
i<0,j>0

|h1/2((sφ)Cεi, εj)|2.

By equation 5.1 we obtain

‖As‖2HS =
∑

i<0,j>0

|j|
|i|
|h(sCei, ej)|2. (5.4)

We see that in both cases it is useful to have control over |h(φ ◦ ei, ej)| for i and j of
different sign. This is what the following lemma accomplishes. The proof is from [11].

Lemma 14. For φ ∈ Diff(S1), consider the linear endomorphism φ∗ on E = L2(S1,C)
given by f 7→ f ◦ φ. Write λm,n := h(φ∗(em), en) for the coefficients in the Fourier basis.

If φ ∈ Ck+1 then there exists Ck ≥ 0 such that

|λm,n| ≤ Ck
1

(|n|+ |m|)k

for all (m,n) ∈ Z2 such that either m ≥ 0, n < 0 or m < 0, n ≥ 0.

Proof. Let (m,n) be as in the theorem. We have

2πλm,n =
∫ 2π

0
e±i[|m|Φ(x)+|n|x]dx

where ± is + if m ≥ 0, n < 0 and − if m < 0, n ≥ 0. Consider the following path between
Φ and the identity diffeomorphism:

[0, 1]→ DiffZ(R), t 7→ Φt := tΦ + (1− t) id .

To see that this is well-defined, we observe for each t ∈ [0, 1] that Φ′t = tΦ′ + (1− t) > 0,
so Φt is strictly monotonically increasing and therefore a diffeomorphism of R, which
clearly commutes with x 7→ x+ 2π.

Taking t = |m|
|m|+|n| ∈ [0, 1], or equivalently 1− t = |n|

|m|+|n| , we see

2πλm,n =
∫ 2π

0
e±i(|n|+|m|)Φt(x)dx =

∫ 2π

0
ei(|n|+|m|)yΨ′t(y)dy
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upon substuting y = Φt(x) (we wrote Ψt := Φ−1
t ). Integrating by parts k times yields

2πλm,n = 1
±ik(|n|+ |m|)k

∫ 2π

0
e±i(|m|+|n|)yΨ(k+1)

t (y)dy

and therefore
|λm,n| ≤ Ck

1
(|n|+ |m|)k

with Ck := sup{|Ψ(k+1)
t | | t ∈ [0, 1], y ∈ [0, 2π]} finite because of the assumption

Φ ∈ Ck+1.

Finally we come to the result that circle diffeomorphisms are implementable.

Theorem 24. Suppose φ ∈ Diff(S1) is of class C3. Then both uφ ∈ O(ER, g) and
sφ ∈ Sp(V 1/2

0 , σ) are implementable.

Proof. Fermion. By definition uφ is the composition of two maps on ER: pullback
φ∗ : f 7→ f ◦ φ and multiplication M√

φ′
: f 7→ f ·

√
φ′. Since implementers form a group,

it suffices to show that both are implementable. Both are the underlying real map of
complex-linear automorphisms of E (defined by the same formulae), so that equation 5.3
is applicable.

pullback: It follows immediately from Lemma 14 and equation 5.3 that, for φ

of class Ck+1:
‖Aφ∗‖2HS ≤ 2Ck

∑
m≥0,n>0

1
(n+m)2k .

Substituting p = n+m we see that

∑
m≥0,n>0

1
(n+m)2k =

∑
p≥1

p−1∑
m=0

1
p2k =

∑
p≥1

1
p2k−1

converges provided 2k − 1 > 1. This happens for φ of class C3.

multiplication: Let g =
√
φ′ : S1 → S1 have Fourier series

∑
gkek. Then

Mg(ej) =
∑
k∈Z gkek+j =

∑
i∈Z gi−jei. So

‖AMg‖2HS =

 ∑
i≥0,j<0

+
∑

i<0,j≥0

 |gi−j |2 =
∑
q>0
|gq|2 +

∑
q>0
|gq|2 +

∑
|r|≥2

|gr|2(|r| − 1)

=
∑
r∈Z
|r||gr|2 = ‖g‖21/2.

If g ∈ C1 then this is dominated by
∑
r∈Z r

2|gr|2 = ‖g′‖L2 <∞. This happens for φ of
class C2.
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Boson. Note that if i, j 6= 0 then h((sφ)C(ei), ej) = h(φ∗(ei), ej) since the ze-
roth Fourier mode is orthogonal to ej . So combining equations 5.2 and 5.4 with
Lemma 14 yields that it suffices to show that∑

m,n≥1

m

n

1
(n+m)2k

converges. Substituting p = n+m we see that it equals

∑
p≥1

p−1∑
n=1

1
p2k

p− n
n
≤
∑
p≥1

(p− 1)2

p2k

which converges if 2k − 1 > 1. This indeed happens for φ of class C3.

5.3 The Hilbert transform

The purpose of this section is to provide some background material for section 5.4.
We take a closer look at the complex structure J on L2(S1,C). It was defined in

terms of Fourier series: on H+, the closed linear span of (ek)k≥0, it acts as i. Now H+ is
a well-studied Hilbert space called the Hardy space. On the level of functions, there is a
description of J as an integral operator called the Hilbert transform. We use [10] and [2]
as main references for this material.

5.3.1 Hardy space

As we will now explain, the elements of H+ may be realized as boundary values of
certain holomorphic functions on the open unit disc D.

To this end, consider the injective linear map

`2(Z≥0)→ Hol(D)

(an)n 7→

z 7→∑
n≥0

anz
n

 .
It is well-defined because for |z0| < 1 we have |

∑
anz

n| ≤ (supn ‖an‖)
∑
|z0|n. It is

not surjective, e.g. z 7→ 1
1−z =

∑
zn is not in the image. The image, with the induced

Hilbert space structure, is called Hardy Space and denoted by H2(D).
Both H2(D) and H+ come equipped with a Hilbert space isomorphism to `2(Z≥0).

The resulting isomorphism H2(D)→ H+ is (the bounded linear extension of) the act of
regarding the function z 7→ zn as being defined on S1 instead of D. In other words, it
regards ek on D as its boundary value on S1.

Notation. Given f ∈ Hol(D) and r ∈]0, 1[, we write fr : S1 → C for fr(eit) = f(reit). Sim-
ilarly, given f ∈ H2(D), we use the suggestive notation f1 ∈ H+ for its image under the
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map H2(D)→ H+; explicitly if f(z) =
∑
anz

n then f1 =
∑
anen, so f1(eit) =

∑
ane

int.

The notation is chosen to suggest fr
r↑1−−→ f1, in some sense. A weak sense in

which this is true is as follows.

Theorem 25. Let f ∈ H2(D). Then limr↑1 fr = f1 in H+.

Proof. We have ‖f1 − fr‖22 =
∑
n≥0 |fn|2|rn − 1|2. Given ε > 0, first choose N such that∑

n≥N |fn|2 < ε, then choose 0 < R < 1 such that
∑
n≤N |fn|2|Rn − 1|2 < ε. We see

r ∈]R, 1[⇒ ‖f1 − fr‖22 < 2ε.

This kind of approximation also gives an analytic characterization of functions in
Hardy space. First note that given f ∈ Hol(D) and r ∈]0, 1[, we have

‖fr‖22 =
∑
n≥0
|an|2r2n ≤

∑
n≥0
|an|2 = ‖f‖22.

We see that the increasing map r 7→ ‖fr‖2 converges to ‖f1‖2 = ‖f‖2 as r ↑ 1, and we
have

f ∈ H2 ⇔ sup
0<r<1

‖fr‖2 <∞. (5.5)

To describe a stronger sense in which fr → f1 is valid, we will utilize Fatou’s theorem.

Theorem 26. Let f ∈ H2(D). Then f1 = limr↑1 fr pointwise almost everywhere.

Proof. Given r ∈ [0, 1[, define the Poisson kernel Pr : S1 → C by

Pr(eit) :=
∑
k∈Z

r|k|eikt = 1− r2

1 + r2 − 2r cos t .

Convolution with Pr is a map Pr ?− : L1(S1)→ L1(S1) given by

(Pr ? f)(eit) = 1
2π

∫ 2π

0
Pr

(
ei(θ−t)

)
f
(
eiθ
)

dθ.

On the level of Fourier coefficients, it is multiplication fn 7→ r|n|fn. This yields the
Poisson integral formula: for f ∈ H2 and r ∈ [0, 1[, fr = Pr ? f1 as functions S1 → C.
Now we need Fatou’s theorem [10]: if g ∈ L1(S1) then g = limr↑1 Pr ? g pointwise almost
everywhere. Together these facts imply f1 = limr↑1 fr pointwise almost everywhere.

5.3.2 Mobius invariance

In the previous subsection we explained that elements of H+ ⊂ L2(S1,C) can be viewed
as boundary values of maps D→ C. The next result says that this property is preserved
under composition by holomorphic self-maps of D.

Theorem 27. Let φ : D → D be holomorphic. Then φ∗ = (f 7→ f ◦ φ) is a bounded
linear endomorphism of H2(D).
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Proof. Showing f ◦ φ ∈ H2 is equivalent to showing supr ‖(f ◦ φ)r‖2 <∞ by equation
5.5. Let u : D→ C be defined by

u(reit) := Pr ? |f1|2 =
∫ 2π

0
|f1(eiθ)|2dµ(θ),

where we defined the measure dµ(θ) := Pr
(
ei(θ−t)

)
dθ
2π . In view of the Poisson integral

formula fr = Pr ? f1, the Cauchy-Schwarz inequality in L2(S1, µ) implies

|fr(eit)|2 = | 〈f1, 1〉 |2 ≤ ‖1‖2‖f1‖2 = u(reit).

Precomposing by φ and integrating yields

‖(f ◦ φ)r‖22 =
∫ dt

2π |(f ◦ φ)(reit)|2 ≤
∫ dt

2π (u ◦ φ)(reit).

Since u is harmonic and φ is holomorphic, u ◦ φ is harmonic as well, so the mean
value theorem for harmonic functions implies that the right hand side equals u(φ(0))
(independent of r!). This proves supr ‖(f ◦ φ)r‖2 <∞, and moreover we see ‖φ∗(f)‖2 ≤
u(φ(0)). Finally the inequality Pr(θ − t) ≤ 1−r2

(1−r)2 = 1+r
1−r implies u(z) ≤ 1+|z|

1−|z|‖f‖
2 for

all z ∈ D. We conclude that φ∗ is bounded:

‖φ∗(f)‖2 ≤
(

1 + φ(0)
1− φ(0)

)
‖f‖2.

The importance of this result for us, is when φ is a diffeomorphisms of the circle. To
that end, we recall a few facts about the matrix group SU(1, 1).

By definition SU(1, 1) is the group of linear automorphisms of C2 of unit determinant
that preserve the hermitian form of signature (1, 1). Writing

g =
(
a b

c d

)
∈ SL2(C), B =

(
1 0
0 −1

)

the condition is g∗Bg = B, or equivalently g∗B = Bg−1, or d = λa and c = λb, where
λ := det g ∈ S1. Thus SU(1, 1) is the subgroup of GL2(C) of matrices of the form

g =
(
a b

b a

)
and det g = |a|2 − |b|2 = 1.

As is well-known, SL2(C) acts on the Riemann sphere P1(C) by Mobius transformations,

g : z 7→ az + b

cz + d
,

and P SL2(C) does so transitively and freely. For the subgroup SU(1, 1) ⊂ SL2(C), one
computes that the action preserves both D and S1 and that the stabilizor of 0 ∈ D is S1.

Here λ ∈ S1 is embedded as
(
λ 0
0 λ−1

)
, and accordingly we have

SU(1, 1)/S1 ∼= D.
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It is a fact that every holomorphic automorphism of D is a Mobius transformation
corresponding to an element of SU(1, 1). Since they extend smoothly to S1, we arrive
at the subgroup P SU(1, 1) ∼= Aut(D) → Diff(S1) of Mobius transformations as circle
diffeomorphisms.

In conclusion, when Diff(S1) acts by pullback on L2(S1,C) and V 1/2, the Mo-
bius transformations P SU(1, 1) commute with the Hilbert transform J .

Sometimes it is useful to transfer from D to the upperhalf plane H, and from
the circle to the real line. This is done with the Cayley map defined as the Mobius
transformation (

−1 i

1 i

)
: z 7→ −z + i

z + i
= −z − i

z + i
.

This conformal map has a geometric picture:

mapping 0 to 1, and horizontal lines in H to circles in D through −1. More-
over it restricts to a bijection R→ S1 − {−1}, and this is stereographic projection. The
Cayley map restricts to an isomorphism (of complex manifolds)

H→ D,

with inverse −iw−1
w+1 ← w. By conjugation it induces a group isomorphism

Aut(H)→ Aut(D).

To interpret this in terms of matrix groups, we recall that the Mobius transformations
SL2(R) ⊂ SL2(C) preserve H, and that the stabilizor of i ∈ H is S1. Here λ = a+ bi ∈ S1

is embedded as
(
a b

−b a

)
, and accordingly we have

SL2(R)/S1 ∼= H.

In conclusion, conjugation by the Cayley matrix is a group isomorphism

SL2(R)→ SU(1, 1).

Explicitly, (
a b

c d

)
↔

(
α β

β α

)
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are related by the formulae

(α, β) = 1
2 ((a+ d) + i(b− c), (d− a) + i(b+ c))

and (
a b

c d

)
=
(

Re(α)− Re(β) Im(α) + Im(β)
Im(β)− Im(α) Re(α) + Re(β)

)
.

5.3.3 Integral operator

The complex structure J on L2(S1,C) has a description as an integral operator, the so
called Hilbert transform.

Theorem 28. J is the integral operator with singular kernel K : S1 × S1 → C given by

K(eiθ, eit) = 1 + i cot θ − t2 .

More precisely, for f ∈ L2(S1,C)

(Jf)(eiθ) = P.V.

∫ 2π

0

dt
2πf(t)K(eiθ, eit) in L2(S1,C)

(as functions of eiθ) where P.V. means the Cauchy principal value

P.V.

∫ 2π

0
= lim
ε→0

∫ θ−ε

0
+
∫ 2π

θ+ε
.

Note that formally, ignoring the principal value, the theorem says that J is convolution
with cot(−/2).

We will only prove the theorem in case f is of class C1, since this is already informative
and may be used as starting point for a full proof. See [2] for the general case.

Proof (of the special case f ∈ C1). In this proof, the sign σ(0) of zero is defined to be
zero. Let f ∈ H, so that Jf = f0e0 +

∑
n σ(n)fnen. A computation using the geometric

series shows, for N ∈ Z≥0:

GN (t) :=
N∑

n=−N
σ(n)eint

=
N∑
n=1

(eint − e−itn)

= eit(1− eitN )
1− eit − e−it(1− e−itN )

1− e−it

= (eit/2 + e−it/2)− (eit(N+ 1
2 ) + e−it(N+ 1

2 ))
e−it/2 − eit/2

= i
cos(t/2)− cos(t(N + 1

2 ))
sin(t/2)

= i

(
cot(t/2)−

cos(t(N + 1
2 ))

sin(t/2)

)
.
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Now

2π
N∑

n=−N
σ(n)fneinθ

=
∫ θ+π

θ−π
dtf(t)

N∑
n=−N

σ(n)ein(θ−t) (definition Fourier coefficient fn)

=
∫ π

−π
dτf(θ − τ)GN (τ) (substitution τ = θ − t)

=
∫ π

0
dτ(f(θ − τ)− f(θ + τ))GN (τ) (oddness of GN )

= i

∫ π

0
dτ(f(θ − τ)− f(θ + τ)) cot(τ)/2

− i
∫ π

0
dτ (f(θ − τ)− f(θ + τ))

sin(τ/2) cos
(
t

(
N + 1

2

))
because f ∈ C1 implies (f(θ − τ) − f(θ + τ)) = O(τ) (τ → 0), whence both integrals
exist. Moreover it implies (f(θ−τ)−f(θ+τ))

sin(τ/2) has a finite limit as τ → 0, so it is an
integrable (indeed continuous) even function; by the Riemann-Lebesgue lemma its N -th
Fourier-coefficients tend to 0 as N →∞, therefore the second integral vanishes.

We conclude

Jf(eiθ) = f0 + lim
N

N∑
n=−N

σ(n)fneinθ = f0 + i

2π

∫ π

0
dτ(f(θ − τ)− f(θ + τ)) cot(τ/2)

in L2 (as function of eiθ).
Since τ 7→ cot(τ/2) is odd on ]− π, π[−{0}, we may rewrite the integral (using the

notation B(a; r) =]a− r, a+ r[) as

i

2π lim
ε↓0

∫
B(0;π)\B(0;ε)

dτf(θ − τ) cot(τ/2)

or, via the substitution t = θ − τ , as

lim
ε↓0

∫
B(θ;π)\B(θ;ε)

f(t) cot
(
θ − t

2

)
dt.

In conclusion, since f0 =
∫ dt

2πf(t), we obtain

(Jf)(−) = P.V.

∫ dt
2πf(t)K(−, t)

in L2.

Recall that the complex structure J0 on V 1/2
0 is induced from J on L2(S1,C). We just

learned that J is the integral operator with kernel K(x, y) = i− cot
(
x−y

2
)
, and satisfies

Je0 = ie0. Therefore J0 is the integral operator with kernel K0(x, y) = − cot
(
x−y

2
)
.
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5.4 The commutators

In section 5.2 we proved2 that the commutators [uφ, J ] and [sφ, J0] are Hilbert-Schmidt if
the circle diffeomorphism φ is of class C3. The proof was based on an estimate of the rel-
evant matrix coefficients. Using our knowledge that J and J0 are integral operators with
kernelsK andK0, in this section we give formulae for the commutators as integral kernels.

In fact, the expressions become slightly easier for [uφ, J ]u−1
φ and [sφ, J0]s−1

φ ,
while Hilbert-Schmidtness is unaffected by multiplication by an invertible map. From
now on we suppress the principal values signs, and wite dx for dx

2π . Thus we formally
calculate, for φ ∈ Diff(S1), ψ := φ−1, f ∈ L2(S1,C), and x ∈ S1:

(uφJu−1
φ )(f)(x)

= (J(uψ(f)))(φ(x))
√
φ′(x)e i2 (φ(x)−x)

= (J((f ◦ ψ) ·
√
ψ′e

i
2 (ψ−id)))(φ(x))

√
φ′(x)e i2 (φ(x)−x)

=
√
φ′(x)e i2 (φ(x)−x)

∫
f(ψ(η))

√
ψ′(η)e i2 (ψ(η)−η)K(φ(x), η)dη

=
√
φ′(x)e i2 (φ(x)−x)

∫
f(y)

√
φ′(y)e i2 (y−φ(y))K(φ(x), φ(y))dy,

where we applied the substitution y = ψ(η), so that
√
ψ′(η)dη =

√
φ′(y)dy. In conclusion

(uφJu−1
φ − J)(f)(x) =

∫
f(y)Kφ

fer(x, y)dy

where the fermionic kernel is given by

Kφ
fer(x, y) := e

i
2 (φ(x)−φ(y)+y−x)

√
φ′(y)

√
φ′(x)K(φ(x), φ(y))−K(x, y).

Similarly, we formally calculate:

(sφJ0s
−1
φ )(f)(x)

= sφ(J0(f ◦ ψ)− (J0(f ◦ ψ))0)(x)

= (J0(f ◦ ψ))(φ(x))− J0(f ◦ ψ))0 − [(J0(f ◦ ψ)) ◦ φ− J0(f ◦ ψ)0]0

=
∫
f(ψ(y))K0(φ(x), y)dy −

∫ ∫
dxdyf(ψ(y))K0(x, y)

=
∫
f(ψ(η))

[
K0(φ(x), η)−

∫
dxK0(φ(x), η)

]
dη

=
∫
f(y)φ′(y)

[
K0(φ(x), φ(y))−

∫
dxK0(φ(x), φ(y))

]
dy.

Thus
(sφJ0s

−1
φ − J0)(f)(x) =

∫
f(y)Kφ

bos(x, y)dy

2Here we use the fact that [u, J ] is Hilbert-Schmidt if and only if Au is Hilbert-Schmidt.
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where the bosonic kernel is given by

Kφ
bos(x, y) := φ′(y)K0(φ(x), φ(y))− φ′(y)

∫
dξK0(φ(ξ), φ(η))−K0(x, y).

Transferring from the circle to the real line amounts to replacing K(x, y) and K0(x, y)
by 1

x−y , and the complex derivative
√
φ′(x)e i2 (φ(x)−x) by the real derivative

√
φ′(x).

This leads to the expressions

Kφ
fer(x, y) =

√
φ′(y)

√
φ′(x)

φ(x)− φ(y) − 1
x− y

,

Kφ
bos(x, y) = φ′(y)

φ(x)− φ(y) − φ
′(y)P.V.

∫ dξ
φ(ξ)− φ(η) −

1
x− y

.

Let us check by hand that the Mobius transformations indeed have vanishing
commutator. Thus let φ(x) = ax+b

cx+d be a Mobius transformation, corresponding to(
a b

c d

)
∈ SL2(R). Then we compute, for x, y ∈ R:

φ′(x) = ad− bc
(cx+ d)2 = 1

(cx+ d)2 ,

φ(x)− φ(y)
x− y

= 1
(cx+ d)(cy + d) .

Therefore
Kφ
fer(x, y) = 0

as desired. Also

Kφ
bos(x, y) = (cx+ d)(cy + d)

(cy + d)2(x− y) −
1

x− y
− 1

(cy + d)2P.V.

∫
cx+ d

x− y
dx.

Rewrite the integrand as cx+d
x−y = c+ cy+d

x−y and note that P.V.
∫ dx
x−y = 0 and P.V.

∫
c = c,

to conclude
Kφ
bos(x, y) = cx+ d

cy + d

1
x− y

− 1
x− y

− c

cy + d
= 0.

Remark 3. Our formulae for Kφ
bos seem to correct the ones in [6]. In that text, the

formulae on page 202 do not contain a term involving an integral, and are not Mobius
invariant. This seems to stem from using the incorrect action (introduced on page 201),
where φ acts as f 7→ f ◦ φ rather than f 7→ f ◦ φ− (f ◦ φ)0.
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Chapter 6

Outlook

The main problem which remains unsolved, is that of characterizing the φ : S1 → S1

such that [uφ, J ], respectively [sφ, J0], is Hilbert-Schmidt. Based on the deep analogy
between the fermionic and bosonic stories, we are lead to:

Conjecture 1. Let φ be a C1-diffeomorphism of S1. Then [uφ, J ] is Hilbert-Schmidt if
and only if [sφ, J0] is Hilbert-Schmidt.

Hilbert-Schmidt operators on L2-spaces are characterized as integral operators with
an L2-kernel. If a similar statement is true for Sobolev-half-spaces, then one should be
able to use the formulae in section 5.4, expressing the commutators as integral operators,
to answer these questions.

63



64



Bibliography

[1] J.M. Gracia-Bondia, J.C. Varilly, and H. Figueroa, Elements of Noncommutative Geometry,
Birkhäuser Advanced Texts, Birkhäuser, 2001.

[2] Y. Katznelson, An Introduction to Harmonic Analysis, Cambridge Mathematical Library, Cambridge
University Press, 2004.

[3] L. Lundberg, Projective Representations of Infinite-Dimensional Orthogonal and Symplectic Groups,
Reviews in Mathematical Physics 06 (1994), 1–17.

[4] J. Mickelsson, Current Algebras and Groups, Plenum Monographs in Nonlinear Physics, Springer
US, 1989.

[5] S. Nag and D. Sullivan, Teichmüller Theory and the Universal Period Mapping via Quantum
Calculus and the H1/2 Space on the Circle (1993), available at arXiv:alg-geom/9310005[math.AG].

[6] J. Ottesen, Infinite Dimensional Groups and Algebras in Quantum Physics, Lecture Notes in
Physics, Springer-Verlag, 1995.

[7] R.J. Plymen and P.L. Robinson, Spinors in Hilbert Space, Cambridge Tracts in Mathematics,
Cambridge University Press, 1994.

[8] A. Pressley and G. Segal, Loop Groups, Oxford Mathematical Monographs, Oxford University Press,
1986.

[9] P.L. Robinson, The bosonic Fock representation and a generalized Shale theorem (2012), available
at arXiv:1203.5841[math.FA].

[10] P. Rosenthal and R. Martínez-Avendaño, An Introduction to Operators on the Hardy-Hilbert Space,
Graduate Texts in Mathematics, vol. 237, Springer-Verlag, 2007.

[11] G. Segal, Unitary Representations of some Infinite Dimensional Groups, Communications in
Mathematical Physics 80 (1981), 301–342.

[12] D. Shale, Linear Symmetries of Free Boson Fields, Transactions of the American Mathematical
Society 103 (1962), 149–167.

[13] D. Shale and W.F. Stinespring, Spinor Representations of Infinite Orthogonal Groups, Journal of
Mathematics and Mechanics 14 (1965), 315–322.

[14] M. Vergne, Groupe symplectique et seconde quantification, Comptes rendus de l’Académie des
Sciences Paris 285 (1977), 191–194.

[15] A. Wasserman, Operator algebras and conformal field theory: III. Fusion of positive energy repre-
sentations of LSU(N) using bounded operators, Inventiones mathematicae 133 (1998), 467–538.

65

arXiv:alg-geom/9310005 [math.AG]
arXiv:1203.5841 [math.FA]

	Introduction
	Preliminaries: antilinear maps
	Complex structures
	Complexification
	Hilbert-Schmidt operators
	Completion
	Tensor square


	Fermionic Fock space
	Exterior algebra
	Creator and annihilator
	Implementation
	The Shale-Stinespring criterion
	Exponential
	The proof


	Bosonic Fock space
	Symmetric algebra
	Creator and annihilator
	Intermezzo
	Symmetric algebra, revisited
	Implementation
	The Shale-Stinespring criterion
	Exponential
	The proof


	Circle diffeomorphisms
	The Fock spaces
	`39`42`"613A``45`47`"603ADiff(S1) as implementable automorphisms
	The actions
	The Shale-Stinespring condition

	The Hilbert transform
	Hardy space
	Mobius invariance
	Integral operator

	The commutators

	Outlook
	Bibliography

