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Abstract

Polar lows are strong mesoscale cyclones occurring during outbreaks of cold arctic
air over relatively warm seas. A long-term objective polar low climatology is con-
structed by identifying and tracking cyclones in a high-resolution dynamical downscal-
ing of ERA-40 covering a part of the North Atlantic, the North Sea and the Nordic
Seas. Regions of high polar low occurrence are found to the south of Iceland and in
the eastern Norwegian Sea and Barents Sea. In these regions on average 2 polar lows
per year can be found within a radius of 200 km.
The polar low climatology ( 2000 polar low tracks) is used to study polar low structure
and forcing mechanisms. Polar low structure is analyzed by calculating for each polar
low two different parameters based on the geopotential height fields surrounding the
cyclone: thermal asymmetry (frontal / non-frontal) and thermal core (warm / cold).
Plotting these parameters against each other shows a wide spectrum with the very
symmetric hurricane-like polar lows on the one end of the spectrum and the asymmet-
ric cold-core structures on the other side of the spectrum. It is shown that most polar
lows ( 70%) are characterized by a shallow warm core and occur in a forward-shear
environment with the thermal wind aligned with polar low motion.
Warm core polar lows show a larger pressure-drop before their mature stage than sys-
tems with a colder core, which is consistent with existing theories. Also mean values
of surface heat fluxes are found to be strongest for the warm-core systems.
The large number of polar lows allows for investigating regional variations in the forcing
parameters. We find that polar lows in the northern Norwegian Sea are characterized
by stronger low-level baroclinicity and a larger air stability than polar lows more to
the south. For future studies it would be interesting to include the roles of latent heat
release and upper-level disturbances, by using potential vorticity diagnostics.

Front page illustration: Track of a polar low making landfall in The Netherlands on 2 january 1979.
Contours show 1000-850 hPa geopotential thickness fields in a radius of 120 km around the polar low, it is
one of the parameters used to study PL structure.
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1 Introduction

A polar low is a small, but fairly intense maritime cyclone that forms poleward of the main
baroclinic zone (the polar front or other major baroclinic zone). The horizontal scale of the
polar low is approximately between 200 and 1000 kilometres and surface winds near or above
gale force.

This is the definition of a polar low according to Rasmussen and Turner (2003). With the strong winds
and snowfall accompanying these maritime cyclones they form a major threat to human activity in off-shore
and coastal areas. They occur during the winter half-year during cold air outbreaks over relatively warm
seas. Due to their small scales and the scarcity of observations over sea, polar lows are a major challenge
for numerical weather prediction. In order to improve predictability of these systems it is important to fully
understand the physical mechanism describing their formation, intensification and maintenance. Through
a combined effort of observations and numerical simulations during the past half century, the basic theory
for polar lows has been developed. Many authors agree that polar lows develop from a finite-amplitude
disturbance which can either be an upper-level PV anomaly or a low-level baroclinic zone. After some
stage of initial development diabatic processes like latent heating in moist convection and surface heat
fluxes explain the intensification and maintenance of the polar low. Some authors (e.g. Emanuel and
Rotunno (1989)) have emphasized the similarity of polar lows to tropical cyclones as being very symmetric
cyclones possessing a warm core. Others (e.g. Reed and Duncan (1987)) stressed on the importance
of baroclinicity for the development of polar lows, which is directly related to an asymmetric thermal
structure. In later studies (e.g. Businger and Reed (1989)) it was recognized that there exists a wide
spectrum of polar lows ranging from the symmetric ”Arctic hurricanes” on the one end of the spectrum
to the very asymmetric systems characterized by a comma-shaped cloud shield on the other end, with a
large number of polar lows being a mixture between these two. This wide range of polar lows and the
similarity to tropical cyclones raised the idea to capture this spectrum in a phase-space based on thermal
wind balance, which was originally developed by Hart (2003) to study tropical and extra-tropical cyclones.
Besides revealing the polar low spectrum in terms of thermal structure the phase-space can also be used for
exploring different forcing mechanisms. Before the phase-space can be constructed, a polar low climatology
has to be constructed. Summarizing the above, the following research objectives can be identified. (1)
Obtain a long-term objective polar low climatology. (2) Use this climatology to investigate the structure
of the polar lows in terms of their thermal asymmetry and thermal core structure. (3) Study the relation
between thermal structure and the strength of different forcing mechanisms (baroclinicity, surface heat
fluxes and vertical instability) and investigate any regional variations in these forcing mechanisms.
In order to resolve the small-scale polar lows, a high-resolution (10-11 km in the horizontal directions)
dynamical downscaling of ERA-40 from 1970-2012 is used. The domain covers the northeast Atlantic
Ocean, North Sea and Nordic Seas. The climatology is constructed by applying a tracking algorithm
on minima in the mean sea-level pressure and then selecting the polar low tracks based on an objective
identification. The structure and forcing mechanisms of the polar lows are studied by defining for each
polar low suitable parameters which can be calculated from the available meteorological fields.
Section 2 gives a chronological overview of polar low research followed by some polar low climatology. In
section 3 we give a brief description of the model used in this study. It is followed by a case-study in section
4 where the model is compared to dropsonde observations in a polar low. In section 5 the methods - the
cyclone tracking algorithm, the polar low identification method and the diagnostics - are presented. The
results are presented in section 6 followed by a discussion in section 7 and finally the conclusion is presented
together with a future outlook.
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2 Background

First a chronological overview of the development of the main theories on polar low formation is presented
in section 2.1, followed by a brief overview of polar low climatologies in section 2.2.

2.1 Historical overview

The famous Norwegian meteorologist Vilhelm Bjerkness already mentioned one of the reasons for the
extreme weather occurring in the northern parts of Norway during winter times in a newspaper article in
1904:

”The northernmost part of Norway in winter is one of the stormiest locations on Earth, and
the terrible accidents that occur from time to time, when large parts of the fishing fleet with
crew and tools are lost, are only too well known. A look at the climatological conditions shows
that the reason for the frequency of the storms is that the mean temperature in January by
the outermost Lofoten Islands is 27 degrees Celsius higher than the mean for the same latitude
around the globe. This is the effect of the warm waters of the Gulf Stream. At the same
time a Siberian winter cold reigns on the Finnmark plateau. Nature has, in other words, put
an immense steam kettle side by side with an immense condenser. This steam engine must
always work, and that is what it does, with great, irregular strokes.”

Without explicitly mentioning polar lows, Vilhelm Bjerkness was aware that the strong temperature
contrasts between the sea and the surrounding land gave rise to severe winter weather.
While the main theories on extra-tropical cyclones were developed by Bjerkness and his scholars during the
1920s, the polar low research started only from the 1960s. In the next paragraphs a chronological overview
of the theories on polar low development will be given.

Early work Harley (1960) presented the first case study of a polar low. Harrold and Browning (1969)
analyzed a polar low which crossed Great Britain by using Doppler radar and showed that this polar low
was not driven by small-scale convective overturning, but instead by slantwise convection related to a
baroclinic zone. Mansfield (1974) proposed the first quantitative theory of polar low formation by using
a dry baroclinic model and neglecting surface friction. For a shallow disturbance with a depth of about
1.6 km this theory gives e-folding time-scales of about 1 day for the fastest growing mode corresponding
to a wavelength of about 500 km. This is in agreement with observations. Duncan (1977) found that
baroclinicity is essential for polar low formation and also that the vertical wind shear has to be parallel
to the flow at the steering-level. Later Duncan (1978) showed that reverse-shear conditions - in which the
thermal wind is anti-parallel to the steering-level flow - could be favourable as well. Several of the polar
lows studied in later years were indeed reverse-shear polar lows. Reed and Duncan (1987) derived a linear
quasi-geostrophic, dry baroclinic model and showed that the characteristics of an observed train of polar
lows developing in a reversed shear flow were in agreement with this model. In the classical situation -
common for extra-tropical cyclones - the cyclone develops in a situation with the warm air to the right of
the steering-level flow, thus creating a positive vertical windshear with winds increasing with height. In
the reverse-shear situation the warm air is to the left of the flow at the steering-level leading to a negative
thermal wind and thus with strongest windspeeds near the surface and upper-level winds sometimes nearly
stagnant, also there is a forward tilt of the disturbance in the vertical. Businger and Reed (1989) showed
that in the reverse-shear case there is warm advection and rising motion behind the disturbance, while cold
advection and sinking motion dominate downstream of the disturbance. This pattern is a direct thermal
circulation in which available potential energy (baroclinicity) is converted into kinetic energy. Several
authors argued that baroclinic instability alone did not account for the rapidity of polar low intensification
and that thus other processes are important as well (e.g. Reed and Duncan (1987)). The hypothesis that
diabatic processes contribute significantly to the intensification and maintenance of polar lows was widely
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supported. However, which diabatic processes were most relevant has been discussed for a long period of
time.

The CISK and WISHE controversary Rasmussen (1979) and Rasmussen (1981) proposed
CISK or Convective Instability of the Second Kind as the main mechanism for intensification of polar lows
in the North Atlantic. The CISK theory was initially developed to describe hurricane intensification. Al-
though the atmosphere in high latitudes is usually much more stable than in the tropics, it was argued
that during outbreaks of cold air over the relatively warm sea, the atmosphere can become conditionally
unstable. Destabilization of the atmosphere occurs initially through radiation, surface fluxes and other forc-
ing mechanisms, resulting in convection. The CISK theory describes the cooperative intensification of the
organized moist convection and the cyclone-scale vortex. Through latent heat release in moist convection
the vortex intensifies, this intensification leads to a stronger moisture flux convergence and organization of
the convection. The latent heating of the mid and lower troposphere through moist convection gives rise to
the typical warm-core structure which is observed in all hurricanes and also in some polar lows. Whether
or not CAPE is a pre-requisite for the CISK mechanism has been discussed by several authors (e.g. Linders
and Saetra (2010)). Through organization of the convection, cooperative intensification takes place and the
vortex spins up by adjustment to gradient wind balance. Since the CISK theory links small-scale processes
like moisture convection to the large-scale flow, some kind of closure has to be defined to describe the link
between the two. Charney and Eliassen (1964) prescribe a closure in which latent heating is proportional
to moisture convergence in the boundary layer, while Ooyama (1964) links the strength of the cumulus
convection to the large-scale balanced flow by making the latent heating proportional to the surface fric-
tion in the boundary layer. For both approaches an increasing vortex strength leads to increased moisture
convergence and surface friction respectively, thereby increasing the cumulus convection.
The opposing theory to CISK was introduced by Emanuel (1986) as air-sea interaction instability theory,
and has been renamed wind-induced surface heat exchange (WISHE). The concept for this theory is that
tropical cyclones develop entirely by self-induced fluxes of heat and moisture from the sea surface with vir-
tually no contribution from pre-existing CAPE. In this conceptual model the role of the moist convection is
solely to redistribute heat acquired from the sea surface, such that the vertical temperature and humidity
profile is neutral to slantwise moist convection, consistent with the concept of quasi-equilibrium introduced
by Arakawa and Schubert (1974). This means that the ambient environment is conditionally neutral such
that any kinetic energy generation is due to the in situ generation of CAPE rather than ambient CAPE.
Xu and Emanuel (1989) argue that CISK can not be a working mechanism for tropical cyclones since the
atmosphere is not conditionally unstable but rather neutral with respect to moist convection.
The two different theories - CISK and WISHE - have existed in parallel for a longer period of time already.
It is hard to distinguish between the two since the relevant processes involved in the theories are all collo-
cated in both space and time during polar low development. This in combination with the limited amount
of observations of polar lows makes it hard to distinguish between cause and effect of convection, surface
fluxes and frictional convergence.
Emphasis has been put on the question whether or not the atmosphere is unstable with respect to moist
convection. This could be measured by means of the Convective Available Potential Energy which expresses
the potential buoyant energy for a parcel lifted from the surface along a dry-adiabat to the lifted condensa-
tion level and then lifted further along a moist adiabat. It is important to note that both the CISK and the
WISHE theory predict the warm-core structure for a polar low, and thus analysis of the polar low structure
alone does not provide any information on which mechanism is acting. Further, the two theories do not
exclude each other. Authors favouring the CISK theory acknowledge that surface heat fluxes are relevant
for maintaining the small CAPE reservoir. On the other hand authors who support the WISHE theory
stress that the existence of small CAPE values is not in contradiction with the theory.
Craig and Gray (1996) argue that WISHE can be interpreted as another variant of the CISK theory. Both
theories predict a vortex growing from a finite-amplitude disturbance in a balanced flow. It is the clo-
sure assumption which makes the WISHE theory different from the CISK theories introduced by Ooyama

6



(1964) and Charney and Eliassen (1964). The closure for the WISHE theory is the strength of the air-sea
interaction in terms of moisture and heat fluxes. Craig and Gray (1996) investigated the validity of the
CISK and WISHE theories by means of a convection permitting axi-symmetric numerical model. They
showed that vortex intensification is sensitive to the surface heat and moisture transfer coefficients, while
it is insensitive to the momentum transfer coefficient. These results show that the rate-limiting process for
vortex intensification is the transfer of heat and moisture from the ocean surface to the atmosphere thus in
accordance with the WISHE theory.

Recent work Bracegirdle and Gray (2008) investigated the dynamical forcing of polar lows in the
Norwegian and Barents seas. They calculated the relative contributions of upper-level and low-level forcings
to the mid-level vertical motion. They showed that about thirty percent of the polar lows were dominated
by upper-level forcings. The atmospheric conditions associated with this subset of polar lows was found
to be consistent with the type-C extra-tropical cyclones in the extended classification scheme of Deveson
et al. (2002). This C-type genesis is characterized by strong latent heating which can act as a dynamical
surrogate to low-level baroclinicity (Snyder and Lindzen (1991)). Linders and Saetra (2010) calculated
CAPE values from dropsonde observations inside and in the environment of polar lows over the Norwegian
Sea obtained during the Andøya field campaign (Kristjánsson et al. (2011)). They found relatively low
values of CAPE and calculated the time it would take to build up this CAPE from a zero-state by surface
fluxes from the ocean. Typical time-scales were on the order of one hour. Also they found that the CAPE
was already in the stage of being released. From these two observations they concluded that CAPE has to
be seen as a temporary stage in an energy flux rather than a reservoir of energy. Also they state that the
sequential view on polar low genesis in which baroclinic instability dominates the early intensification and
WISHE takes over in later stages, should be replaced with the two acting together. They suggest that it
would be interesting to investigate if surface fluxes will be able to generate baroclinic potential energy at a
rate similar to its consumption.

2.2 Climatology

Since the availability of satellite imagery, several authors have compiled climatologies of polar lows. The
first known satellite image of a polar low was obtained on the 5th of january 1970 (Lyall (1972)). More
than a decade later Wilhelmsen (1985) used satellite imagery, synoptic observations and weather maps to
construct a first 10 year climatology of polar lows in the Nordic Seas (see figure 1a).
By making use of numerical reanalysis data attempts have been made to set-up long term homogeneous
polar low climatologies. However due to the course resolutions of these reanalysis datasets, it is hard to
build a reliable climatology for the small scale polar lows. Condron et al. (2006) used the Laplacian of the
pressure field to detect mesocyclones and investigate the frequency of occurrence in the ERA-40 reanalysis
dataset. Kolstad (2006) uses the same reanalysis to set up a climatology of favourable conditions for the
formation of polar lows without explicitly detecting the mesoscale cyclones themselves. The favourable
condition is taken to be cold air outbreaks with reverse shear conditions. As mentioned in section 2.1 these
reverse-shear conditions were found to be favourable for polar low formation. Zahn and von Storch (2008)
compiled a long-term polar low climatology from a dynamical downscaling of the 6 hour NCEP/NCAR
re-analyses from 1948-2006, see figure 1b. Bracegirdle and Gray (2008) derived an objective polar low
climatology of polar lows in the North Atlantic over a period of approximately 5 years.
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(a) The tracks of the polar lows found by Wil-
helmsen (1985) by making use of satellite im-
agery, weather charts and synoptic observations.

(b) Polar low density per 250 km2 from 1948-
2006 as found by Zahn and von Storch (2008)

Figure 1
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3 Dataset

We make use of the NORA10 dataset which is a high-resolution hindcast based on the Hirlam model running
from 1970 to 2012. The domain is shown in figure 2, it includes the northeast Atlantic Ocean, the North
Sea, the Norwegian Sea, the Barents Sea and parts of the Greenland Sea and Denmark Strait. The data is
provided by the Norwegian Meteorological Institute. The following two subsections give a brief description
of the model setup. For a complete description of the dataset, the reader is referred to Reistad et al. (2011).

3.1 Model setup

Figure 2: The NORA10 domain.

The model used is Hirlam, version 6.4.2 (see Un-
den et al. (2002)). The domain is set-up as a ro-
tated spherical grid with the south pole at 22◦S,
40◦W with a resolution of 0.1◦ resulting in a hori-
zontal grid spacing varying from approximately 10
to 11 kilometers. The number of gridpoints is 248
x 400. The model has 40 vertical hybrid levels, the
vertical coordinate used gradually transforms from
pressure coordinates at the top of the domain to
terrain-following at the bottom. The model out-
put which is available for our analysis is limited
to seven vertical pressure levels at 100, 300, 500,
700, 850, 925 and 1000 hPa and the surface level.
The model uses a prognostic equation for the turbu-
lent kinetic energy (TKE) which includes both local
and advective terms. Convective parameterization
is achieved through a closure based on moisture flux
convergence.

3.2 Boundary forcing and initial-
ization

The model is forced at the boundaries by the
reanalysis dataset ERA-40 (Uppala et al., 2005)
for the period 1970-2002 and with the operational
ECMWF analysis for the period 2002-2012. The
meteorological fields imposed are temperature, spe-
cific humidity, wind and cloudwater at all vertical
levels and surface pressure each 6 hours. Sea surface temperature, sea ice fraction and snow depth are also
retrieved from ERA-40 or the operational ECMWF analysis.
A long sequence of 9 hour forecast runs is created every 6 hours where the initial fields within the domain
of each cycle are a blend of ERA-40 and the 6 hour forecast of the previous NORA10 run. This procedure
is used in order to preserve the small-scale features.
The initial fields from ERA-40 and the 6-hour forecast from the previous run (background field) have to
be filtered before time integration can start. This filtering is needed in order to remove noise due to wind
fields which are not in balance with the mass fields. These imbalances can grow and lead to numerical
instabilities during the runtime (Huang and Yang, 2002). The difference between the filtered ERA-40 and
filtered background field is then added to the background field to form the initial model state. The chosen
type of digital filtering (Dolph) is known to perform best in preserving the initially fastest growing modes.
The reader is referred to Huang and Yang (2002) for an overview of the performance of different digital
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filtering initialization options in HIRLAM.
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4 Case study

In this section the NORA10 model performance on simulating a polar low is investigated by comparing
model data against dropsonde observations within and in the environment of a polar low.
In February and March 2008 a three-week field campaign was conducted targeting polar lows and arctic
fronts (Kristjánsson et al., 2011). Two polar lows have been studied by means of dropsonde observations,
we will use a polar low developing a few hundred kilometres out of the Norwegian coast on the 3rd of March
and hitting the Norwegian coast on the 4th of March 2008.
In section 4.1 the synoptic setting on these days will be described followed by a comparison of model data
with observations in section 4.2.

4.1 Synoptic setting 3-4 March 2008

On the 2nd of March 2008 the combination of a high-pressure cell over Greenland and a low over the
North Sea led to a cold-air outbreak over the Norwegian Sea. Within this cold-air outbreak, a convergence
zone developed on the 3rd of March at the meridian stretching from the ice-edge at around 80 ◦N up to
about 74 ◦N as can be seen in figure 3b. This convergence zone intersected another frontal zone which
can be associated with the remnants of a dissipating depression. To the west of the north-south orientated
convergence zone, cloud streets can be seen developing down-stream of the ice-edge and indicating the
strong sea-air temperature contrast. Around the intersection of the two above-mentioned frontal zones,
the polar low developed during the 3rd of March and reached its mature stage on the 4th of March while
moving south-southeast towards the Norwegian coast.

4.2 Comparing model and observations

During the 3rd and 4th of March a total number of 55 dropsondes have been launched capturing the
environment before the polar low developed on the 3rd of March, and the polar low itself on the 4th of
March. This makes this case very well documented and a good case to assess the performance of NORA10.
In order to make a good comparison between the observations and the NORA10 model, we first assess
model performance in terms of simulating the polar low at the right location and time. In figure 3 we put
the NORA10 fields side-by-side with infrared satellite images taken from Kristjánsson et al. (2011). The
cloud fields are represented remarkably well in NORA10. Carefully comparing the times however, shows
that the polar low in the model is ahead of time. At 12 UTC on the 4th of March, the polar low in the
model is located just outside the Norwegian coast, which is approximately 200 km too far to the south-east.
Since we are mainly interested in the structure of the polar low itself we try to compare the dropsonde
observations to suitable model cross-sections through the polar low. Since the location of the polar low in
the model on the 4th of March at 6 UTC is close to the dropsondes released on this day from 11 to 12 UTC,
it is decided to take a crossection exactly through the core of the polar low in the model at this timestep.

Baroclinic zone Figure 4 shows the results for cross-section A, through the baroclinic zone on the 3rd
of March from which the polar low would develop the next day. The observations show a low-level baroclinic
zone with potential temperatures at the surface rising from 262 K to 274 K from west to east over a distance
of about 200 km. NORA10 has similar horizontal gradients of potential temperature. NORA10 shows a
very stable temperature profile between 500 and 400 hPa which can not be found in the observations.
The colder air in the west in combination with the northerly background flow creates a southerly thermal
wind and thus reverse shear conditions. This explains the strong northerly low-level jet of about 25 m/s
at around 950 hPa in the observations. The model also shows this low-level jet, although its strength is
underestimated with wind speeds of about 20 m/s. In terms of moisture the difference between model and
observations is rather large. The model shows very dry conditions above 800 hPa in the eastern half of the
cross-section, this can not be found in the observations. The results for cross-section B are presented in the
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Appendix (figure 21), since the results are rather similar to cross-section A, which can be expected from
the fact that both cross-sections intersect the same baroclinic zone.

The polar low In figure 5 the cross-sections through the polar low on the 4th of March are presented.
The observations show a warm core located at around 400 km on the x-axis and extending from the sur-
face up to about 450 hPa. NORA10 also shows this warm core, but it extends only from the surface up
to approximately 800 hPa. Furthermore NORA10 overestimates the temperatures near the surface with
about 4 K compared to the observations. Interestingly, one of the dropsondes was dropped in the cloud-free
region in the center of the polar low. This shows very dry air from about 800 hPa and above, the high
values of relative humidity surrounding ’the eye’ and reaching to about 500 hPa can be associated with the
convective towers. The model also shows this dry layer around the eye, but it slightly underestimates the
convective activity surrounding the eye of the polar low.
The model has a significant error in timing of the polar low, however in terms of thermal structure and
wind fields the polar low is well represented. Both the warm core structure as well as the winds are very
good in agreement with the observations. The humidity fields show significant differences with the drop-
sonde observations, however when looking at the cloud fields from above in figure 3 it can be seen that
the convective towers around the center of the polar low in the model are in accordance with the satellite
observations. Due to the small spatial scales of the convective towers rotating around the polar low, it is not
surprising that the model cross-section shows a different moisture profile than the dropsonde observations.



(a) (b)

Figure 3: (a) The track of the polar low according to NORA10 (connected red dots), la-
belled NORA10 cross-sections (red dashed lines) and the corresponding dropsonde obser-
vations (blue dots). The black crosses through the red dots indicate the polar low position
at the two timesteps which have been used for comparing the model against dropsonde
observations. An indication of the model cloud field (relative humidity values at 850 hPa
exceeding 90%) is shown in grey shading, for two different timesteps (top: 3rd of March
12 UTC; bottom: 4th of March 6 UTC) seperated by the dotted line in the middle of the
figure. Model crossections A and B - through the pre-polar low baroclinic zone - are taken
at the 3rd of March 12:00 UTC and compared against dropsonde observations for the same
day dropped between 12:33 UTC and 13:23 UTC. Model cross-section C - through the polar
low - compares the model at the 4th of March 06:00 UTC against dropsonde obversations
made on the same day between 11:41 and 12:31 UTC. (b) NOAA infrared satellite images
of the low-level baroclinic zone on the 3rd of March at 12.00 UTC (top) and of the polar
low on the 4th of March at 11.28 UTC (bottom). Sea-level pressure contours in yellow are
from the Norwegian HIRLAM 12 UTC analysis and the red windbarbs show QuickSCAT
winds. Red dots indicate dropsonde release positions (corresponding to cross-section B and
C in figure a. Figures are taken from Kristjánsson et al. (2011).
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(a) (b)

(c)

Figure 4: Crossections interpolated from dropsonde observations (top of each subfigure)
and from the NORA10 model output (bottom of each subfigure) for cross-section ’A’ (see
figure 3a) through the low-level baroclinic zone on the 3rd of March at 12 UTC. The black
stars indicate dropsonde locations and model pressure levels.
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(a) (b)

(c)

Figure 5: Crossections interpolated from dropsonde observations (upper panels) and from
the NORA10 model output (lower panels) for cross-section ’C’ (see figure 3a) through the
polar low on the 4th of March at 6 UTC. The black stars indicate dropsonde locations and
model pressure levels.
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5 Methods

This section can be split into three distinct parts. Section 5.1 describes the cyclone tracking scheme, section
5.2 describes the objective polar low identification and track selection and in section 5.3 the different
parameters, which are used to study polar low structure and forcing, are presented. At the end of this
section a case-study is presented where we apply the diagnostics to one of the polar low tracks.

5.1 The cyclone tracking scheme

Early approaches to cyclone tracking were manual. By drawing contour lines from observed sea level pres-
sures, minima could be found by looking for closed contours in the hand-drawn weather maps. By identifying
cyclones in consecutive timesteps a track could be reconstructed, subjective to the meteorologists interpre-
tation. With the advent of numerical weather prediction, global datasets of sea-level pressure became
available spanning longer periods. Especially the development of reanalysis datasets and the increase in
computational resources allowed for the development of objective cyclone tracking schemes. Whereas most
conventional cyclone tracking schemes have been designed to track cyclones in global datasets, our tracking
scheme has to perform on a regional dataset. When starting to develop this tracking scheme, the author
did not realise at all what a challenge it would be.

In general the cyclone tracking schemes can be broken down in different parts. First we are concerned
with detection of the cyclones and - optionally - any pre-processing on the relevant meteorological fields.
Once the cyclones are detected, the cyclone tracking is concerned with connecting the cyclones in dif-
ferent timesteps to construct the most likely tracks. Finally most cyclone tracking schemes include a
post-processing part in which tracks are selected on certain criteria, for example the cyclone has to exist for
a certain number of hours.
In the following subsections each of the above steps in the cyclone tracking algorithm will be discussed
with reference to other tracking schemes and a motivation will be given for the choices made for the newly
developed cyclone tracking scheme. For a review article and an intercomparison study on cyclone tracking
schemes the reader is referred to Ulbrich et al. (2009) and Neu et al. (2012), respectively. The Python code
of the cyclone tracker can be found in the Appendix.

5.1.1 Pre-processing and detection

Different approaches exist in detecting cyclones. Cyclones are either defined as minima in mean-sea level
pressure (e.g. (Wernli and Schwierz, 2006)) or 1000 hPa geopotential height or as maxima in low-level
vorticity fields (e.g. Hodges (1994)) or the closely related laplacian of pressure.
Hodges (1994) uses relative vorticity at the 850 hPa level for tracking features. The advantage of using
this level relative to a surface level is that the vorticity field is not distorted by low-level features due to
interaction with the surface (e.g. sea-breeze circulations, orographic jets).
A drawback of using relative vorticity (or the laplacian of pressure) for cyclone detection is that it is
strongly dependent on the spatial resolution of the data. Murray and Simmonds (1991) find that some of
the cyclones manually identified in synoptic weather charts at mid-latitudes in the southern hemisphere
are not linked to a local minimum in sea-level pressure in the global circulation model. However at these
locations they do find a local maximum in the laplacian of mean sea-level pressure. In this occasion, for a
maximum in pressure laplacian without a minimum in mean sea-level pressure, they connect this point with
a minimum in pressure gradient which can be argued to be the most likely position of a cyclone which is
unresolved by the model. It has to be noted that this early global circulation model had a course resolution
of approximately 500 km. For our dataset with a resolution of 10-11 km we can be sure that the polar lows
with typical sizes of 500-700 km (diameter) will be resolved, thus there is no need for interpolation.
Since polar lows are phenomena with the main occurrence in the lower atmosphere, it is decided that the
tracking algorithm will be based on a surface field. The relative vorticity of the 10m winds could be a
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candidate, however as mentioned above, the interaction of the wind with the surface causes maxima in
vorticity, which are not necessarily linked to a cyclone. Further it was found that in our dataset, with 10-11
km horizontal resolution, the vorticity values near frontal zones were of similar magnitude as the cyclone
centers, providing another challenge. Mainly for this reason, it was decided not to use relative vorticity. The
remaining candidates are the 1000 hPa geopotential height or mean sea-level pressure which are equivalent
to each other under hydrostatic equilibrium. It is decided to use the mean sea-level pressure field.
The cyclones are associated with local minima in mean-sea level pressure. For determining the local minima,
the value of mean sea-level pressure has to be compared to neighbouring gridpoints, which is called the
neighbourhood. A neighbourhood consisting of 4 gridpoints is referred to as a Moore neighbourhood, while
the 8 gridpoints neighbourhood is the ’Von Neumann’ neighbourhood. It was found that the most strict
’Von Neumann’ neighbourhood produces about half the amount of minima when compared to the less
strict Moore neighbourhood. See figure 6 for the minima found in one single timestep for the different
neighbourhoods.

Figure 6: The detected minima in mean sea-level pressure (MSLP) for different neigh-
bourhoods on the 3rd of March 2008 at 18 UTC. The Neumann neighbourhood consists of
the 4 neighbouring gridpoints, while the Moore neighbourhood consists of 8 neighbouring
gridpoints.

From now on we use the most strict condition of 8 neighbouring gridpoints like Wernli and Schwierz
(2006) do. A well-known problem is the high number of local minima that are found. Due to errors in
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reduction to mean sea-level pressure, spurious minima pop up over higher elevation terrain. For this reason,
some authors do not take into account the minima found over high elevation terrain. Pinto and Spangehl
(2005) erase all minima above an elevation of 1500m. However for our high-resolution dataset (with high-
resolution representation of topography) minima occur over lower elevations as well. Since we are interested
in polar lows - which are known to be maritime cold air cyclones - a more rigorous approach could be to
erase all minima occuring over land.
However, we have to realise that the high-resolution of NORA10 has the consequence that also spurious
minima are detected over islands. For these regions it would be hard to distinguish from a real polar low
or an artificial low which can be related to mean sea-level pressure reduction errors above topography. It
is clear that erasing all detected minima occurring over land is not a good approach.
Alternatively a threshold can be put on the value of the local minima compared to the value of a certain
number of points surrounding the minimum. This approach was tested, but it was found not to have the
desired outcome of distinguishing between the real cyclones and the artificial lows related to the sea-level
reduction errors.
Another potential method for distinguishing the artificial lows from the real cyclones is the watershed
segmentation. Muskulus and Jacob (2005) uses a watershed segmentation algorithm on the mean sea-level
pressure field as a measure for the area under influence of a certain cyclone. In a watershed segmentation,
all the gridpoints are removed from their original position in the two-dimensional field. After this they
are sorted on their values. Starting with an empty grid, the gridpoints are put back one after the other,
starting with the lowest values. When a gridpoint is put back at a position where it is not adjacent to
another point, a new region is started. If a point is adjacent to another gridpoint, this point is added to
this region. When a gridpoint is put back and is adjacent to two or more points from distinct region, the
point is marked as a watershed border. The watershed segmentation algorithm thus simulates a flooding
of the mean sea-level pressure ’landscape’.
Since the artificial lows over topography are a footprint of the local topography, their watershed area would
probably be very small. If this would be the case, a threshold could be put on the watershed area for each
minima, thereby making it possible to distinguish between real cyclones and artificial lows. For this reason
the watershed segmentation was performed for a few time steps.
Unfortunately the watershed segmentation seems not to be the preferred method for distinguishing between
artificial lows and real cyclones. As can be seen by visual inspection of the watershed areas (see figure 7),
the problem is that the watershed region of artificial lows over islands extents far outside the islands.
Apparently a low gradient region connects to these lows. Since the watershed area of these artificial lows
is comparable to that of real cyclones, no suitable threshold can be found to filter them out. Thus it is
decided not to use the watershed segmentation for cyclone detection and selection.

Since the artificial lows are a footprint of the topography, they are very small scale features with typical
length scales in the order of the model grid spacing. A straightforward way of getting rid of these lows
would be a low pass filter on the mean sea-level pressure field. This low pass filter can be incorporated by
smoothing the field with a suitable filter and smoothing radius. This method was initially not preferred,
because the smoothing effectively reduces the resolution of the data.
However, since all of the above approaches were proven not to be of use for our purpose and this dataset,
it was decided to smoothen the pressure field with a Gaussian filter. The smoothing radius was chosen to
be 5 gridpoints, or approximately 55 km. Since a typical size for a polar low is 200-1000 km in diameter
(Rasmussen and Turner, 2003), the smoothing will not erase features that we are interested in.
The cyclone detection is based on all the local minima in the smoothed mean sea-level pressure field. In
the next section it will be discussed how the cyclones in subsequent timesteps are connected to form the
tracks.
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Figure 7: A watershed segmentation of the mean-sea level pressure (MSLP) field for the
3rd of March 2008 at 18 UTC. Different watershed regions are marked with a different
color. Red crosses denote the minima found using the 8-point neighbourhood.

5.1.2 Tracking Algorithm

The tracking algorithm is concerned with connecting the cyclones in different time-steps to construct cyclone
tracks. Our tracking scheme is based on maximizing the summed likelihood of all possible connections
between lows in two consecutive timesteps. The scheme allows for both the development (cyclogenesis) as
well as the disappearance (cyclolysis) of cyclones. The scheme does not allow for the merging or splitting
of cyclones.
Considering two consecutive timesteps at time tq and tq+1 we name all the cyclones in timestep tq the
parents and all the cyclones in timestep tq+1 the childs. A connection between a parent and child is called
a segment and denoted with s. For Np parents and Nc childs we can make Ns = Np ·Nc different segments:

S = {s1, s2, s3, ....., sNs} (1)

With S the collection of segments. We reduce this total number of segments by applying a distance threshold
for each segment in S. The distance threshold is seperated into a maximum allowed meridional displacement
σy and a maximum allowed zonal displacement σx. We still refer to set S and note that from now on we
reduced the number of segments such that Ns ≤ Np ·Nc. The motivation for choosing a different threshold
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for the zonal and meridional directions, is that there exists a strong difference in the maximum speed a
cyclone can reach in the zonal direction compared to the meridional direction. For now, the performance
of the cyclone tracking scheme was checked manually and a good performance was found for a distance
threshold of 500 km in both the zonal and meridional direction.
We now calculate for each segment a likelihood L, which is a gaussian function of the distance between
parent and child, the gaussian is shaped according to the distance thresholds (σx,σy) used.

L(∆x,∆y) =
1

2πσxσy
e
−∆x2

2σ2
x
−∆y2

2σ2
y (2)

The final track has to be constructed from the most likely combination of segments. A trackset τ is
defined as a collection of ns segments. To start with, we choose ns to be min(Np, Nc). In which case
either all parents are connected to one child, or all childs are connected to one parent. The total number
of tracksets τ when choosing ns segments out of the Ns segments is then given by the binomial coefficient.

(
Ns

ns

)
=

Ns!

ns!(Ns − ns)!
(3)

For a typical value of Ns = 14 and ns = 5 this already gives 2002 different tracksets τ . We select the
combinations on the condition that the segments in each trackset have to be unique in both their parent
and their child. In other words, we do not allow for the splitting or merging of cyclones. This reduces the
number of tracksets to only a few. The selected tracksets τ are collected in a tracksetcollection T :

T = {τ1, τ2, τ3, ...., τNτ } (4)

The trackset has to be interpreted as all the possible ways to connect the parents and childs under the
distance threshold. For each trackset τ we can calculate the likelihood by summing the likelihood of each
segment in τ . Since we allow for the development and disappearance of cyclones the number of segments
in the trackset does not necessarily have to be equal to max(Np, Nc), it could be smaller as well.

ns ≤ max(Np, Nc) (5)

Since lowering the amount of segments changes the possible combinations, it is possible given a set of
Ns segments that a trackset τ with a lower number of segments ns has a higher likelihood than a trackset
with a higher number of segments.
The collection of tracksets T is thus expanded by adding all other tracksets for all values of ns that satisfy
the criterion mentioned above. Finally the trackset in T with the highest likelihood is taken as ’the right’
one and used to connect the parents and childs in the most likely way.
It was found that the above described algorithm is computationally very expensive. This is related to
the number of possible tracksets which rises very fast with an increasing number of allowed segments (see
equation 3). This results in almost one million different combinations.
Although thresholds are used on the allowed distance between parents and childs, this is not fully exploited,
since maximizing the likelihood is done over the complete set of segments. When we plot one set of parents
and childs and the allowed segments, we recognize different groups of parents and childs. Where a group is
defined as a set of parents and childs where each member of the set can be reached by traversing the allowed
segments. If we maximize the likelihood per group of parents and childs, we significantly reduce the number
of combinations and thereby increase the computational efficiency of the cyclone tracking algorithm.
The grouping of parents and childs in connected regions is achieved by performing a depth-first search in
a recursive algorithm. The algorithm starts by picking a parent or child and from this parent or child it
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Figure 8: An illustration of the work-
ing of the cyclone tracking algorithm.
The black contours show the pressure
contours on the 26th of January 2002
at 6 UTC. The blue dots represent the
cyclones corresponding to this timestep
(parents), while the crosses represent the
cyclones in the next timestep (childs).
First the cyclones are split into different
groups based on a distance threshold. In
this example two different groups can be
found, labelled with 0 and 2. Also there
is one isolated parent, which is related to
cyclolysis or a movement of the cyclone
out of the domain. For each group, all al-
lowed segments are drawn (dashed lines)
and the most likely combination of seg-
ments is choosen (solid lines).

finds the next one via an allowed segment. It ’travels’ to all connected parents and child along the allowed
segments until there is no segment left (depth-first). Then it jumps back (using recursion) to the last point
where there were more unexplored segments and descends this branch to the end. All the parents and child
found in one depth-first search are labelled with the same number. After this, a next parent or child is
picked and if it is not labelled to be in a group yet, a depth-first search will be started from this parent or
child and a new group is created. The depth-first search is an efficient algorithm and the computing time
scales linearly with the number of allowed segments. Typically three or four different groups were found,
reducing the number of tracksets by one to three orders of magnitude.
The working of the cyclone tracking algorithm is illustrated in figure 8. By connecting the found segments
for each combination of two consecutive timesteps over time, the final tracks are constructed.

5.2 Objective polar low identification

This section describes the method used to objectively identify polar lows in our dataset and how this is
applied to the tracks to identify polar low tracks and define different life-stages along the track.
A few authors have studied polar lows in high-resolution datasets. Xia et al. (2012) compared two different
identification and tracking methods which both use a spatial filter on the mean sea-level pressure or vorticity
fields. The tuning of the filters to our dataset would be a huge effort, and for the sake of time it was decided
not to use these methods for polar low identification. Bracegirdle and Gray (2008) use another polar low
identification method which detects strong cyclones occurring in a marine cold-air outbreak. They showed
that the difference between the 700 hPa wet-bulb potential temperature and the sea surface temperature
is an effective discriminator between conditions associated with polar mesocyclones and other cyclones in
the Nordic seas. An additional threshold on the vertical component of the relative vorticity of the 10m
winds, assures that the cyclone is strong enough to be classified as a polar low. Comparing the objective
climatology to a database of subjectively identified polar lows in the Nordic seas showed satisfying results
in terms of total counts as well as the spatial distribution.
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ζ0 NORA10 BG

0.00 2630 5709

0.65 x 10−4 s−4 1870 1892

1.35 x 10−4 s−4 835 390

Table 1: Sensitivity of marine cold-air cyclone counts to relative vorticity thresholds for
our study [NORA10] compared to Bracegirdle and Gray (2008) [BG].

We follow the method by Bracegirdle and Gray (2008) (hereafter BG) in identifying polar lows thus the
constraints for a cyclone to be identified as a polar low are as follows:

1. The cyclone must occur over sea.

2. The cyclone must occur in a cold air outbreak: θw700 − SST ≤ −2.8K

3. The cyclone must exceed a threshold intensity in terms of relative vorticity: ζ > ζ0

The vorticity threshold chosen by BG was based on the observation of Wilhelmsen (1985) that - for a
50 km horizontal gridspacing - this value corresponds to polar low motion-relative surface wind speeds of
about 5 m/s. Since values of relative vorticity are highly sensitive to horizontal resolution, it was decided
to interpolate the surface winds of NORA10 to this 50 km horizontal gridspacing in order to allow for using
the same vorticity threshold as BG.
First we compare our results against BG by testing the sensitivity of cyclone counts on the vorticity
threshold used, over the same period as BG. We apply the first two criteria mentioned above, such that we
are looking at marine cold-air vortices, and test sensitivity to the vorticity threshold. Note that multiple
counting will occur, since the same polar low will be counted in different timesteps. The domain of BG
is somewhat different from our domain, it includes the Denmark Strait and the Labrador Sea. Also the
timestep is 12 hours for BG and 6 hours for our data. This makes it impossible to compare the number of
cyclone counts. We can though compare the sensitivity to the vorticity threshold used, between BG and
our dataset. Table 1 shows the total number of marine cold-air vortices for NORA10 and BG over the same
period from the 1st of January 2000 to the 30th of April 2004. For the same vorticity threshold of 1.35 x
10−4 s−1 we find a number of 835 cyclones, whereas BG finds only 390. The difference of about a factor 2
can be explained by the fact that the dataset of BG has a timestep of 12 hours whereas our dataset has a
6 hour time resolution.
Lowering the threshold increases the number of cyclones, but not as much as in BG. A possible explanation
for this could be the smoothing before the minima detection as described in section 5.1.1, which means that
the weakest cyclones existing in our dataset are not detected. Since the number of counts for a threshold
of 1.35 x 10−4 s−1 corresponds well to BG and also the geographical pattern is similar (not shown), it is
decided to use the same threshold.

Polar low track selection and life-stages The cyclone tracking schemes tracks all cyclones,
regardless whether or not they satisfy the polar low criterium. When the cyclone satisfies for at least two
consecutive timesteps the polar low criterium along its track, this track is selected as a polar low track.
Now we can define different life-stages of the polar low along its track. First, we define the ’mature’ stage,
which is the point along the track where the polar low reaches the highest intensity as measured in terms
of relative vorticity. From this point we can travel back in time along the track to find the ’begin’ stage
of the polar low. For detecting this begin stage, we use the same criteria as for the polar low, but we
lower the vorticity threshold to half the value used for the polar low criterium. This implies that we detect
strong meso-scale cold-air vortices which later grow into a polar low. Choosing this vorticity threshold is
somewhat arbitrary, and it would be interesting to investigate how track length and duration depend on
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the choosen vorticity threshold for the begin stage. In addition to the ’begin’ and ’mature’ stage we can
define an ’end’ stage as the first point after the mature stage which does not satisfy the polar low criterium
anymore, or the last point of the track if all the points satisfy the polar low criterium.
Summarizing, we define the following three life-stages for each polar low track:

1. Begin: The first point along the track before the ’Mature’ stage which satisfies the criterium for a
mesoscale cold-air vortex

2. Mature: The point with the highest value of relative vorticity which satisfies the polar low criterium

3. End: The first point after the ’Mature’ stage which does not satisfy the polar low criterium anymore
or the last point of the track if all points satisfy the polar low criterium

5.3 Diagnostics

In this section we present the diagnostics applied to the polar low tracks that we obtained. In section 5.3.1
the parameters related to the thermal structure of the polar lows are presented, followed by the parameters
related to forcing of the polar lows in section 5.3.2.

5.3.1 Structure parameters

The investigation of cyclone structure will be done using two parameters which have originally been de-
veloped for the analysis of tropical and extra-tropical cyclones and the transition between these two types
(Hart, 2003).

Thermal asymmetry The thermal asymmetry parameter is defined as the storm-motion relative
thickness gradient across the cyclone. The relative thickness is the distance between two pressure surfaces
and is thus a measure for the average virtual temperature1 in this column of air. The gradient is taken
across the cyclone by taking the difference in thickness values between the right and left semi-circle for a
chosen radius with respect to the storm motion. The equation for this thermal asymmetry TA is as follows:

TA = (∆Zright −∆Zleft) (6)

With ∆Z the relative thickness, which is the difference in geopotential height between two pressure
surfaces. See table 2 for the different levels. The thermal asymmetry parameter allows to distinguish
between normal-shear and reverse-shear situations as described in section 2.2. Negative values of TA imply
that the warm air is to the left of the cyclone. In the northern hemisphere the thermal wind has the warm
air at its right hand side. Thus the thermal wind opposes the storm motion, which implies that negative
values of TA correspond to reverse-shear conditions.

Thermal core The thermal core parameter is designed to give insight in the thermal structure of the
core of the cyclone. The thermal structure of the core and the change of cyclone strength with height are
directly related to each other through the thermal wind relation. This parameter is calculated by taking
the derivative of the geopotential height gradient at an isobaric surface with respect to height.
First the gradient in geopotential height for a certain isobaric surface is calculated. This gradient (Φ′)
is calculated by taking the maximum geopotential height (Φmax) minus the minimum geopotential height
(Φmin) within a certain radius ’d’. This gradient is proportional to the magnitude of the geostrophic wind.

Φ′ = Φmax − Φmin (7)

1The virtual temperature accounts for the density increment due to moisture in the air.
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Φ′ =
dg | Vg |

f
(8)

With f the Coriolis parameter, g the gravitational acceleration and d the distance between the maximum
and minimum in geopotential height. Now we can define the thermal core parameter TC as the vertical
derivative of this quantity in (logarithmic) pressure coordinates.

TC =
∆Φ′

∆ln(p)
(9)

Where Φ is the geopotential height and p is the pressure. Note that the derivative is taken with
respect to (the logarithm of) pressure which decreases with height. This means that the TC parameter is
proportional to the negative of the thermal wind with the scaling factor determined by equation 8. Positive
values of TC correspond to a warm core, while negative values of TC correspond to a cold core.

Choosing a suitable radius Both structure parameters are calculated over a certain radius sur-
rounding the cyclone center. The two structure parameters - thermal asymmetry and thermal core - are
designed to capture ambient baroclinicity relative to the storms motion and the thermal structure of the
core respectively. A suitable radius would be such that it contains the largest part of the convergent in-
flow of the polar low, but not too large to prevent inclusion of other nearby cyclones. Hart (2003) uses
a radius of 500 km for diagnosing (extra-)tropical cyclones. Scaling this ratio proportional to the size-
ratio for (extra-)tropical cyclones versus polar lows, we find a radius of 120 km. Ideally, with the large
range in polar low sizes, the radius used would depend on the polar low size. However, since no straightfor-
ward method exists for objectively determining the polar low size, it was decided to chose a constant radius.

Choosing suitable model levels Hart (2003) uses the levels 900-600 hPa and 600-300 hPa for
calculating the phase-space parameters. Since polar lows are rather shallow systems with the strongest
signature in the lower troposphere (Rasmussen and Turner, 2003), we decide to use lower levels. We define
the ’low’ level as the 1000-850 hPa level, the ’mid’ level as the 850-500 hPa level and the ’upper’ level as the
500-300 hPa level. Although we only detect cyclones occurring over sea, small extrapolation errors can be
introduced for the ’low’ level parameters when mean sea-level pressure values are below 1000 hPa. However
with a full layer thickness of 150 hPa, the error introduced by this extrapolation is assumed to be small.

5.3.2 Forcing parameters

Baroclinicity Baroclinic instability is one of the proposed mechanisms for polar low genesis. The
thermal asymmetry parameter as described in section 5.3.1 is closely related to baroclinicity. However
this parameter calculates the gradient in geopotential thickness perpendicular to the storm motion vector.
As described in section 5.3.1 this parameter can take both positive and negative value depending on the
alignment of the geopotential thickness gradient with the storm motion. In case of a velocity vector
perpendicular to the gradient, this will result in a zero-valued thermal asymmetry parameter, while the
polar low environment is baroclinic. To get around this issue, we define an additional parameter measuring
the difference between the maximum and minimum geopotential height over the radius chosen. So by
definition this parameter only takes positive values and is an absolute measure for the baroclinicity in the
polar low environment.

BARO = (∆Zmax −∆Zmin) (10)
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Surface fluxes Surface fluxes of sensible and latent heat can contribute to polar low development.
We define the surface flux parameter as the average value of the surface fluxes in a radius R around the
polar low.

Vertical instability Several parameters can be designed to assess the vertical instability of the air
in the environment of the polar low. Since polar lows are accompanied with moist convection, we choose
the potential instability as a parameter, thus including the effect of latent heat release on buoyancy. We
define two different instability parameters, both reaching from a bottom level up to the 700 hPa level. First
we define the ’air instability’ as the difference between the wetbulb potential temperature at 700 hPa and
the wetbulb potential temperature at 925 hPa. Second, we define the ’air-sea instability’ as the difference
between the sea surface temperature and the 700 hPa wetbulb potential temperature. Note that for the
second parameter, we use the sea surface temperature, whether or not the air can attain a wetbulb potential
temperature close to the sea surface temperature is determined by the strength of the air-sea interaction.

Air instability: θW700 − θW925 (11)

Air-sea instability: θW700 − SST (12)

Parameter Description Model Level(s) Radius

TAL Thermal Asymmetry NORA10 1000-850 hPa 120km

TAM Thermal Asymmetry NORA10 850-500 hPa 120km

TCL Thermal Core NORA10 1000-850 hPa 120km

TCM Thermal Core NORA10 850-500 hPa 120km

TCU Thermal Core NORA10 500-300 hPa 120km

BL Baroclinicity NORA10 1000-850 hPa 120km

BM Baroclinicity NORA10 850-500 hPa 120km

SHF Surface Heat Flux NORA10 surface 120km

- Air instability NORA10 θW700 − θW925 -

- Air-sea instability NORA10 θW700-SST -

Table 2: Overview of the several parameters related to polar low structure and forcing and
the model levels used.

5.4 Case: The 1979 Dutch polar low

Before analysing the full dataset, the methodology is applied to one polar low case. The case chosen is a
polar low hitting the Dutch coast on the 2nd of January 1979. This polar low caused hazardous conditions
in The Netherlands with strong snowfall in the middle part of the country and gale force winds in the
western part causing widespread damage to boats. The lowest pressure measured in Hoek van Holland was
1007 hPa.
In figure 9a the track of the polar low is shown together with the low-level geopotential thickness fields
surrounding the low. The velocity vector determines the orientation of the two semi-circles. As mentioned
in section 5.3.1 the thermal asymmetry (TA) parameter is calculated by first calculating the average value
of the geopotential thickness for each semi-circle and then subtracting the value of the left semi-circle from
the right-semicircle. In this case, the polar low has the warm air to its right, and is thus aligned with the
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thermal wind, which means that this polar low occurs in a forward shear environment. Interesting enough
the thermal asymmetry for this polar low increases during its life-cycle, from a value of 6 near Scotland to
a value of 15 before it makes landfall at the Dutch coast. This seems to be related to the polar low moving
into the cold air reservoir which is located over the European continent. In figure 9b the evolution of the
thermal asymmetry parameter and thermal core parameter are plotted against each other, thereby showing
the movement of the cyclone through the phase-space.

(a) (b)

Figure 9: (a) Grey shading shows 1000-850 hPa geopotential thickness at the mature stage
of the polar low (at 2 January 00h). The arrow shows the polar low motion vector sur-
rounded by the two semi-circles which are used for calculating the thermal asymmetry
parameter. The semi-circles are coloured with the geopotential thickness at the timesteps
corresponding to the polar low position. To the left of the polar low the values of the struc-
ture parameter are shown in text: thermal asymmetry (TA) and thermal core (CORE). At
the right side several other parameters are shown: central pressure (PRS), relative vorticity
(VRT), surface heat flux (SHF), baroclinicity (Baro) and air-sea instability (Instab.). (b)
The track of the polar low in the phase-space, with the timesteps shown.
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6 Results

Over the period 1970-2012 we find a total number of 12097 polar low detections. These are all the detected
MSLP minima which satisfy the criterium for a polar low. From these 12097 polar low detections, 2119 polar
low tracks can be constructed. The difference between these numbers is explained by the fact that one polar
low track contains several polar low detections and that some polar low detections are not contained in a po-
lar low track.

Figure 10: Histograms for the time (left) be-
tween the ’begin’ and ’mature’ stage and the
distance travelled (right) between ’begin’ and
’mature’ stage for all polar low tracks.

For each of the polar low track a ’begin’ stage
and ’mature’ stage are determined. In figure 10
histograms are shown for the time between these
two stages and the distance travelled. Apparently,
about 700 out of the 2119 have the maximum in-
tensity at the first point of the track, which implies
that the ’begin’ stage is equal to the ’mature’ stage.
The majority of the polar lows take less than 24
hours to intensify, but the distribution has a long
tail up to 60 hours. For distance travelled between
the ’begin’ stage to the ’mature’ stage we find a
similar pattern with most polar lows travelling less
than 200 km, and a long tail up to about 1000
km. These statistics show that the set of polar low
tracks is rather inhomogeneous in terms of track
length. Studying the life-cycle of the polar lows
would require a more detailed examination of this
track length. More specific, the sensitivity of the
track length to the vorticity thresholds for detect-
ing the ’begin’ stage and the distance thresholds in
the tracking algorithm should be tested. For this
reason, the main part of our analysis will be based
on the ’mature’ stage, which is very well defined as
the stage where the polar low reaches its maximum
intensity in terms of relative vorticity. We will briefly include the ’begin’ stage to study changes of polar
low structure and to identify polar low genesis regions. In section 6.1 the polar low climatology is presented
in terms of total frequency and seasonal cycle. In sections 6.2 and 6.3 the results for polar low structure
and forcing mechanisms are presented, respectively.

6.1 Climatology

By counting for each grid-point the number of polar lows within 200 km over the period 1970-2012 a
long-term polar low climatology is constructed. This climatology is presented in figure 11. The polar low
frequency corresponding to the ’begin’ stage can be interpreted as the polar low genesis frequency. The
’mature’ stage climatology shows the regions where the polar lows reach their maximum intensity in terms
of surface relative vorticity. Maxima in polar low genesis are found to the southwest of Iceland, to the
south-west of Svalbard and in the northeastern Norwegian Sea and Barents Sea. The maxima correspond
to approximately 2.5 counts per year within a 200km radius. The climatology in terms of the ’mature’
stage, shows overall the same pattern, although the polar low maximum in the Norwegian Sea is stretched
much more to the south along the Norwegian coast.
In figure 12 we present the monthly climatologies for polar low cyclone center counts for the four most
active months: December, January, February and March. The climatologies for the other months can be
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found in the appendix (figures 22 and 23).

(a) Begin (b) Mature

Figure 11: Polar low frequencies in counts per year within a radius of 200 km of each
gridpoint for the ’begin’ stage and the ’mature’ stage of all 2119 polar lows.
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(a) (b)

(c) (d)

Figure 12: Mean polar low detections within a radius of 200 km of each gridpoint per
month from 1970-2012 for the months (a) December, (b) January, (c) February and (d)
March.
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6.2 Structure

Figure 13 shows box-and-whisker plots for the two parameters related to the structure of the polar lows
in the ’begin’ stage and the ’mature’ stage. In terms of thermal asymmetry there is a remarkable small
difference between the ’begin’ stage and the ’mature’ stage. The majority ( 75%) of the polar lows has a
positive value of the thermal asymmetry corresponding to a forward shear environment at both the low and
mid levels. For the core parameter we find that the polar lows in the ’mature’ stage tend to have a warmer
core at low levels than in the ’begin’ stage. About 70% of the polar lows have a warm-core structure at
low levels in the mature stage. At the mid and upper levels the majority of the polar lows have a cold-core
structure in both the ’begin’ and ’mature’ stage.
The phase-space for the polar lows in their ’mature’ stage is presented in figure 14. The phase-space at low
levels reveals that the warmest cores correspond to the more symmetric polar lows. At mid-levels there is
a strong relationship between the thermal asymmetry and the core parameter, with a stronger asymmetry
corellating with a colder core.
To study the changes in structure from the ’begin’ stage to the ’mature’ stage we calculate the changes in
the two structure parameters. In figure 15 the changes in structure parameters for the low and mid-levels
are plotted. At low levels the majority of the polar lows has a warming core from the ’begin’ towards
the ’mature’ stage. The changes in thermal asymmetry are limited. At mid-levels a warming of the core
correllates with a negative change in thermal asymmetry (from forward shear towards symmetric, or from
symmetric towards reverse shear). When we compare these changes in structure over the polar low’s lifecycle
with the variability between different polar lows (figure 14) it becomes clear that the change in structure
for a polar low during its intensification stage (from ’begin’ to ’mature’) has the same order of magnitude
as the variability between the different polar lows.
The further analysis will be based on the polar lows in their mature stage. By calculating mean values of
relative vorticity and pressure tendancies we can investigate the relation between polar low structure and
polar low intensity and intensification. In figure 16 we find that, given a certain thermal asymmetry, the
warmer the core, the more intense the cyclone. Mean values of vorticity for cold cores are ∼2.0 x 10−4 s−1,
while for warm cores values increase to ∼2.7 x 10−4 s−1. For the intensification as measured by the six-hour
pressure tendancies we find a similar relation with the strongest pressure drops (-2 hPa per 6 hours) for
the warmest cores.
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(a) (b)

(c) (d)

Figure 13: Box-and-whisker plots for the two structure parameters with different height
levels at the vertical axes. The blue box is bounded by the first and third quantile of
the distribution (so 50% of the values are found in this range), the red line is the median
value, outliers are denoted by stars. Top figures show the thermal asymmetry parameter
and bottom figures show the thermal core parameter for the begin (left) and mature stage
(right).
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(a) (b)

Figure 14: Phase-space for the mature stage of the polar low at low-levels (left) and mid-
levels (right). The colors correspond to the counts per bin. Positive (negative) values of
the core parameter indicate a warm (cold) core. Near-zero values of thermal asymmetry
correspond to a symmetric polar low, negative (positive) values correspond to a reverse
(normal) shear environment of the polar low.
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(a) (b)

Figure 15: Same as figure 14, but know for the change of the thermal asymmetry (TA)
parameter and thermal core (TC) parameter between the ’begin’ and ’mature’ stage of
the polar low. Positive (negative) values on the vertical axis correspond to a warming
(cooling) of the core. Positive (negative) values on the horizontal axis correspond to an
increase (decrease) of the thermal asymmetry parameter over time.
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(a) (b)

Figure 16: Mean values of relative vorticity at 10m (left) and 6 hour pressure change (right)
for the mature stage in the phase-space. Mean values are only plotted if there are more
than 20 counts within the bin. The pressure change is calculated over the 6h preceding the
mature stage.
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6.3 Forcing

The relation between thermal structure and strength of the surface heat fluxes is shown in figure 17 where
the mean values of surface heat fluxes have been plotted for each bin in the phase-space. There is a clear
relation between the thermal core parameter and the mean values of the surface heat fluxes. The warmest
core polar lows have mean values of surface fluxes which are about 70% higher than the cold core values.
To study differences in strength and forcing parameters of the polar lows over the North Atlantic, relative
fraction plots are presented. The relative fraction is defined as the fraction of polar lows within 200 km of
a gridpoint exceeding the median value for a certain parameter of the complete set of 2109 polar lows. For
example, for the total surface heat flux, a relative fraction of 0.5 means that exactly half the polar lows
within 200 km of that gridpoint have a surface heat flux larger than 127 W m−2, which is the median value
for surface heat flux of all the mature polar lows.
For the vorticity the median value of all the polar lows is 2.15 x 10−4 s−1 (the threshold value for selecting
the polar lows is 1.35 x 10−4 s−1). The fraction plot shows small-scale variations of the polar low intensity
over the domain.
The relative fraction of the total surface heat flux shows a maximum in the northeastern Norwegian Sea
and Barents Sea. The latent heat flux increases when going southwards within in the domain whereas the
sensible heat flux increases to the north of the domain (see figure 19 in the Appendix). The maximum also
coincides with a region of high polar low activity as can be seen in figure 11. For the low-level baroclinicity
there is a very strong north south gradient with more than 90% exceeding the median in the northern
Norwegian Sea and Barents Sea and only 10-20% exceeding the median in the southern Norwegian Sea, the
North Sea and the Atlantic Ocean. To the south of Iceland there is another region with a larger fraction of
polar lows with a strong low-level baroclinicity.
The results for the vertical instability are presented in figure 20. The instability up to the 700 hPa level has
been analysed using two different lower boundaries. The air-sea instability is measured by the difference
between the 700 hPa wetbulb potential temperature and the sea surface temperature. We selected the polar
lows on a threshold value of -2.8 K for this parameter. The air instability uses the 925 hPa wetbulb potential
temperature as a lower boundary. Note that higher values of the instability parameters correspond to more
stable conditions, thus the blue colours highlight the regions where polar lows are characterized by relatively
unstable conditions. For the air-sea instability we find the most unstable conditions in the northeastern
Norwegian Sea and Barents Sea, coinciding approximately with the region of highest surface fluxes. In
terms of air instability the pattern is reversed, with the polar lows in the northern regions characterized by
more stable conditions.

35



Figure 17: Mean values of surface heat flux for the mature stage in the phase-space. Mean
values are only plotted if there are more than 20 counts within the bin.
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(a) (b)

Figure 18: Relative fraction of mature polar lows within 200 km of each gridpoint exceeding
median values of (a) vorticity and (b) low-level baroclinicity.
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(a) (b)

(c) Relative fraction of mature polar lows within 200 km of each grid-
point exceeding median values of (a) surface latent heat flux, (b)
surface sensible heat flux and (c) total surface heat flux.

Figure 19
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(a) (b)

Figure 20: Relative fraction of mature polar lows within 200 km of each gridpoint exceeding
median values of vertical instability as measured by the difference between (a) the 700 hPa
wetbulb potential temperature and the 925 hPa wetbulb potential temperature and (b) the
700 hPa wetbulb potential temperature and the sea surface temperature. Note that for
instability, the blue values correspond to a larger number of relatively unstable conditions.
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7 Discussion

Climatology As mentioned in section 2.2 a few climatologies of polar lows in the North Atlantic have
been constructed. In this paragraph the climatology we find is compared to earlier climatologies. We find
a maximum polar low frequency of about 2.5 per year in the eastern Norwegian Sea, this is very well in
agreement with the results of Bracegirdle and Gray (2008) who find a maximum spot with about 12 polar
low counts over a period of 5 years. Although the identification method is the same, there are major differ-
ences between their study and this study. They do not use a tracking algorithm, which means that there is
the possibility of multiple counting of the same polar low. Also, the timestep of their data is 12 hours.
The use of a tracking algorithm made it possible to identify polar low genesis regions by calculating densities
from the ’begin’ stage for each polar low. One of the ’genesis’ regions of the polar lows is located in the
eastern Norwegian Sea, near Tromsø. The polar low tracks over 4 years as found by Wilhelmsen (1985)
and shown in figure 1a also show this region. When comparing the ’genesis’ regions with the ’mature’ stage
density, we find that in the ’mature’ stage the maximum is stretched over a much larger region along the
Norwegian coast. Combining this with the tracks as found by Wilhelmsen (1985) it seems that many polar
lows indeed form near Tromsøand travel from here southward along the Norwegian coast where they reach
their maximum intensity.
The longest climatology that can be found in literature is the one by Zahn and von Storch (2008). They use
a dynamical downscaling of the NCEP reanalysis dataset and apply a tracking algorithm on the polar lows.
They identify polar lows by putting a threshold on minima in bandpass-filtered mean sea-level pressure.
Thus they do use a size-threshold on polar low selection. The domain used by Zahn and von Storch (2008)
stretches out much further to the west than our domain, it includes the Labrador Sea which has a high
polar low frequency. They find about 56 polar lows per year over the full domain. In terms of geographical
variations of polar low density there are some remarkable differences between Zahn and von Storch (2008)
and our study. Figure 1b shows the density as calculated from the first points of each track, so we should
compare this figure to the ’genesis’ regions of our study (figure 11a) which was also created from the first
point along the polar low track. The maximum to the south of Iceland is at a similar location, whereas the
maximum in the eastern Norwegian sea is located further to the west in the study by Zahn and von Storch
(2008) than in our study.
It is impossible to tell whether the differences in term of total counts as well as the location of the maxima
between Zahn and von Storch (2008) and our study arise from the different datasets, the different method-
ologies used, or a combination of both. This would be an interesting future investigation. Xia et al. (2012)
compared two identification methods, both using a different type of digital filter on the mean sea-level
pressure, it would be interesting to include the method that we used and was developed by Bracegirdle and
Gray (2008) in this comparison, since this method does not include a threshold on cyclone size.
Although we did not verify the tracking algorithm and subsequent polar low identification to a large database
of polar low, it was shown that they succesfully captured two different polar low cases. Bracegirdle and
Gray (2008) found the procedure to be successful in the Nordic Seas, with only a limited amount of false
detections. In our study we find some polar low detections during the summer seasons, occurring mainly
outside the Nordic Seas in the more southern parts of the domain (see figures 22 and 23 in the Appendix).
A visual inspection of some individual cases showed that these detections are related to upper-level cut-off
lows. Apparently the surface circulation of these vortices is strong enough to be detected as a polar low.
This suggests that the objective polar low identification method of Bracegirdle and Gray (2008) has to be
adapted for use outside the Nordic Seas. Since the upper-level cut-off lows are larger in scale than the
polar lows, using a threshold on cyclone size, will probably be helpful. In addition it would be useful to
study the relation between the relative vorticity and the 10m wind speeds. This would allow for a more
careful determination of the vorticity threshold. Since the total number of counts in the summer months
accounts for only 5% of all the polar lows, these systems are of limited influence on the results in terms of
climatology, structure and forcing.
Several authors (e.g. Wilhelmsen (1985) and Lystad (1986) found that the number of polar low counts
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in the Norwegian Sea reaches a minimum in February when compared to January and March. However,
these analyses were over a rather short period including only a few winters. For the long-time monthly
climatology as presented in figure 12 we do not find this February nadir. An interesting future investigation
would be to relate polar low counts to large-scale circulation patterns. Claud et al. (2007) analysed the
relation between the NAO and conditions which are assumed to be favourable for polar low formation.
The long term polar low climatology constructed in this study allows to relate regional polar low activity
directly to large-scale circulation patterns.

Structure In this study we applied the phase-space developed by Hart (2003) to study (extra-)tropical
cyclones on polar lows to capture their thermal structure in terms of the thermal asymmetry and warm-
or cold-core structure. The results show that the majority ( 70%) of the polar lows is characterized by a
warm core at low levels and a forward shear environment with the thermal wind in the same direction as
the movement of the polar low.
The occurrence of a warm core in most polar lows is in agreement with the similarity between polar lows
and tropical cyclones as noted by several authors before (e.g. Emanuel and Rotunno (1989), Nordeng
and Rasmussen (1992)). The changes from the ’begin’ stage to the ’mature’ stage show that a significant
number of polar lows has both a cold core and warm core structure during their lifecycle. This hints at
the different processes (baroclinicity, upper-level disturbances, surface fluxes, latent heat release in deep
convection) contributing to the polar low intensification. Hart (2003) finds a similar result for extra-tropical
cyclones with large changes of structure over the life-cycle.
Whereas at low levels most polar lows have a warm core, at mid-levels (850-500 hPa), a cold core structure
dominates ( 80%). This shows that polar lows are rather shallow systems when compared to tropical
cyclones where the warm core structure often extents to the 400 hPa level (Stern and Nolan (2011)).
It is shown that the majority of polar lows ( 70%) is characterized by positive values of thermal asymmetry
and thus correspond to forward shear conditions in which the polar low motion is in the same direction as
the thermal wind with the warm air to the right. Duncan (1978) showed that reverse-shear conditions are
favourable for polar low development. Several authors performed case-studies on reverse-shear polar lows
(e.g. Reed and Duncan (1987), Grø n̊as and Kvamstø (1995)) but no climatological investigations have
been done before.
The phase-spaces at low and mid-levels reveal the wide spectrum of polar lows in terms of thermal structure.
For the low-level phase-space we find that the maximum frequency of more symmetric systems is aligned
vertically. This argues that the development of a warm core structure is related to non-frontal processes.
At the mid-levels we find a strong relation between the core structure and the thermal asymmetry with
higher values of thermal asymmetry correlating with a colder core. The changes in phase-space between
the ’begin’ and ’mature’ stage of each polar low confirm that the warming of the core is not related to
changes in low-level asymmetry. At mid-levels this pattern is rather different with a negative change in
thermal asymmetry correlating with a warming of the core at this level. Note that most polar lows are
characterized by a cold-core at the mid-levels, thus a warming of the mid-level core should be interpreted
as a decrease in mid-level cold core strength. The warmest core cyclones are found to be most intense in
terms of relative vorticity, Hart (2003) found a similar relation for his analysis on (extra-)tropical cyclones.
For the intensification rate - as measured by the 6 hour pressure tendancy - we find that the warmest core
cyclones show the strongest intensification. These results are in agreement with earlier studies (e.g. Delden
(1989) and Emanuel and Rotunno (1989)).

Forcing Our results show that the warmest core cyclones have values of total surface heat flux which
are about 70% higher than the colder core cyclones independent of the thermal asymmetry. For the polar
lows having a thermal core parameter close to zero we find increasing values of the mean surface heat flux
with increasing thermal asymmetry. Through thermal wind balance, a warm-core structure implies that
the strongest vortex is found at the surface, which can explain the large values of the surface heat fluxes
through a stronger air-sea interaction. One could also argue that apparently the large surface heat fluxes
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cause a warm-core structure. In the current framework it is not possible to distinguish between cause and
effect. Also there are two more candidates which can explain the occurrence of a warm-core in a cyclone:
latent heat release in moist convection and warm air from the environment being trapped in the cyclone
core (warm seclusion).
We investigated the geographical variation of surface heat fluxes, baroclinicity and vertical instability by
comparing the local fraction exceeding the median value of the parameter for the whole dataset. It is shown
that polar lows occurring in the northeastern Norwegian Sea and Barents Sea have the strongest surface
heat fluxes. For the baroclinicity at the low levels associated with the polar lows we find a very strong
north-south gradient, with a dominant role for baroclinicity in the northern Norwegian Sea and Barents
Sea and also to the southeast of Iceland. Most probably in this region, the dominant type of polar lows
is the Arctic front type as defined by Businger and Reed (1989). Arctic fronts develop due to differential
heating of boundary layer air over open water and over (snow covered) sea ice or land. The front seperates
unmodified from modified boundary layer air.
Bracegirdle and Gray (2008) also investigates the role of baroclinicity, by analysing the gradient in potential
temperature across the baroclinic zone adjacent to the polar low. They find a similar result. For vertical
instability of the air, our results also agree with Bracegirdle and Gray (2008), with more stable conditions in
the northern regions, and gradually decreasing stability when going southward. In addition we find that the
instability when taking the sea surface temperatures as a lower boundary, is strongest in the northeastern
Norwegian Sea and Barents Sea, corresponding approximately with the region of highest surface fluxes. A
possible explanation for the higher atmospheric stability in the northern parts of the domain is that these
regions are close to the ice sheets, although surface fluxes can be large, it takes some time for the heat
and moisture to be transported upwards, which implies that the boundary layer is rather shallow in these
regions. More to the south the longer fetch of the air over sea has modified the boundary layer, up to at
least the 925 hPa level leading to a larger atmospheric instability.
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8 Conclusion and outlook

An objective polar low climatology for the North Atlantic region has been constructed by tracking strong
cyclones occurring during marine cold-air outbreaks for the period 1970-2012. Maximum polar low fre-
quencies are found in a region to the south of Iceland and in the eastern Norwegian Sea and Barents Sea
with values of approximately 2-2.5 polar lows per year within a radius of 200 km. The climatology in terms
of polar low frequency and spatial distribution is in agreement with the limited amount of subjective and
objective polar low climatologies that are available over the region. For future investigations it would be
interesting to compare the identification method used in this study to a method including a threshold on
cyclone size on the same dataset.
By analyzing the polar lows in a thermal phase-space we find that 70% of the polar lows are characterized
by a shallow warm-core extending from the surface to about 850 hPa. Also it is shown that most ( 70%)
polar lows occur in a normal shear environment. Both the intensity and intensification rate of the polar
lows increase for polar lows with a warmer core. This is consistent with existing theories on polar low
intensification.
Polar lows occurring in the northern Norwegian Sea, Barents Sea and to the south-east of Iceland are
characterized by large values of low-level baroclinicity. The strongest surface fluxes and vertical instability
in terms of air-sea contrast are found in the eastern Norwegian Sea and Barents Sea.
In this study we have shown the potential for the thermal phase-space in characterizing the wide spectrum
of polar lows in terms of their thermal structure and relating this structure to forcing parameters. In the
current framework, it is hard to distinguish between cause and effect. For a more complete analysis, it is
necessary to (1) carefully define the different life-stages (2) include parameters for latent heat release and
upper-level disturbances. Both of these parameters could be studied by means of potential vorticity.
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9 Appendix

9.1 Additional figures
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(a) (b)

(c)

Figure 21: Crossections interpolated from dropsonde observations (top of each subfigure)
and from the NORA10 model output (bottom of each subfigure) for cross-section ’B’ (see
figure 3a) through the baroclinic zone. The black stars indicate dropsonde locations and
model pressure levels.

49



(a) (b)

(c) (d)

Figure 22: Polar low frequency in counts within 200 km per month for the months (a)
April, (b) May, (c) June and (d) July.
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(a) (b)

(c) (d)

Figure 23: As in figure 22, but now for the months (a) August, (b) September, (c) Oktober
and (d) November.
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9.2 Python Code

1 #! / usr / bin /python

3 import numpy as np
import datet ime

5 from S c i e n t i f i c . IO . NetCDF import NetCDFFile
from sc ipy . ndimage . f i l t e r s import g a u s s i a n f i l t e r , minimum fi l ter , g e n e r i c f i l t e r

7 from p o s t p r o c e s s i n g import ∗
import c o l l e c t i o n s as co

9 import i t e r t o o l s as i t
from p l o t t e r import ∗

11 import p i c k l e
import mettoo l s as met

13 from m p l t o o l k i t s . basemap import Basemap , maskoceans
from mul t i p ro c e s s i ng import Pool

15 import time
import datet ime

17

19 #################################################################################
############################ MODEL AND FEATURES #################################

21 #################################################################################

23 de f g e t m o d e l l a t l o n ( ) :
’ ’ ’

25 # This func t i on r e tu rn s the 2D lat , lon ar rays
’ ’ ’

27 f i l ename = trackpar s [ ’ mode l l a t l ond i r ’ ]
f = NetCDFFile ( f i l ename , ’ r ’ )

29 l a t = np . array ( f . v a r i a b l e s [ ’ l a t2d ’ ] )
lon = np . array ( f . v a r i a b l e s [ ’ lon2d ’ ] )

31 re turn la t , lon

33 de f g e t m o d e l f i e l d ( time , fname , varname , z ) :
f i l ename = trackpar s [ ’ modeldir ’ ]+ time . s t r f t i m e ( ’%Y ’ )+fname

35 f = NetCDFFile ( f i l ename , ’ r ’ )
# S e l e c t r i g h t time

37 t = ( i n t ( time . s t r f t i m e ( ’%j ’ ) )−1)∗4+ i n t ( time . s t r f t i m e ( ’%H ’ ) ) /6
i f z==−1:

39 f i e l d = np . array ( f . v a r i a b l e s [ varname ] [ t , : , : ] )
e l s e :

41 f i e l d = np . array ( f . v a r i a b l e s [ varname ] [ t , z , : , : ] )
f . c l o s e ( )

43 re turn f i e l d

45 de f g e t f e a t u r e s ( time ) :
nora . update ( time )

47 f i e l d s m t h = g a u s s i a n f i l t e r ( nora . f i e l d , t rackpar s [ ’ smooth rad ’ ] )
mn = minimum f i l ter ( f i e l d smth , s i z e=trackpar s [ ’ f i l t e r r a d ’ ] , mode=’ constant ’ )
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49 i i , j j = np . nonzero ( f i e l d s m t h == mn)
# Now bu i ld the f e a t u r e s

51 f e a t u r e l i s t = [ ]
f o r n , ( i , j ) in enumerate ( z ip ( i i , j j ) ) :

53 i f i < nora . l a t . shape [0]− t rackpar s [ ’ boundary ’ ] and i > t rackpar s [ ’ boundary ’ ] and j < nora . l a t
. shape [1]− t rackpar s [ ’ boundary ’ ] and j > t rackpar s [ ’ boundary ’ ] :

f e a t u r e l i s t . append ( min i f e a tu r e ( i , j , nora . l a t [ i , j ] , nora . lon [ i , j ] , nora . f i e l d [ i , j ] , nora . time ) )
55 # Print some s t a t i s t i c s

p r i n t ” Detect ion : found ” , l en ( f e a t u r e l i s t ) , ” f e a t u r e s at ” , nora . time . s t r f t i m e ( ’%Y%m%d%H ’ )
57 re turn f e a t u r e l i s t

59 c l a s s minimodel :
de f i n i t ( s e l f ) :

61 s e l f . dt = trackpar s [ ’ t imestep ’ ]
s e l f . l a t , s e l f . lon = g e t m o d e l l a t l o n ( )

63 s e l f . landmask = maskoceans ( s e l f . lon , s e l f . l a t , s e l f . l a t , i n l ands=False , r e s o l u t i o n=’ i ’ , g r i d =1.25)
. mask

de f update ( s e l f , time ) :
65 s e l f . f i e l d = g e t m o d e l f i e l d ( time , ’ . pres . nc ’ , ’ pres ’ , 0 )

s e l f . time = time
67

c l a s s m in i f e a tu r e :
69 de f i n i t ( s e l f , i , j , l a t , lon , val , time ) :

s e l f . i = i
71 s e l f . j = j

s e l f . l a t = l a t
73 s e l f . lon = lon

s e l f . va l = va l
75 s e l f . time = time

# Meteo
77 s e l f . tw700 = None

s e l f . t s k i n = None
79 s e l f . v r t = None

s e l f . a t s ea = None
81 s e l f . p l = None

s e l f . e t c = None
83 # Related to t rack ing

s e l f . p = None
85 s e l f . c = None

s e l f . r o l e = None
87 s e l f . exp lored = False

s e l f . v i s i t e d = False
89 s e l f . group = None

de f t r a c k i n g i n i t ( s e l f , r o l e ) :
91 # Related to t rack ing

s e l f . r o l e = r o l e
93 s e l f . exp lored = False

s e l f . v i s i t e d = False
95 s e l f . group = None
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97 de f get meteo ( f ea turegroup ) :
f o r f in f ea turegroup :

99 t ry :
# We need RH700 , T700 , t s k i n

101 rh700 = g e t m o d e l f i e l d ( f . time , ’ . 7 0 0 . r . nc ’ , ’ r ’ , 0 ) [ f . i , f . j ]
pt700 = g e t m o d e l f i e l d ( f . time , ’ . 7 0 0 . pt . nc ’ , ’ pt ’ , 0 ) [ f . i , f . j ]

103 t s k i n = g e t m o d e l f i e l d ( f . time , ’ . t . nc ’ , ’ t ’ ,−1) [ f . i , f . j ]
t700 = pt700 ∗ ( 7 0 0 . / 1 0 0 0 . ) ∗∗0.286

105 td = met . c a l c t d ( t700 , rh700 )
theta w700 = met .OW( td , t700 , 7 0 0 . )

107 # Now add i t to f e a t u r e
f . tw700 = theta w700

109 f . t s k i n = t s k i n
f . v r t = g e t l o c a l v o r t i c i t y ( nora , f , t rackpar s [ ’ v r t r a d i u s ’ ] )

111 f . a t s ea = nora . landmask [ f . i , f . j ]
f . p l = ( f . tw700−f . t s k i n ) < t rackpar s [ ’ temp thres ’ ] and f . vr t >= trackpar s [ ’ v r t t h r e s ’ ]

and f . a t s ea
113 f . e t c = ( f . tw700−f . t s k i n ) >=trackpar s [ ’ temp thres ’ ] and f . vr t >= trackpar s [ ’ v r t t h r e s ’ ]

and f . a t s ea
except :

115 pr in t ” Error g e t t i n g meteo f o r time : ” , f . time . s t r f t i m e ( ’%Y%m%d%H ’ )
re turn f ea turegroup

117

de f g e t c l u s t e r ( queue , a l l f e a t u r e s , ID) :
119 ’ ’ ’

# This func t i on performs a depth f i r s t search to exp lo r e one connected c l u s t e r o f f e a t u r e s
121 ’ ’ ’

whi l e queue :
123 f 1 = queue . pop ( )

i f not f 1 . exp lored :
125 f 1 . exp lored = True

f o r f 2 in a l l f e a t u r e s :
127 i f not f 2 . v i s i t e d and c h e c k d i s t t h r e s ( f1 , f 2 ) and not f1 . time == f2 . time :

f 2 . group = ID
129 f 2 . v i s i t e d = True

queue . append ( f2 )
131 g e t c l u s t e r ( queue , a l l f e a t u r e s , ID)

e l s e :
133 pass

135 de f c l u s t e r f e a t u r e s ( a l l f e a t u r e s ) :
’ ’ ’

137 # This func t i on loops through a l l the f e a t u r e s in a two−t imestep s e t ( parents+c h i l d s ) and
groups them based on a d i s t anc e th r e sho ld

’ ’ ’
139 n=0

f o r f in a l l f e a t u r e s :
141 i f not f . exp lored : # was f . v i s i t e d ! !

# Get group performs a depth− f i r s t search to f i n d a l l f e a t u r e s connected to f
143 g e t c l u s t e r ( [ f ] , a l l f e a t u r e s , n )
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n=n+1
145 e l s e :

n=n+1
147 pass

f ea tu r eg roups =[ ]
149 featuregroup number =[ ]

# Now p lo t the grouped f e a t u r e s ( not p ro j e c t ed on earth )
151 #p l o t g r o u p e d f e a t u r e s ( a l l f e a t u r e s )

group numbers = [ f . group f o r f in a l l f e a t u r e s ]
153 f e a t u r e s = [ f f o r f in a l l f e a t u r e s ]

f o r nr in s e t ( group numbers ) :
155 f e a tu r eg roups . append ( [ f f o r f in f e a t u r e s i f ( f . group==nr and f . group i s not None ) ] )

r e turn f ea tu r eg roups
157

159 #################################################################################
############################ GETTING SEGMENTS ###################################

161 #################################################################################

163 c l a s s tracksegment :
’ ’ ’

165 A tracksegment c o n s i s t s o f a parent f e a t u r e and c h i l d f e a t u r e
’ ’ ’

167 de f i n i t ( s e l f , parent , c h i l d ) :
s e l f . p = parent # The parent f e a t u r e

169 s e l f . c = c h i l d # The c h i l d f e a t u r e
s e l f . s e l e c t e d = False # After the a lgor i thm i s run , the s e l e c t e d segments c o n s t i t u t e the

t rack
171 A = ( 1 . / ( 2 . ∗ t rackpar s [ ’ dx ’ ]∗ t rackpar s [ ’ dy ’ ] ) )

ds , dx , dy = dist km ( s e l f . p . l a t , s e l f . c . l a t , s e l f . p . lon , s e l f . c . lon )
173 s e l f . lh = A∗np . exp(−dx∗∗2/(2∗ t rackpar s [ ’ dx ’ ]∗∗2 )−dy∗∗2/(2∗ t rackpar s [ ’ dy ’ ]∗∗2 ) )

175

de f opt imize r ( parents , c h i l d s ) :
177 ’ ’ ’

# Do not re turn anything , j u s t l i n k i n g them
179 ’ ’ ’

# Set the t ra ck ing parameters ( c h i l d s become parents at the next t imestep ! )
181 f o r p in parents :

p . t r a c k i n g i n i t ( ’p ’ )
183 f o r c in c h i l d s :

c . t r a c k i n g i n i t ( ’ c ’ )
185 # Cluste r them based on d i s t anc e

c l u s t e r e d f e a t u r e s = c l u s t e r f e a t u r e s ( parents+c h i l d s )
187 # Build a l l a l lowed branches per c l u s t e r

c l u s t e r ed s egment s = get segments ( c l u s t e r e d f e a t u r e s )
189 # Build the segments

c l u s t e r e d t r a c k = [ ]
191 f o r segments in c lu s t e r ed s egment s :

# Now we are with in one c l u s t e r o f segments
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193 c o m b i l i s t = [ combi f o r combi in get combos ( segments ) ]
bes t = get bes t combi ( c o m b i l i s t )

195 # Append i t to the c l u s t e r e d t r a c k only i f i t i s not None , so from now length can d i f f e r !
i f bes t i s not None :

197 c l u s t e r e d t r a c k . append ( best )
#p lo t op t im i z ed ( parents , ch i l d s , c l u s t e r e d t r a c k )

199 # Link parents and c h i l d s
l i n k f e a t u r e s ( c l u s t e r e d t r a c k )

201

de f l i n k f e a t u r e s ( c l u s t e r e d t r a c k ) :
203 # Note d i f f e r e n c e between segment parent / c h i l d and f e a t u r e parent / c h i l d ! !

f o r t rack in c l u s t e r e d t r a c k :
205 f o r s in t rack :

# The c h i l d o f the segment ’ s parent becomes h i s ch i ld ,
207 # and the parent o f the segment ’ s c h i l d becomes h i s parent .

s . p . c = s . c
209 s . c . p = s . p

211 de f ge t be s t combi ( c o m b i l i s t ) :
’ ’ ’

213 # Returns the best combination o f segments by summing the l i k e l i h o o d o f i n d i v i d u a l segments
’ ’ ’

215 lh max = 0
best combi = None

217 f o r combi in c o m b i l i s t :
lh combi = 0

219 f o r s in combi :
lh combi += s . lh

221 i f lh combi > lh max :
lh max = lh combi

223 best combi = combi
re turn best combi

225

de f c h e c k d i s t t h r e s (p , c ) :
227 ds , dx , dy = dist km (p . l a t , c . l a t , p . lon , c . lon )

i f np . abs ( dx ) <= trackpar s [ ’ dx ’ ] and np . abs ( dy ) <= trackpar s [ ’ dy ’ ] :
229 re turn True

e l s e :
231 re turn Fal se

233 de f get segments ( c l u s t e r s ) :
c l u s t e r ed s egment s = [ ]

235 f o r c l u s t e r in c l u s t e r s :
# S p l i t out to parents and c h i l d s again !

237 parents = [ f f o r f in c l u s t e r i f f . r o l e==’p ’ ]
c h i l d s = [ f f o r f in c l u s t e r i f f . r o l e==’ c ’ ]

239 segments = [ ]
# I t e r a t e over a l l combinat ions

241 f o r p in parents :
f o r c in c h i l d s :

56



243 i f c h e c k d i s t t h r e s (p , c ) :
s = tracksegment (p , c )

245 segments . append ( s )
c l u s t e r ed s egment s . append ( segments )

247 re turn c lu s t e r ed s egment s

249 de f unique ( l i s t ) :
r e turn l en ( s e t ( l i s t ) ) == len ( l i s t )

251

de f get combos ( branches ) :
253 by parent = co . d e f a u l t d i c t ( l i s t )

f o r branch in branches :
255 by parent [ branch . p ] . append ( branch )

combos = i t . product (∗ by parent . va lue s ( ) )
257 re turn i t . i f i l t e r ( lambda x : unique ( [ b . c f o r b in x ] ) , combos )

259 #################################################################################
####################### CREATING THE TRACKS #####################################

261 #################################################################################

263

c l a s s t rack :
265 de f i n i t ( s e l f , f e a t u r e s ) :

s e l f . f e a t u r e s = f e a t u r e s
267 s e l f . update ( )

de f update ( s e l f ) :
269 s e l f . time = [ f . time f o r f in s e l f . f e a t u r e s ]

s e l f . prs = [ f . va l f o r f in s e l f . f e a t u r e s ]
271 s e l f . l a t = [ f . l a t f o r f in s e l f . f e a t u r e s ]

s e l f . lon = [ f . lon f o r f in s e l f . f e a t u r e s ]
273

de f g e t s t a t s ( t r a c k l i s t ) :
275 # minimal p r e s su r e

minprs = [ np . min ( t . prs ) f o r t in t r a c k l i s t ]
277 # track l ength

t ra ck l eng th = [ l en ( t . f e a t u r e s ) f o r t in t r a c k l i s t ]
279 # di s t ance t r a v e l l e d

p r i n t ”Mean t rack l eng th = ” , np . mean( t ra ck l eng th )
281 pr in t ”Mean minprs = ” , np . mean( minprs )

283 de f g e t t r a c k s ( f g ) :
myt ra ck l i s t = [ ]

285 f o r f in f g :
# I f the re i s no parent , but the re i s a ch i ld , t h i s i s the s t a r t o f a t rack

287 i f f . p i s None and f . c i s not None :
t f = f

289 # Now loop through t h i s t rack
t r a c k f e a t u r e s = [ ]

291 whi le t f . c i s not None :
t r a c k f e a t u r e s . append ( t f )
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293 t f = t f . c
myt ra ck l i s t . append ( t rack ( t r a c k f e a t u r e s ) )

295 re turn myt rack l i s t

297

#################################################################################
299 ################################### METEO #######################################

#################################################################################
301

303 de f g e t l o c a l v o r t i c i t y ( nora , f ea ture , r ad iu s ) :
i = f e a t u r e . i

305 j = f e a t u r e . j
time = f e a t u r e . time

307 window = rad iu s+1
uwd = g e t m o d e l f i e l d ( time , ’ . 10 u . nc ’ , ’ 10u ’ , 0 )

309 vwd = g e t m o d e l f i e l d ( time , ’ . 10 v . nc ’ , ’ 10v ’ , 0 )
uwd = uwd [ i−window : i+window+1, j−window : j+window+1]

311 vwd = vwd [ i−window : i+window+1, j−window : j+window+1]
l a t = nora . l a t [ i−window : i+window+1, j−window : j+window+1]

313 l on = nora . lon [ i−window : i+window+1, j−window : j+window+1]
ke rne l = np . z e r o s l i k e (uwd)

315 y , x = np . ogr id [−window : window+1, −window : window+1]
mask = x∗∗2 + y∗∗2 <= rad iu s ∗∗2

317 ke rne l [ mask ] = 1
vrt = c a l c r e l v o r t ( l a t , lon , uwd , vwd)

319 v r t c y c = np . mean( vrt [ k e rne l . astype ( bool ) ] )
r e turn v r t c y c

321

#################################################################################
323 ################################### GENERAL #####################################

#################################################################################
325

de f s a v e o b j e c t ( myobject , name) :
327 ’ ’ ’

# usage : s a v e o b j e c t ( some object , objectname ( s t r ) )
329 ’ ’ ’

p r i n t ” Saving ” , name
331 f = open ( t rackpar s [ ’ p i c k l e d i r ’ ]+ t rackpar s [ ’ runname ’ ]+name+’ . p i c ’ , ’w ’ )

p i c k l e . dump( myobject , f )
333 f . c l o s e ( )

335 de f l o a d o b j e c t (name) :
’ ’ ’

337 # usage : some object = l o a d o b j e c t ( objectname ( s t r ) )
’ ’ ’

339 pr in t ”Loading ” , name
f = open ( t rackpar s [ ’ p i c k l e d i r ’ ]+ t rackpar s [ ’ runname ’ ]+name+’ . p i c ’ , ’ r ’ )

341 myobject = p i c k l e . load ( f )
f . c l o s e ( )
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343 re turn myobject

345

#################################################################################
347 ################################### MAIN ########################################

#################################################################################
349

351 # trackpar s conta in s a l l the parameters f o r a s i n g l e run
t rackpar s = {

353 ’ runname ’ : ’ 40 years newer ’ ,#’40 years newer ’ ,# ’40 years new ’ ’40 years ’ , # ’ t e s t d e n s i t y 3 0 y ’
’ subname ’ : ’ ’ ,

355 ’ p l o t ’ : False ,
’ ncores ’ : 32 ,

357 ’ dx ’ : 500 ,
’ dy ’ : 500 ,

359 ’ s t a r t ’ : datet ime . datet ime . s t rpt ime ( ’ 1970010100 ’ , ’%Y%m%d%H ’ ) ,
’ end ’ : datet ime . datet ime . s t rpt ime ( ’ 2012010100 ’ , ’%Y%m%d%H ’ ) ,

361 ’ t imestep ’ : datet ime . t imede l ta ( hours=6) ,
# D i r e c t o r i e s

363 ’ modeldir ’ : ’ / net /ukl− f e l l e s . uib . no/ export / g f i−share / Reanalyses /Met . no/NORA10/NORA10. ’ ,
’ mode l l a t l ond i r ’ : ’ /Home/ s iv25 / scr021 /PL/Data/NORA grid . nc ’ ,

365 ’ p l o t d i r ’ : ’ /Home/ s iv25 / scr021 /Dropbox/ Dropplots / ’ ,
’ p l o t d i r t h e s i s ’ : ’ /Home/ s iv25 / scr021 /Dropbox/ Dropplots / Thes i s / ’ ,

367 ’ plotdumpdir ’ : ’ /Data/ g f i / u s e r s / tsp065 / students / sc r021 / Plot s / ’ ,
’ p i c k l e d i r ’ : ’ /Data/ g f i / u s e r s / tsp065 / students / sc r021 / P i ck l e / ’ ,

369 #
’ boundary ’ : 5 ,

371 ’ smooth rad ’ : 5 ,
’ f i l t e r r a d ’ : 5 ,

373 ’ v r t r a d i u s ’ : 5 ,
# Polar low t h r e s h o l d s

375 ’ temp thres ’ : −2.8 ,
’ v r t t h r e s s t a r t ’ : 0 .65 e−4,

377 ’ v r t t h r e s ’ : 1 . 3 e−4, # BG2008 : 1 . 3 e−4
’ p l t r a c k t h r e s ’ : 2 , # Number o f po in t s a long track that have to s a t i s f y PL c r i t e r i a

379 }
# Make the model

381 nora = minimodel ( )

383 i f name ==’ ma in ’ :

385 # Feature e x t r a c t i o n
runtime = trackpar s [ ’ s t a r t ’ ]

387 f e a t u r e l i s t = [ ]
t i m e l i s t = [ t rackpar s [ ’ s t a r t ’ ]+ i ∗nora . dt f o r i in range (60000) i f ( t rackpar s [ ’ s t a r t ’ ]+ i ∗nora . dt
< t rackpar s [ ’ end ’ ] ) ]

389

# Run f e a t u r e detec t i on , us ing mul t ip l e co r e s
391 pr in t ” Gett ing f e a t u r e s us ing ” , t rackpar s [ ’ ncores ’ ] , ” c o r e s ”
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pr in t ” l o c a l t i m e = ” , datet ime . datet ime . now ( ) . s t r f t i m e ( ”%Y−%m−%d %H:%M:%S” )
393 pool = Pool ( p r o c e s s e s=trackpar s [ ’ ncores ’ ] )

f e a t u r e l i s t = pool . map( g e t f e a t u r e s , t i m e l i s t )
395 pool . c l o s e ( )

397

# Get meteorology , us ing mul t ip l e co r e s
399 pr in t ” Gett ing meteorology us ing ” , t rackpar s [ ’ ncores ’ ] , ” co r e s ”

p r i n t ” l o c a l t i m e = ” , datet ime . datet ime . now ( ) . s t r f t i m e ( ”%Y−%m−%d %H:%M:%S” )
401 pool = Pool ( p r o c e s s e s=trackpar s [ ’ ncores ’ ] )

f e a t u r e l i s t = pool . map( get meteo , f e a t u r e l i s t )
403 pool . c l o s e ( )

p r i n t ”Got meteorology ! :−)”
405

# Explode f e a t u r e s to one long l i s t
407 f e a t u r e s = [ f f o r f g in f e a t u r e l i s t f o r f in f g ]

p r i n t ” S e l e c t i n g PLs”
409 po la r l ows = [ f f o r f in f e a t u r e s i f f . p l==True ]

411

# Getting most l i k e l y segments
413 s e g m e n t l i s t = [ ]

f o r i in range ( l en ( f e a t u r e l i s t )−1) :
415 i f l en ( f e a t u r e l i s t [ i ] ) >0:

p r i n t ” Gett ing most l i k e l y segments at time ” , f e a t u r e l i s t [ i ] [ 0 ] . time . s t r f t i m e ( ’%Y%m%d%H ’ )
417 opt imize r ( f e a t u r e l i s t [ i ] , f e a t u r e l i s t [ i +1])

419 # Construct ing t ra ck s
t r a c k l i s t = [ ]

421 f o r i in range ( l en ( f e a t u r e l i s t ) ) :
i f l en ( f e a t u r e l i s t [ i ] ) >0:

423 pr in t ” Construct ing t ra ck s at time ” , f e a t u r e l i s t [ i ] [ 0 ] . time . s t r f t i m e ( ’%Y%m%d%H ’ )
f o r t in g e t t r a c k s ( f e a t u r e l i s t [ i ] ) :

425 t r a c k l i s t . append ( t )

427 pr in t ” l o c a l t i m e = ” , datet ime . datet ime . now ( ) . s t r f t i m e ( ”%Y−%m−%d %H:%M:%S” )
p r i n t ”Now s e l e c t i n g po la r low t rack s ”

429 # S e l e c t po la r low t rack s
p o l a r l o w t r a c k l i s t = s e l e c t p l t r a c k s ( trackpars , t r a c k l i s t )

431 # S e l e c t PLs l a n d f a l l i n g in Nether lands
dutchpolar lows = s e l e c t d u t c h ( p o l a r l o w t r a c k l i s t )

433

# Save the most important o b j e c t s !
435 #s a v e o b j e c t ( t r a c k l i s t , ’ t r a c k l i s t ’ )

#s a v e o b j e c t ( po lar lows , ’ po la r l ows ’ )
437 #s a v e o b j e c t ( p o l a r l o w t r a c k l i s t , ’ p o l a r l o w t r a c k l i s t ’ )

439 #p o l a r l o w t r a c k l i s t = l o a d o b j e c t ( ’ p o l a r l o w t r a c k l i s t ’ )

441 pr in t ” l o c a l t i m e = ” , datet ime . datet ime . now ( ) . s t r f t i m e ( ”%Y−%m−%d %H:%M:%S” )
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pr in t ” Gett ing extra meteorology , us ing ” , t rackpar s [ ’ ncores ’ ] , ” co r e s ”
443 pool = Pool ( p r o c e s s e s=trackpar s [ ’ ncores ’ ] )

p o l a r l o w t r a c k l i s t = pool . map( get extra meteo , p o l a r l o w t r a c k l i s t )
445 pool . c l o s e ( )

p r i n t ”Got the extra meteorology ! :−)”
447

pr in t ” l o c a l t i m e = ” , datet ime . datet ime . now ( ) . s t r f t i m e ( ”%Y−%m−%d %H:%M:%S” )
449 pr in t ”Reducing PL track by g e t t i n g begin−mature−end us ing ” , t rackpar s [ ’ ncores ’ ] , ” c o r e s ”

pool = Pool ( p r o c e s s e s=trackpar s [ ’ ncores ’ ] )
451 p o l a r l o w t r a c k l i s t = pool . map( reduce t rack , p o l a r l o w t r a c k l i s t )

pool . c l o s e ( )
453 pr in t ”Reduced some s t u f f ! :−)”

455 pr in t ” l o c a l t i m e = ” , datet ime . datet ime . now ( ) . s t r f t i m e ( ”%Y−%m−%d %H:%M:%S” )
p r i n t ”Now s p l i t t i n g out to begin s t a g e s and mature s t a g e s ”

457 p l b e g i n = [ t . begin f o r t in p o l a r l o w t r a c k l i s t ]
p l mature = [ t . mature f o r t in p o l a r l o w t r a c k l i s t ]

459

pr in t ” l o c a l t i m e = ” , datet ime . datet ime . now ( ) . s t r f t i m e ( ”%Y−%m−%d %H:%M:%S” )
461 pr in t ” I found ” , l en ( po la r l ows ) , ” po la r l ows and ” , l en ( pl mature ) , ” t r a ck s . ”

p ldata = [ polar lows , p l beg in , pl mature ]
463 s a v e o b j e c t ( pldata , ’ p ldata ’ )

465 # Save PL t rack s
s a v e o b j e c t ( p o l a r l o w t r a c k l i s t , ’ p o l a r l o w t r a c k l i s t ’ )

467

# Also try to save the e t c s
469 e t c s = [ f f o r f in f e a t u r e s i f f . e t c==True ]

s a v e o b j e c t ( e t c s [ : : 1 0 0 ] , ’ e t c s ’ )

./cyclonetracker.py
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