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1. Abstract 
 

Nowadays, algorithms play a large part in decision-making procedures, but 

they affect marginalized groups negatively when their decisions are driven 
by algorithmic social bias. An important way to look at this problem, is to 

investigate what notion of fairness marginalized groups need to be treated 
justly, and how to use this notion to find proper mitigation measures. This 

thesis aims to find how algorithmic bias in automated decision-making 
algorithms can be mitigated to prevent discriminatory decisions. In this 

context, algorithmic bias roughly refers to the concern that an algorithm is 
not merely a neutral transformer of data or extractor of information. There 

are many sources of algorithmic bias, and they emerge in different stages 

of machine learning.   
 

The hypothesis was that researching the link between algorithmic bias, 
fairness and discrimination will help understand that mitigating bias is easily 

said than done, and that there will not be a one-size-fits-all solution for all 
cases. The results were found by performing a literature study on past 

research, and applying this knowledge to a pre-selected case which regards 
online automated proctoring algorithms. Exploring the proctoring case 

showed that it has no straight-forward way to mitigate its bias and 
achieving fairness requires a developer team to make trade-offs between 

different values. 
 

The results suggest that there is no coherent answer to how to mitigate 
algorithmic bias, and that mitigation measures are case-specific. However, 

it seems that collecting representative datasets, developing an algorithm in 

a diverse team and creating it with misunderstood groups could generally 
help mitigate algorithmic bias.  
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2. Introduction 
 

Algorithms are quickly becoming the main instrument for decision making 

procedures. Many aspects of society are affected by so called automated 
decision making algorithms: data-driven algorithms that output automated 

decisions without human involvement. Due to their accuracy and efficiency, 
automated decision making algorithms are widely applied to fields such as 

hiring [1]–[3], education [4], [5] and criminal justice [6], [7], operating at 
a large scale. Although it is expected for algorithms to be objective and fair, 

it has been observed that they are biased and place certain groups of people 
at a systematic disadvantage. These are cases of discrimination – which is 

legally defined as the unfair or unequal treatment of an individual (or group) 
based on certain characteristics such as religion, nationality, familial status, 

age, sex, income, education, gender and ethnicity. [8] One of the greatest 
challenges within Artificial Intelligence (AI) is combatting digital 

discrimination. A well-known example of digital discrimination is a 
consequence of the COMPAS (Correctional Offender Management Profiling 

for Alternative Sanctions) algorithm that was used in US court systems 

wherein the algorithm predicted twice as many false positives ( 
misclassifications) for recidivism for black offenders than white offenders 

[9]. Another infamous case involves Google Photos, which tagged two 
African-Americans as gorilla’s through their facial recognition software [10]. 

While not directly linked to automated decision-making, the appearance 
that facial recognition software often fail to identify people of colour could 

have drastic effects when an automated decision-making algorithm relies 
on such a mechanism. 

 
It is now well established from a variety of studies that bias is inevitable, 

but the majority of literature focusses on researching proper mitigation 
measures per case. Several researchers have been exploring the 

intersection between bias, discrimination and fairness. Still, much 
uncertainty exists about this, as researchers propose different notions of 

fairness to combat algorithmic bias.  

 
The purpose of this thesis is to review recent research into the field of 

algorithmic bias and discrimination. Therefore, this thesis aims to answer 
the following research question: ‘How can algorithmic bias in 

automated decision-making algorithms be mitigated to prevent 
discriminatory decisions?’ To properly answer this research question, in 

this thesis we will go over notions of algorithmic bias, fairness and social 
discrimination that are applicable within a pre-selected, relevant and actual 

case from practice, namely the use of online automated proctoring 
algorithms. The case is selected based on personal and timely relevance in 

the current COVID-19 pandemic, and the recent backlash it received. The 
hypothesis is that researching the link between algorithmic bias, fairness 

and discrimination on this will help understand that mitigating bias is easily 
said than done, and that there will not be a one-size-fits-all solution for all 

cases.  
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The thesis has been organised in the following way. This thesis begins by 
describing algorithmic bias (chapter 2). It will then go on to evaluating the 

problematic side of bias. The remaining part of this thesis proceeds in the 
following way: it will begin by evaluating one case, describing the source of 

algorithmic bias, fairness, discrimination, and possible mitigation measures, 

and a brief review of what we need besides a fair algorithm to prevent 
discriminating algorithms (chapter 3). In chapter 5 this thesis will be 

concluded.  
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3. On algorithmic bias 
 
This chapter will discuss the definition of algorithmic bias and introduce 

different kinds and sources. Per type of bias, it will show some examples 
and discuss how these biases can become problematic. Moreover, it will 

include a discussion on how such bias can lead to discrimination. 

3.1. What is algorithmic bias? 

The most general term of bias refers to systematically making decisions or 
judgements based on prejudices. Long before the current debate about 

algorithmic bias in machine learning, Friedman and Nissenbaum [11] 
pioneered in the researching field of bias in computer systems and stated 

that a computer system is biased if they “systematically and unfairly 
discriminate against certain individuals or groups of individuals in favor of 

others [by denying] an opportunity for a good or [assigning] an undesirable 
outcome to an individual or groups of individuals on grounds that are 

unreasonable or inappropriate”. Here the definition of bias focusses  on its 
moral implications. For example, a school can be ‘biased’ towards children 

from minorities, which leads them to exclude the children from educational 
programs.  

However, bias does not imply discrimination at all times. Another 
widely cited definition of bias in computer science is formulated by Danks 

and London [12] in a more neutral way: “Bias means a deviation from the 

standard, sometimes necessary to identify the existence of some statistical 
patterns in the data or language used." [8]  For example, statistical bias 

refers to an estimate that deviates from a statistical standard and moral 
bias refers to a judgement that deviates from a moral norm. Social bias, 

legal bias, and many other types of bias are likewise a deviation from their 
type of standard [12]. It is important to note that bias itself is not something 

to be immediately discarded. It plays an important role in classifying and 
finding differences between instances [8]. Also, it is important to note that 

there can be bias in one respect (e.g. moral), but not another (e.g. 
statistical). For example, women are statistically less represented in 

professions dominated by men (e.g. such as construction working, data 
engineering and mechanical engineering). This shows a deviation of the 

statistical standard (the true population value), which is characterized as 
statistical bias. According to Danks and London, such statistical biases often 

serve as a tool to identify moral biases. They argue that the 

underrepresentation of women in male-dominated professions may raise 
questions about unobserved, morally problematic hardships women have 

who work in these professions [8] . 
From this definition it can be understood that bias is inevitable. Bias 

is used to continually make judgements and decisions and does not always 
lead to discrimination. However, social bias towards protected attributes 

(e.g. gender, race, age, religion, etc.) is questionable as it is hard to say 
what the objective ‘standard’ is, and who deviates from it. For example, 

people affected by gender bias usually receive different treatment based on 
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the person’s real or perceived gender identity [13]. This thesis will mainly 

focus on exploring social bias in algorithms.  
 

Danks and London argue that there is no coherent notion of ‘algorithmic 
bias’ in most cases. Many cases contain multiple sources of bias, each with 

their own nature, that require different responses. For example, the 

COMPAS case, the algorithm that predicts recidivism, is affected by 
algorithmic bias in multiple ways: through legal, moral, racial, and 

statistical bias. Each of these biases require its own proper mitigation 
measures and analysis [9], [12]. Moreover, in the next section it will be 

clear that the biases can be introduced through different stages of a 
machine learning project.  

Although uncertainty of the precise definition still exist, there appears 
to be some agreement that algorithmic bias refers to “roughly, the worry 

that an algorithm is, in some sense, not merely a neutral transformer of 
data or extractor of information” [12]. This thesis is supported by this 

sentiment in combination with the described notions of social bias and social 
discrimination. 

 

3.2. What kinds of sources for algorithmic bias exist? 

 
Multiple researchers have provided taxonomies to distinguish between 

different sources of algorithmic bias. This thesis explores two suggested 
taxonomies by widely cited researchers Danks and London [12] and Barocas 

and Selbst [14], which form a basis for most research on algorithmic bias. 
With these taxonomies in mind, this thesis aims to find the relevant sources 

of bias wherein social bias in automated decision-making can infiltrate or 
occur and possibly cause discrimination. Therefore, this thesis focusses on 

a selection of the sources of bias in the taxonomies. These types and 
sources will be highlighted: defining the ‘target variable’ and ‘class labels’, 

training data, feature selection, proxies [14], algorithmic focus bias, 

algorithmic processing bias, and transfer context bias [12]. It is not the task 
of this thesis to examine every existing source of bias, nor did the 

researchers intend to provide an exhaustive list. Thus, this thesis chooses 
to show an overview of biases that possibly lead to discriminatory decisions. 

The following subsections attempt to make clear where the bias comes 
from, how problematic bias can be identified, and how it leads to 

problematic decisions. The biases will be distinguished between bias in 
modelling, training and usage.   

3.2.1. Bias in modelling 
 

 

Defining the ‘target variable’ and ‘class labels’ 

Programming a machine learning algorithm takes multiple steps, where the 
first step is to model the data to match the goal one has in mind. In the 

modelling phase, the relevant variables are selected, data is curated and 
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prepared into a comprehensive set of data that can be used to train an 

algorithm to make decisions and predictions with new data. In the modelling 
phase, Barocas and Selbst identified a source of bias that comes into 

existence through wrong definitions of target variables and class labels 
[14]. The target variable in this phase here refers to the desired output of 

the beneficiary of the algorithm; a speaking example for hiring algorithms 

can be the definition of a potentially ‘good’ employee. This target variable 
has not an obvious definition, but it is up to the developer team together 

with the employer to specify what a ‘good’ employee characterizes. The 
definition of ‘good’ is specified in the class labels, where all possible 

properties the target variable are allocated to categories [14].  
The specification of the target variable into class labels is a subjective 

step. Although one might see that the specification of a ‘good’ employee 
could be defined with objective, measurable properties, such as sales rates 

and work efficiency, these measurable properties cover only a subset of the 
broad definition of ‘good’ [14], [15]. Thus, an employer might prefer to add 

subjective class labels, e.g. not coming late to work and being good at 
teamwork. Barocas and Selbst argue, however, that “while different choices 

for the target variable and class labels can seem more or less reasonable, 
valid concerns with discrimination enter at this stage because the different 

choices may have a greater or lesser adverse impact on protected classes.” 

[14] For instance, the class label of not coming late to work can reflect bias. 
Consider a situation wherein people with low income rarely live close to the 

city center. They would have a longer commute to work than people with 
more income, who might live closer to the city center. Commuting longer 

gives a higher chance of encountering obstacles in transport (e.g. traffic 
jams, train delays, etc.). As people with low incomes have bigger chances 

of coming late to work than people who live in the city center, they would 
not be attractive to an automated hiring algorithm used by a company that 

is located in the city center. Defining a ‘good’ employee with the class label 
of not coming late to work can do harm to those of protected classes, as 

people with low income would be unintentionally discriminated against [15]. 
 

 
Feature selection 

To reduce the computational costs and sometimes also the performance of 

a predictive model, it can be beneficial to reduce the amount of variables 
that are used to train and operate the model [14]. This is done in the 

process of feature selection. A feature1 is “an individual measurable 
property or characteristic of a phenomenon” [16]. Barocas and Selbst argue 

that using wrong or too superficial features may lead to a biased model, 
causing harm towards people of protected groups [14]. They explain the 

concern that if the attributes that make the variation within the protected 
group clear are not included, the model may not be able to distinguish group 

members, causing it to rely on broad generalizations that are detrimental 
to individuals of the protected class [14], [17]. 

 
1 We use the terms variable, attribute and feature here interchangeably.  
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In a simplified example, employers might assign enormous weight to 

the reputation of the university from which a candidate has graduated from, 
because they associate highly accredited universities with excellent 

graduates and thus good employees. The feature here is the reputation of 
an university, which is cheap and easy data to obtain as it is available in 

the candidate’s resume [14]. However, the reputation of an university does 

not guarantee that its graduates are competent and excel in employability 
skills [2]. Nevertheless employers continue to hire graduates from excellent 

universities, which usually have a high tuition fee. However, due to their 
high tuition fees, excellent universities rule out students who have low 

socioeconomic status. Often, this group consists of immigrants and ethnic 
minorities. Thus, the employers choice of feature for the automated hiring 

algorithm leads to indirect discrimination to those with little financial 
backing, particularly ethnic minorities [18]. 

Even when students of protected classes happen to graduate from 
such universities, they would only form a minority. So when they are equally 

competent to their non-minority peers, the hiring algorithm will, according 
to Barocas and Selbst, still “incorrectly and systematically discount” [14] 

minority individuals, if it bases its decision on the accreditation feature 
instead of the distinct, more accurate and holistic qualities of the candidates 

[14]. In other words, if the attributes that explain their individual distinction 

are not included in the set of features, the model will draw its decision on 
broad generalizations, which is harmful towards protected groups as 

generalizations and stereotypes are often rooted in other sources of 
algorithmic biases.  

An algorithm seldomly weights one feature so heavily that it alone will 
be determining for the outcome of it, but this is a way in which certain 

protected groups will be disadvantaged over others. 
 

 
Algorithmic focus bias 

Algorithmic focus bias occurs when some data attributes get more emphasis 
in the model than relevant [12]. It can be that the model focuses on race, 

while race is irrelevant to making a good decision.  
One recent infamous case wherein algorithmic focus bias led to 

discriminatory decisions, it that of the Dutch childcare benefits scandal 

(Dutch: toeslagenaffaire). The toeslagenaffaire has received much public 
attention since 2018, when investigators discovered that the Dutch Tax and 

Customs Administration had been falsely alleged 26,000 parents of fraud 
with the aid of a risk assessment algorithm between 2013 and 2019 [19], 

[20]. The governmental organization claimed the parents’ received benefit 
claims back in their entirety, which caused many of them to become 

bankrupt as the debt amounted tens to thousands of dollars [21]. This 
situation showed that the Tax and Customs Administration made severe 

mistakes, while being accused of discriminatory decisions. Together with 
conspiracies within the cabinet and evidence of institutional bias, the 

cabinet decided to resign over the scandal, because “fundamental principles 
of the rule of law” had been violated [20]–[22]. 
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One of the reasons why the Dutch cabinet concluded that the 

toeslagenaffaire was a case of discrimination, is because the Dutch Data 
Protection Authority (AP) published a technical report [23] on this 

automated decision-making algorithm in 2020. They explain that the 
algorithm uses a risk assessment model, which predicts the likelihood 

someone will commit fraud. The main point of their research is that the 

algorithm unnecessarily processed dual citizenship in their risk assessment 
model, which is a protected attribute. They concluded that the algorithm 

focused too negatively on this attribute, whereas it was not necessary  to 
include for the algorithm to fulfill its task [23]. The chairman of the AP 

points out: “The whole system was set up in a discriminatory way and was 
used as such. [...] There was permanent and structural unnecessary 

negative attention for the nationality and dual citizenship of the applicants.”  
[24] Thus, this example of algorithmic focus bias shows that when a 

protected attribute gets emphasized on more than necessary, 
discriminatory decisions can occur. 

 
Proxies 

Programmers choose to include relevant variables at the creation of rational 
and knowledgeable automated decision-making algorithms. Programmers 

who intend to protect privacy and avoid discriminatory decisions may 

choose to exclude variables that categorize people on their protected 
attributes [25]. However well intended, algorithms can still make decisions 

that disadvantage people of marginalized groups by using proxy variables. 
Arbitrary variables can match protected variables when they are highly 

correlated to each other. In other words, algorithms can still make biased 
decisions when proxies serve for protected variables [14], [25]. For 

example, zip codes are commonly included in datasets, while it serves as a 
proxy for race [26], [27]. Reason for this is that zip codes are historically 

strongly correlated to the racial composition of residential areas [28]. Thus, 
zip codes can, despite seeming a neutral variable, cause racial 

discrimination. Other neutral variables that can cause discrimination can be 
as simple as the purchase of certain products that are highly popular among 

groups of people. For instance, the consistent purchase of halal food is a 
proxy to religious beliefs, as Muslims are obligated to consume halal food 

only. A supermarket could use this proxy to adjust their pricing or marketing 

strategy [27]. Zarsky [27] warns that such a proxy for religion could be 
simply inserted into a scoring mechanism, which will reflect biases and 

discriminate against people with certain religious beliefs. He argues that 
“the use of such factors is socially unacceptable, and that these factors must 

be removed from the scoring algorithm when highly correlated with a 
protected group.” [27] However, there seems to be no consensus on how 

to treat proxies. In his book ‘Understand, Manage and Prevent Algorithmic 
Bias’, Baer [29] argues that if you remove a proxy, there will be another 

proxy to substitute for that proxy. Williams, Brooks, and Shmargad [25] 
plead for not removing protected attributes at all to prevent proxies from 

impacting algorithmic decisions. In their article, they show that 
discrimination is harder to ascertain when it is caused by proxies and bias 
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is more difficult to detect, whereas protected variables can be proactively 

used to help mitigate and combat discriminatory decisions. [25] The next 
chapter will suggest some different mitigation measures for algorithmic bias 

along with their suggestions.  
All in all, it is important to keep in mind that the exclusion of protected 

variables may nevertheless exacerbate, instead of prevent, discrimination.  

 
 

3.2.2.  Bias in training 

 
Training data bias 

An algorithm is built with the use of a dataset. The dataset is often split in 
training data and in testing data. The prior is to train the model and the 

latter to validate whether the input variables and the algorithm ‘learned’ to 
come to the correct outputs. The algorithm requires a complete dataset with 

accurate and objective labeled data [30]. However, within the process of 

data labelling and collection, multiple biases can be found.  
 

First, if a dataset contains data of past decisions that are motivated by 
prejudices and social bias, and those are labeled as valid examples, the 

algorithm will learn to adopt the same behavior [14]. Veale & Binns [31] 
point out that “if these historical data reflect existing, unwanted 

discrimination in society, the model that is learned from it – essentially a 
similarity engine – will likely encode these same patterns, risking 

reproduction of past disparities.” For instance, audit studies – a type of 
study used to test discriminatory behavior – have shown that women and 

ethnic minorities are often discriminated against in the job application 
process [1], [3], [32]. To show that existing prejudice and bias in an already 

existing system can reproduce bias and discrimination, consider the 
following case. From 2014 until 2018 Amazon delegated its resume 

reviewing process to an automated recruitment algorithm. Applicants were 

ranked through a rating system (giving applicants a score from 1 to 5 stars), 
and the applicants with the best score would be hired to fill software 

developer positions. However, the algorithm’s training dataset was 
dominated by resumes of men over a ten-year period. The algorithm 

downgraded resumes that mentioned women’s colleges, and “penalized 
resumes that included the word “women’s,” as in “women’s chess club 

captain.”” [33], [34]. It is important to note that the tech field has been 
dominated by men. So, not only were women underrepresented in the 

dataset – which made them less likely to be hired by the algorithm –, but 
also perceived as unqualified based on their gender. The algorithm 

reproduced prejudice of prior decision makers, reflecting bias that already 
exists in the hiring process [14]. This led to the algorithm labeling those 

decisions as valid examples.  
According to Danks & London, it is not easy to identify this type of 

social algorithmic bias. The bias can slip unnoticed into the training data, 

and remain subtle and hidden. Most of the times, the algorithms are opaque 
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as developers keep the precise training dataset undisclosed. They state: “If 

we only see the final learned model or its behavior, then we might not even 
be aware, while using the algorithm for its intended purpose, that biased 

data were used.” [12] 
 

Second, if a dataset contains a biased sample of the population, any 

decision that affect those who are under- or overrepresented in the dataset 
may put them on a systematic disadvantage [14]. For example, in 

supervised learning, a developer team may assemble a dataset of faces 
where all faces are labeled as such. However, when one is unaware of the 

homogeneity of the dataset (i.e. only containing white faces), it may occur 
(as experienced by professor Sennay Ghebreab [35]) that the algorithm 

used to decide to open an automated door will refrain black faces from 
entering the building. Another well-known example involves the facial 

recognition software of Google Photos, which tagged African Americans as 
gorillas [10]. In these two cases, underrepresentation of people with dark 

skin led to discrimination and exclusion towards them.  
On the other hand, overrepresentation has its own negative effects. 

Consider a predictive policing algorithm – an algorithm used to identify 
potential criminals. Such algorithms rely on historic data of past criminal 

activities, attempting to predict a criminal profile. Minorities that are already 

institutionally discriminated against receive unjustified convictions more 
often than the dominating population [36]. The combination of this and the 

idea that the police arrests minorities more often, leads negative 
information regarding minorities to be overrepresented in the historical 

data. In a similar case for minority hiring, Zarsky [27] concludes: “This  
might  result  from  an  oversampling  bias;  given  existing  prejudice,  

minorities  are  sampled  more  often  for  indiscretions,  and  thus  their  
indiscretions  are  over-represented  in  the  database.” [37], [38] 

These are concrete examples of poor data collection that led to non-
representative training datasets. It is possible, therefore, that allowing 

training data bias to hatch can lead to the creation of discriminatory models 
[1], [39], [12], [14], [40]. 
  

3.2.3. Bias in usage 

 

Transfer context bias 

Transfer context bias occurs when an algorithm is applied outside of its 
intended context of use [12]. This bias is more a user bias rather than a 

bias inherited by the algorithm itself. Digital discrimination can still occur, 
but it is not caused by the algorithm. Consider an hypothetical algorithm2 

intended for recognizing and recruiting male athletes for the Olympics. The 
algorithm is specifically designed for male athletes, so it is looking at the 

distinct qualities for a male to be qualified for the Olympics. Female 
athletes, however, have different requirements in order to be qualified, and 

 
2 A real life example in the context of automated decision making was difficult to find. 
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compete separately from men. So when the previously described algorithm 

is applied to women, it is very possible that the algorithm will be biased 
towards them, because they have distinct bodily features and qualities 

when compared with men. They will be left out of the competition as they 
don’t meet the criteria of the algorithm. This example of transfer context 

bias shows that an algorithm that is designed for a specific context of use 

should not be used inappropriately in a different context that it is not 
intended for. Moreover, the described case is not an example of a 

discriminatory decision by an algorithm, rather than inappropriate use of an 
algorithm. Most of the cases wherein processing bias leads to problematic 

automated decisions is due to user error [12]. 
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4. Fair algorithms 
 
This chapter will introduce the pre-selected case that will help answer the 

research question. The first part will describe a brief introduction to fairness. 
Then it will proceed to discuss the online automated proctoring case, 

describing its sources of bias, notion of fairness and potential mitigation 
measures. This chapter will end with a short overview of additional general 

mitigation measures.  

4.1. Brief introduction to fairness 

Throughout this thesis, one might question: what makes an algorithm fair? 
‘Fairness’ is a term frequently used in machine learning literature, but to 

date there is no consensus about its notion. In fact, the debate around its 
notion has a long history in philosophy, long before machine learning 

literature on fairness started rising [41]. The term could be broadly 
described, however it is out of the scope of this thesis to explore the full 

philosophical definition of fairness. Instead, the exploration of fairness will 
focus on finding a notion to support mitigation measures against 

discriminatory decisions for the selected case.  
With respect to the definition of fairness in automated decisions-

making, there appears to be some agreement that fairness refers to “the 
absence of any prejudice or favoritism toward an individual or a group based 

on their inherent or acquired characteristics.” [41] Friedman and 

Nissenbaum’s definition of bias (see chapter 1) align with this agreement. 
In other words, it is agreed that fairness refers to unbiased treatment.  

However, there exist many ways to achieve fairness. In machine 
learning, many frameworks and mathematical formulations have been 

proposed to accomplish fair machine learning algorithms (see e.g. [42]–
[48]), but these frameworks need to be interpreted with caution. Every case 

needs to be treated differently, as there is not a one-size-fits-all solution to 
each of them, because fairness needs to be defined for specific context and 

applications. It is important to first determine whether fairness should be 
received on an individual or group level [41]. Moreover, according to 

Kleinberg, Mullainathan and Raghavan [49] it is impossible to satisfy 
different fairness notions at once.  

To illustrate the diversity of fairness notions, a few examples follow: 
fairness could be achieved through awareness, which means that “an 

algorithm is fair if it gives similar predictions to similar individuals” [41], 

[42]; equal opportunity, which implies that “the protected and unprotected 
groups should have equal true positive rates” [41]; treatment equality, 

which is achieved “when the ratio of false negatives and false positives is 
the same for both protected group categories” [50]; counterfactual fairness, 

which is the “intuition that a decision is fair towards an individual if it is the 
same in both the actual world and a counterfactual world where the 

individual belonged to a different demographic group” [41], [51]; accuracy 
equity, which considers the overall accuracy of a predictive model for each 

group [31], [52]; or equalized odds, which states that “the protected and 
unprotected groups should have equal rates for true positives and false 
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positives” [41]. Others include fairness through unawareness, conditional 

statistical parity, and test fairness (see [31], [41]).  
 

Specifying the notion of fairness is an important step to understand what 
bias mitigation techniques should be used to prevent discriminatory 

decisions. The question one should ask throughout examining every case 

is, why does this algorithm make unfair decisions, what exactly is unfair 
about this discriminatory result, and how can a specified notion of fairness 

be used to select mitigation measures? The following section attempts to 
examine automated online proctoring algorithms, while focusing on these 

questions by describing its bias, fairness and mitigation measures. 
However, the results will be hypothetical, as not much research has been 

done on this very recent topic. This thesis will use reasoning and findings 
to unravel its problematic decisions.    

4.2. Case: online proctoring algorithms3 

4.2.1. Introduction and problem statement 

Due to the effects of the COVID-19 pandemic, higher education (among 

other work fields) has shifted towards operating almost fully online. 
Consequentially, students are attending online classes and taking exams 

via online software. The rise of online exams has brought concerns on the 
difficulty of monitoring students during exams, leaving teachers to blindly 

trust on the honestly of their students. However, students always find ways 
to cheat. For example, students are able to cheat by discussing questions 

and answers on group chats, letting someone else take the exam on their 
behalf, taping notes on their screen, and switching to another monitor to 

look up information [53]. 
In respond to the ease of online cheating, universities have 

experimented using proctoring services, such as Proctorio [54], Respondus 

[55], Honorlock [56] and ProctorU [57], which track students in real time 
through their webcams and laptop screens. These services offer both live 

individual human-proctoring, and automated proctoring. For both methods, 
students are required to identify themselves using their ID, make a video 

of their surroundings, leave their microphone unmuted, and be recorded. 
During live human-proctoring, an employee of the proctoring service 

monitors a student individually and flags cheating behavior, leaving it to be 
judged by the course administrator. On the other hand, automated 

proctoring uses algorithms to detect cheating behavior in real time. Again, 
the course administrator makes the final judgement. Proctoring algorithms 

use techniques as AI (to detect voice using voice recognition to recognize 
dishonesty), machine learning (to train on correct flags) and biometrics 

(including facial recognition to identify students with; eye tracking to track 
whether a student gazes on their laptop screen; and facial detection to 

determine the presence of the student) [58]. 

 
3 After establishing the results independently, I discovered a paper by Coghlan, Miller and Paterson [79], 

wherein their findings converge with mine. 
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 However, these proctoring algorithms did not come without problems. 

Several students have reported that they were falsely accused of cheating 
and consequently had their exam rejected for reading a question out loud 

[59], having concentration difficulties, and having high rates of eye 
movement due to their neurodiverse nature [60]. Moreover, a major group 

of black and brown students were asked by the service to shine a bright 

lamp on their face, despite being in a well-lit room, because the facial 
recognition software could not recognize their face in the identification 

stage. During their entire exam, the bright lamp caused headaches for 
several students [58], [61]–[63]. This facial recognition software caused 

trouble for (closeted) transgender students as well, as their new 
appearance, gender and name often do not correspond to the information 

on their ID, leaving them in a discomforting situation before the start of the 
exam [60].  

 An additional concern about online proctoring algorithms regards 
privacy exceedance. First, many proctoring software require students to 

film their entire desk and room before starting an exam [54]–[57]. After 
that, their room will still be visible in the background, which many students 

experience as undesirable [64], [65]. Second, some require students to 
remain unmuted [56]. This raises privacy and autonomy concerns, as 

students are constantly being monitored in their private room while being 

restricted to leave the seat. Moreover, conversations in the background can 
be picked up by the microphone, which will be found back in the recording. 

It is out of the scope of this thesis to discuss further privacy concerns as it 
does not add to the research question, but it is worth mentioning the 

problem. 
 

Critical questions around the set-up of the algorithm arise. When should it 
accuse a student of cheating? Do companies behind these algorithms take 

into account the diversity of students? What about the historical flags in the 
training dataset that were grounded on unjustified, human error 

punishments? What could be ableist, unfair and discriminatory about online 
proctoring algorithms?  

4.2.1.1. Type of bias 

Chapter 1 described different types of algorithmic bias. Automated 

proctoring has many different problematic issues, but for the sake of 
addressing the research question of this thesis, the focus will lie on the 

problems that cause biased decision-making. The most prominent bias is 
towards ableism (not taking neurodiverse – that is diagnosed and 

undiagnosed with e.g. dyslexia, autism, ADHD, and other learning 
disabilities - and disabled people into consideration) [66]. 

 
It can be difficult to find the true source of ableist bias in proctoring 

algorithms, although this thesis will make an attempt to reason towards a 
source. While the tasks of its eye tracking mechanism is to track whether 

students gaze appropriately to their exam, it is merely doing its job when 

it detects and reports a deviation from the ‘standard’. More on the ‘standard’ 
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and ‘outcasts’ will be argued in the discrimination and fairness section. 

However, when neurodiverse students with, for example, ADHD cannot 
keep fully focused during the entire exam period and stray their gaze for a 

long period of time (sometimes paired with distraction from their 
surroundings), their behavior will be flagged as cheating. Although many 

diagnosed neurodiverse students notify their examinator about their 

obstacles in exams, there will always be students who are not diagnosed 
and are not aware of their neurodiversity themselves. Course 

administrators who review the report and are not aware of the several ways 
neurodiverse people act and think, might have the tendency to accept and 

trust the flag of the algorithm and punish these students when they are 
neither aware of the neurodiversity of an undiagnosed student. This 

decision motivated by confirmation bias, a form of user bias [67], will be 
labeled in the training data as a valid example of cheating. The proctoring 

algorithm then uses machine learning to learn from such biased examples 
and continues the cycle of further biased accusations. The result could be 

that the algorithm possibly suffers from training data bias, caused by being 
fed mislabeled examples of cheating, which are provided by user bias.  

4.2.1.2. Discrimination and fairness 

It is illegal to discriminate on the grounds of disabilities (including people 

who are perceived to be disabled) [68]. With regard to ableist bias, the 
proctoring algorithm discriminates by penalizing neurodiverse students on 

not behaving ‘normally’.  
Neurodiverse people do not prefer to be perceived as sick and 

disabled, they rather like to be accepted for who they are [69]. However, 
they are the opposite of neurotypical people – people who think, behave 

and are perceived as ‘normal’. Consider Danks & London’s formal notion of 
bias again, wherein they state that bias is a deviation from the standard. 

The ‘standard’ in this case is ‘normal’ people, and the lack of any deviation 
for neurotypical people could mean that this implies ‘unbiased’, ‘neutral’ 

and perhaps ‘fair’. A neurotypical student would be flagged if they behave 

suspiciously, differing from their own standard, desirable, behavior. This 
may very well look like cheating if they do not have any good reason to look 

away from their screen, which is fair and unprejudiced treatment. In 
contrast, proctoring algorithms perceive the behavior of neurodiverse 

students as deviations from ‘normal’ behavior from ‘standard’ students, 
leaving these algorithms biased towards neurodiverse students. Although 

both neurodiverse and neurotypical students are equally penalized for 
staring outside of their screen, it is not desirable that they get penalized for 

equal reasons. Here, take caution that they are treated with counterfactual 
fairness (see section 4.1). In the eyes of the examiner, this is how fairness 

is achieved. However, neurodiverse students have several reasons for 
gazing away, and if they would belong to the group of neurotypical 

students, it is not likely that their aberrant gaze has a neurologically 
explainable reason. Both types of student would be flagged, only for the 

neurodiverse students to be discriminated against on unfair grounds. This 

is a form of indirect discrimination – a form of discrimination wherein 
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“individuals appear to be treated based on seemingly neutral and non-

protected attributes.” [41] Yet, while it seems a neutral act for the eye 
tracking mechanism to report when students gaze away, the data that 

results from this will reflect implicit effects toward neurodiverse students 
when their eye movements correlate with their neurodiverse behavior (see 

[60] and [70]). Eye movements as a proxy for neurodiversity leads to 

ableist bias.  
  To achieve fairness towards neurodiverse students, a better notion 

should be searched, in order to find the right configuration for the 
automated proctoring algorithm. One suggested notion is accuracy equity 

(see section 4.1), which is achieved when a proctoring algorithm 
discriminates suspicious behavior and non-suspicious behavior equally well 

for both groups of students [31], [52]. Neurodiverse students would be 
flagged on different grounds, which is possible when the algorithm uses two 

separate classification models. However, this would require a large dataset 
for both groups separately, which includes the legally protected attribute of 

disability. Generally, it is a challenging task to collect such data due to 
privacy limitations and fear of disclosure [66].  

4.2.1.3. Mitigation measures 

With the goal to achieve fairness through accuracy equity in mind, we can 

start finding proper mitigation measures to combat training data labelling 
bias and confirmation bias in the proctoring algorithm. As the first is a 

consequence of the latter, the first step is to eliminate biased confirmations 
of flags.  

One obvious way is to let the course administrators disable the eye 
tracking mechanism when determining the settings of cheating behavior. 

They would have to rely on other aspects, which might give less accurate 
flags for the true positives. The examinators would have to make a trade-

off between a more accurate algorithm and protecting their neurodiverse 
students. However, this would not guarantee that the proctoring algorithm 

is free of other implicit, unknown biases. Another way to mitigate 

confirmation bias is to educate the exam administrators, who make the final 
judgement, on the signs of neurodiverse behavior. When examinators are 

aware of a student’s diagnosis, they know when a presented flag is a false 
alarm. Moreover, an undiagnosed student should be treated equally to a 

diagnosed student when they show similar neurodiverse behavior. So it is 
important that examinators recognize the signs of neurodiverse behavior, 

and judge the flags appropriately. On the other hand, in a report on the 
intersection of bias, disability, and AI, Whittaker et al. [66] ask critically: 

“When is it appropriate or acceptable to make inferences based on data 
representing (dis)ability? And, who should be tasked with answering this 

question?” This is especially problematic when examiners or software 
owners disclose a student’s disability inaccurately and non-consentingly, 

because it can endanger, for instance, their livelihoods and medical care 
access [66]. Discrimination towards, for example, autistic people is still 

common in society [71], so the risk that such information would be unjustly 

used to exclude and penalize people is high [66]. Thus, we should question: 
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is it desirable that an examiner judges student’s disabilities based on eye 

tracking data? The discussion of this question lies beyond the scope of this 
thesis, nevertheless interesting to consider in a full examination of online 

automated proctoring. 
With regard to mitigating bias within the proctoring algorithms 

themselves, some proctoring services claim to be specially designed to 

maintain fairness. One such service is Rosalyn.ai. The Rosalyn.ai team 
states on their website [72]: “We focus as much on the student experience 

as the efficiency of our system. Diversity, equity, and inclusion are design 
principles in our remote proctoring system. Performing well for the widest 

range of body shapes, skin tones and neurotypes is vital to maintaining the 
integrity of our invigilation as much as the test itself.” They believe their 

proctoring algorithm flags accurately and equitable towards protected 
groups, because they use a large and ever-expanding training dataset that 

includes test-takers of all diverse backgrounds [73]. Although they still use 
eye tracking techniques, using a diverse training dataset to recognize 

cheating and non-cheating behavior within the neurodiverse group of 
students, is a step in the right direction towards fairness through accuracy 

equity. 
 

4.3. What do we need besides a fair algorithm to prevent algorithmic bias? 

Many mitigation measures have been proposed, which are often context 

specific. This section will describe three general ways to mitigate algorithmic 
bias.  

 
To date, there are few studies that have investigated the association 

between algorithmic bias and online automated proctoring, and there is 
little to no research on how to mitigate it. However, from previous work on 

algorithmic discrimination towards misunderstood people [30], [74]–[76], 
it is at least reasonable to generally advice a human-centered approach 

wherein the focus lies on understanding students of all backgrounds. Thus, 

it is advised to design a decision-making algorithm in collaboration with the 
protected groups [66]. In other words, foregrounding the experiences of 

particular groups (e.g. disabled students), rather than forcing them into a 
painful situation, helps us understand how to overcome bias in data [25]. 

Moreover, taking an effort to build a developer team with as diverse people 
as possible is empowering towards protected groups, as the people building 

an automated decision-making algorithm represent the people who are 
affected by them.   

 
Another possible mitigation measure that can be applied on most algorithms 

is by compensating one type of algorithmic bias in one stage with 
algorithmic bias in another one [12]. This is especially useful when the 

nature of a occurred bias is known. Danks and London explain that if an 
algorithm is affected by, for example, training data bias in the sampling 

process, then it is possible to use a bias in the algorithmic processing stage 

to offset or correct for the training data bias [12]. Correcting one bias with 
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another bias is a light measure developers can experiment with, but one 

must note that developers can be biased as well when they choose the 
configuration for ‘neutralizing’ the other bias. One must ask critically: what 

is their notion of fairness and what is the ideal output of their algorithm 
when applied to different populations? 

 

The future of ethical AI lies in guidelines and regulations. To date, many 
governments have attempted to conceptualize lawful regulations on AI 

ethics, which are often merely a recommendation due to complicated 
parliamentary processes. For example, in their report named ‘Ethics 

Guidelines for Trustworthy AI’ [77], the European Commission suggested a 
general ‘trustworthy AI assessment list’, which is a checklist on legal and 

ethical requirements to achieve a trustworthy AI. Independently, the Dutch 
Ministry of the Interior and Kingdom Relations commissioned a team of 

researchers from Dutch universities together with the Dutch Institute for 
Humans Rights to compose a step by step handbook on how to mitigate 

algorithmic bias. The handbook considered technical, legal and 
organizational criteria in their handbook, which target audience are both 

the public and private sectors [78]. Such comprehensible legal and ethical 
frameworks are educational towards developer teams that do not know 

where to start with developing a fair algorithm. 
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5. Conclusion 
The aim of this thesis was to answer the research question: How can 
algorithmic bias in automated decision-making algorithms be mitigated to 

prevent discriminatory decisions? This thesis has shown that algorithmic 
bias, which we roughly defined as “the worry that an algorithm is, in some 

sense, not merely a neutral transformer of data or extractor of information” 

[12], has many different types and sources, and is capable of emerging in 
all stages of developing an automated decision-making algorithm. 

Secondly, this thesis found that specifying a notion of fairness is an 
important step to achieve fairness and prevent discriminatory decisions, but 

it is a case-specific task. The proctoring case confirmed that it has no 
straight-forward way to mitigate its bias and achieving fairness requires a 

developer team to make trade-offs between different values. The findings 
of this thesis suggest that there is no one-size-fits-all solution to solve every 

biased algorithm, rather it found that each bias should be examined in its 
own context. Thus, the research question has no coherent answer, but 

finding the right mitigation techniques for algorithmic bias depends on the 
context of the algorithm. However, it seems that collecting representative 

datasets, developing an algorithm in a diverse team and creating it with 
misunderstood groups could generally help mitigate algorithmic bias. 

Furthermore, centralized regulations and handbooks might educate 

developers and bring more awareness to problematic implications of social 
bias in algorithmic decision-making. 

 
The present thesis has been one of the first attempts to examine online 

automated proctoring algorithms in the context of algorithmic bias and 
fairness. Being limited to the amount of previous research, this study lacks 

an extensive discussion on its mitigation measures. Moreover, this thesis 
does not claim that it has a definite answer to the ableist fairness problem 

of automated proctoring. Secondly, it is unfortunate that the thesis did not 
include more information on different notions of fairness and bias. It was 

out of the scope of this thesis to provide an extensive list of these notions, 
which left the lists selective.  

 
Despite its exploratory nature, this thesis offers some insight into how 

algorithmic bias in automated decision-making algorithms can lead to 

discriminatory decisions towards protected groups. A natural progression of 
this work is to analyze what different mitigation techniques are used in 

which contexts. Considerably more work will need to be done to determine 
when to use a specific mitigation technique. Moreover, it would be 

interesting to study discrimination-aware algorithms in future research: 
What does it mean for an algorithm to be a non-hypocritical social justice 

activist? However, this thesis forms a small stepping stone in such an ever 
involving field towards more algorithmic fairness. 
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