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Abstract

Sea level rise and global warming form an ever-growing thread to the health of the corals
reefs and the safety of the coastal areas. Coral reefs form diverse ecosystems that protect
coastal area all around the world against wave runup, flooding and erosion by dissipating
wave energy at some distance from the shoreline. This is also true for the fringing reef at
Whitehouse bay in Jamaica.

In the last view decades, Jamaica experienced a 85% loss in coral reefs due to a series of
natural and man-made disasters. Degraded reefs from bleaching events or physical damage
can lead to a reduction in structural complexity and results in a lower bottom friction and
roughness. Coral reefs can form complex 3-dimensional structures, with a high variety in
width, height and vegetation density. A large part of wave transformation across reefs is
controlled by the structural complexity of coral reefs.

This master thesis will investigate the effect of reef structures and a loss of reef structures
on the wave propagation across coral reefs. First, an observational study on the structural
complexity of the corals and sea-grass in Whitehouse Bay was preformed.

I used structure for motion to quantify the structural complexity of the corals and sea-grass
in the study area. Structure for motion creates 3-dimensional image and digital elevation
models (DEM) of the reef out of 2-dimensional images by estimating the motion of these
images. The results from the structure for motion survey were then used to determine
the structural complexity of corals in the study area. The results show an average coral
height of 0.78 [m] and an average sea-grass height of 0.4 [m].

The next part of this study uses the structural complexity of corals to modelling the wave
propagation across the fringing reef in Whitehouse bay, Jamaica. Recent studies show the
importance of low frequency or infragravity waves, with frequencies lower than 0.04 Hz, in
reef hydrodynamics. Xbeach Surfbeat was used to model the effect of coral degradation
on the propagation of waves across the coral reef and to determine the contribution of low
frequency waves to the wave height and runup near the beach.

The results showed an increase in low frequency runup between 11% and 55409%, an
increase in low frequency wave height between 403% and 1409% and an increase in setup
between 76% and 328%, when comparing the current situation to a state where the corals
are completely degraded. The results also show that the amount of coral degradation
influences the location of the fictional dissipation. In the current state, the frictional
dissipation is largest offshore the reef crest. Whereas the frictional dissipation is largest
further onshore when the corals are eroded.
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1 Introduction

1.1 Motivation

Coral reefs near the coast of Jamaica are degrading at an alarming rate due to climate
change and human activities. Between 1980 and 1990 Jamaica had faced a series of natural
and man-made disasters, which resulted in an 85% loss in the country’s coral reefs. The
ones vibrant coral reefs that provided an ecosystem for many fish species have turned form
wave-resistant structures into degraded coral communities with little biodiversity (Goreau
and Hilbertz, 2012).

Reefs are important because they protect low-altitude coastal areas against wave runup,
flooding and erosion, by dissipating wave energy at some distance from the shoreline
(Quataert, 2015).

Waves propagation across reefs differs significantly from waves propagation across sandy
coasts due to the complex and steep bathymetry of reefs and high roughness (Sous et al.,
2019). Determining how incoming wave energy is transferred over reefs towards the
beach depends on the reef topography, roughness, incoming wave features and water level
(Symonds et al., 1995).

Wave breaking is the dominant wave energy dissipation on sandy coast, whereas frictional
dissipation is dominant on reef lines coast.

Recent studies show the importance of low frequency or infragravity waves in reef hy-
drodynamics (Van Dongeren et al., 2013) (Pomeroy et al., 2012). (Van Dongeren et al.,
2012) showed that short waves with a frequency between 0.04 and 0.2 Hz dominate on
the fore-reef and near the reef crest, while inside the lagoon the infragravity waves with
frequencies between 0.005 and 0.04 [Hz] become increasingly dominant, accounting up to
50% of the combined bottom stresses (Zijlema, 2012). (Young, 1989) found that even with
the dissipation of short waves, significant infragravity energy remains across the reef.

The complex bathymetry and hydrodynamics of reef lined-coast make risk assessments
difficult and expensive (Quataert, 2015). Better insight into the effect of coral reef degra-
dation on the hydrodynamic processes can help stakeholders such as governments, engi-
neering companies and citizens to make informed decisions, to reduce the risk of coastal
hazards and protect the coast area in Jamaica against the dangers of sea-level rise and
flooding.






2 Background

2.1 Coral reefs
2.1.1 Morphology

Coral reefs originate from coral larvae that attach themselves to a piece of land and
start to grow. The skeletons of the coral reefs are essentially built of limestone and have a
growth rate of a few millimetres per year (NOAA, 2020). Based on their geo-morphological
characteristics, coral reefs can be divided into three distinct groups: fringing reefs, barrier
reefs, and atolls (Smithers, 2011)

Fringing reefs are the youngest and most common type of reefs that grow directly along
the coast, surrounding the island. This is also the type of reef that is found in Jamaica.
Fringing reefs are characterized by steep slopes at the reef crest that transition into a
shallow reef flat (Koehl and Hadfield, 2004) and are sometime separated from the island
by shallow and narrow lagoons. Over time, the space between the reef and the coastline
increases due to sea-level rise, erosion, and land subsidence. As the reef continues to grow,
the fringing reef develops into a barrier reef (Smithers, 2011).

Barrier reefs are usually older structures located parallel to the shoreline, with a large
lagoon separating the reef from the coast (NOAA, 2020). The lagoon of a barrier reef
can be several kilometres wide and up to 70 metres deep. Smaller barrier reefs are often
circular, surrounding an island or landmass. Larger barrier reefs can form complex linear
features comprising chains and reef patches elongated into ribbon reefs (Bertin et al.,
2018). If the island continues to subside and is no longer visible above the sea level, we
get the last successive state of reef evolution, the atoll (Woodroffe and Biribo, 2011).

An atoll is a ring-shaped coral reef that surrounds a body of water (lagoon). The atoll
protects the habitat inside the lagoon from the open sea. However, the low coral elevation
makes the habitat inside the lagoon susceptible to changes in hydrodynamic forces and
sea-level rise (Storlazzi et al., 2018). This means that the coral growth must keep up with
the relative sea-level rise for an atoll to persist (Erickson and Kusky, 2009).

Volcanic island Fringing reef Barrier reef Atoll

T ST e

Figure 1: Evolution of coral reefs from a volcanic island into a Atoll reef according to Darwin (Webb, 2020)

2.1.2 Structural zones

Different structural zones can be recognized in the coral ecosystem. The reef flat (lagoon
and back reef), reef crest and fore reef. These zones are based on the location within
the reef and characteristics such as wave action, water depth, light intensity, temperature
and water chemistry (Bruckner, 2011). Each zone has their own effect on the wave trans-
formation and the zones are physically and ecologically interconnected. The zones vary
depending on the type of reef (Moyle and Cech, 2004).
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Figure 2: Different reef zone in cross shore section (Bruckner, 2011)

Reef flat

On fringing reefs, the reef flat is along the coastline. The width of the reef flat can range
from a few metres to a few kilometres and depths range from a few centimetres to a few
metres (Block, 2008). The low water depths cause fluctuations in temperature, salinity
and exposure to air during low tide and makes this a tough place for coral to live. In
order to survive in this area, the corals must adapt to the harsh environment. This causes
the variety of corals in this area to be lower compared to other areas in the reef. Despite
the tough environmental conditions, corals in this area are protected from wave breaking
action by the reef crest (NOAA, 2020).

For barrier reefs, the reef flat is divided in a lagoon and back reef. The lagoon is similar
to the reef flat but with larger water depths ranging from a view metres to 60 metres
(King and Schwartz, 2019). The back reef is the area that slopes into the lagoon. Like
the lagoon, this area is sheltered from the wave action by the reef crest (Moyle and Cech,
2004).

Reef crest

The reef flat extent out to the highest part of the reef, called the reef crest. This is the
area that receives the most impact from wave energy due to breaking of incoming waves.
The reef crest is close to the water surface and can even reach above the surface during
low tide. The coral in this area receive large amounts of sunlight because of the high
altitude of the reef crest (Block, 2008). A limited amount of organisms can live in this
area due to the harsh conditions. The corals that live in this area are usually dominated by
stoutly branching coral that are made of calcium carbon. The coral grow closely together
to strengthen the structure (NOAA, 2020).

Fore reef

On the ocean side, the reef crest turns into the fore reef. The fore reef extends from the
low-tide point into the deep water and is characterized by a steep slope that can sometimes
form a vertical wall called a drop-off (NOAA, 2020). A great coral diversity is found at
depths of 5 to 20 metres due to the high light exposure and low wave action in this
area. Spurs (shore-normal ridges of coral) and groove (shore-normal patches sediment)
formations occur in the upper part of the fore reef from the low-tide mark to about 20
metres deep. This system of spurs and grooves are primarily present in wave-dominated
areas and help to both drain debris and sediment away from the reef into the deep water,
and migrate the force of incoming waves back into the open sea(Munk and Sargent, 1954).



2.1.3 Forming of coral reef

The reproduction of corals can be a-sexual or sexual. A-sexual reproduction appears when
coral fragments break from adult coral branches, settle somewhere else and grows further.
This is often the result of external disturbances, such as fisheries or storms (Network,
2010).

Sexual reproduction is the most common form of coral reproduction. An important aspect
of sexual reproduction is coral recruitment, which refers to the settlement of larvae. There
is a difference in the recruitment of broadcast spawning corals and brooder corals. The
former goes as follows:

1. To start with, mature corals produce gametes (eggs and sperm) through meiosis.
The produced gametes are released into the water by the mature coral when the
environmental conditions are right.

2. After this, the gametes will float towards the water surface where external fertiliza-
tion takes place.

3. The fertilized egg, called a zygote, starts to drift in the current.

4. Next, the zygote undergoes cell division (mitosis). During this process the zygote
divides into two cells, then four and so on, until an embryo forms.

5. The embryo keeps on developing and become a larva called a planula. The body
of the planula is microscopic and is covered by small thread-like appendages called
cilia. The cilia help the planula move through the water but are not strong enough
to move against the current.

6. After some time the planula settles on the sea bed and the organism start to develop
from a juvenile to either a sexual or an a-sexual adult coral (Leal et al., 2016).

The recruitment of brooder corals is a little different. Brooder corals maintain the egg
while obtaining sperm from the water and fertilization takes place within the brooder
coral. The brooder planula is then released to the water column. After the planula is
released, it undergoes the same process as the broadcast spawning coral (step 5 & 6) (Leal
et al., 2016). Figure 3 shows the recruitment of both broadcast spawning and brooder
corals, and a-sexual coral reproduction.



Fertilization Embryo

Sperm & eggs /_\ ®

-

Broadcast spawning

Figure 3: Reproduction of coral. The black arrows show the reproduction of broadcast spawning, the blue arrows
show the reproduction of Brooder corals and the red arrows show the A-sexual reproduction of corals. Adapted
from (Bruckner, 2011)

2.1.4 Degradation of coral reef in Jamaica

Coral reefs in Jamaica are degrading at an alarming rate (Nystrom et al., 2000). Over
population, fisheries, climate change and natural disasters cause a 50% decline in coral
communities since 1970 (Aldred, 2014). (Plass-Johnson et al., 2015) showed that by 2005,
up to 95% of the corals were bleached in different locations in Jamaica.

Coral bleaching appears when single-celled algae called symbiotic zooxanthellae are re-
leased from their coral organism due to stress caused by an increase in sea-water tempera-
ture or pollution. This makes climate change the driving factor of coral bleaching (Phinney
et al., 2006). Coral bleaching leaves the corals with a white cast. However, bleached corals
are not necessarily dead. Corals can recover and regain their vibrant colors when water
temperatures decrease. However, when the temperatures keep increasing, the coral die
completely as shown in figure 4.

Figure 4: (a) healthy corals, (b) bleached corals, (c) death corals [The Ocean Code, 2019]

When corals get bleached or die, their structural complexity can change. The struc-
tural complexity of corals can be defined as the physical 3-dimensional structure of coral
branches or coral reefs (Jones et al., 1994). Corals with a high structural complexity are



found to dissipate larger amounts of wave energy compared to corals with low structural
complexity, thus better protecting reef lines coast from wave impact (Nelson, 1994).

Corals that die do not automatically lose structural complexity. If dead corals are left
undisturbed in areas with low wave- and human impact, the corals structures will remain
intact. Structural complexity is only lost when erosion, due to environmental or human
impact, occurs (Graham and Nash, 2013).

Human impact can form an even bigger threat than climate change. The coral reefs in
Jamaica used to be the home of 135 different species of fish (Klomp et al., 2003). Fish
are important for the maintenance of the reef, because they keep the algae level in check.
With fishing being the primary source of income for around 69% of the inhabitants of
Jamaica, over fishing is a huge problem in Jamaica. It caused a reduction in biomass of
80% between 1980 and 2000 (Klomp et al., 2003).



2.2 Reef Hydrodynamics
2.2.1 Wave generation

In order to predict the wave transformation over a reef area, it is important to know
how waves are generated. Ocean waves are commonly generated by wind induced friction
between the air and surface water. This friction causes a disturbance of the sea surface
that results in oscillatory waves, also known as short free surface waves (Lowe et al., 2005).

Waves can be classified into different groups based on their frequency, period, and gen-
eration method, as shown in figure 5. The three most commonly used wave groups are:
sea-swell waves, infragrafity waves (IG waves), and very low frequency waves (McDonald
et al., 2006). The very low frequency waves are outside the scope of this project and will
therefor not be elaborated.

Wave period
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Figure 5: Energy spectrum for different types of waves (Munk, 1951)

Sea-swell waves

Sea-swell waves are also known as short waves and typically have high frequencies between
0.04 and 1 Hz (Nepf and Vivoni, 2000). Waves that are generated out of wind fields by low-
altitude storms and far away from the shore are known as swell waves. During propagation
towards the shore, swell waves behave monochromatic and transform from relative short
and steep waves with wave a steepness of (L/H=20 [-]) and wave a period of (T=5 to 10
[s]) to relative long and flat waves (L/H=100 [-], T=10 to 30 [s]) (McDonald et al., 2006).

Sea waves are generated by local winds and tropical cyclones (Nepf and Vivoni, 2000),
and can be described as sinusoidal waves with different directions, amplitudes, frequencies
and phases (Munk et al., 1963).

Infragravity waves

IG waves are surface gravity waves with a frequency lower than wind-generated ‘short
waves’. IG waves typically have frequencies between 0.004 and 0.04 Hz, thus not corre-
sponding with the part of the wave spectrum that is directly generated by wind forcing
(Nepf and Vivoni, 2000). The wavelength of IG waves are longer than short waves, ranging
from a few hundred metres to kilometres, whereas short waves typically have wavelengths
ranging from a few metres to hundreds of metres (Nepf and Vivoni, 2000). When coupled



with high offshore water levels, IG waves can lead to over-swash at the beach. This can
make areas more vulnerable to flooding (Cheriton et al., 2016).

IG waves can either appear as ‘free’ or ‘bound’ (Nepf, 2012). The two primary mechanisms
that influence the generation of IG waves on a reef are the propagation of bound IG waves
and the generation of IG waves by break point forcing (Pomeroy et al., 2012).

Bound IG waves

The generation of bound IG waves is linked to the phase-coupling (grouping) and non-
linear interaction between short waves with similar frequencies. When two short wave
trains with similar wavelengths and frequencies are in phase, the amplitudes are added.
Similarly, when they are out of phase, the amplitudes damp each other out. This results
in a radiation stress gradient that generates a third, irregular wave group structure. When
the generated wave group structure is 180 degrees out of phase with the short wave group, a
so-called bound IG wave is generated as shown in figure 6 (Herbers et al., 1995a). Bound IG
waves can be generated in the open ocean where they are only a few centimetres in height
and are stronger in high energy swell conditions (Herbers et al., 1995a) (Van Dongeren
et al., 2003).
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Figure 6: (a) The merging of two wave trains of slightly different wave lengths, but the same amplitude. (b). The
two wave trains form wave groups and induce a long bound wave. Modified from Open University (Houthuys et al.,
1994)

Moving break-point

The second IG wave generation mechanism is moving break-point location (the location
where short waves break). The wave height of incident sea-swell wave change when they
group together. As a result, the break-point location changes as well. (Symonds et al.,
1982) proposed that freely propagating IG waves are generated as dynamic setup/down
oscillations due to the fluctuating break-point of different sized wave groups.

The steepness and groupiness of incident wave groups determines the efficiency of the
break-point mechanism (Evans and Jones, 2002) (Baldock, 2012). The groupiness of inci-
dent waves causes a variation in break-point location on a time scale of the wave group.

The break-point location also depends on the wave height relative to the water depth.
Lower waves tent to break in shallow water closer to the shore, whereas higher waves tent
to break in deeper water further offshore.



The maximum and minimum cross-shore location of the break-point determines the surf
zone width and thus the setup. Waves breaking cause a momentum loss, that is compen-
sated by a shore-wards water level increase (wave setup). Hence, the horizontal movement
of break-point location causes fluctuation in the wave setup with frequencies similar to
the incident wave groups (Symonds et al., 1982).

The mechanism of break-point forcing generates two IG waves as shown in figure 7. The
first IG wave is a set-down wave that travels seawards in anti-phase with the wave group.
Amplitudes of set-down waves depend on the beach slope, group frequency and mean
break-point location (Symonds et al., 1982). The second IG wave is a setup wave, propa-
gation shore-ward in phase with the wave group. The amplitude of this wave is relatively
insensitive to incident wave height. Both waves have the same frequency as the wave group
and originate at the sea-swell wave break-point (Symonds et al., 1982)
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Figure 7: Generation of a bound long wave by a moving breakpoint (Pearson, 2016)

Bound long waves are dominant on mild sloping beaches and break-point forcing is domi-
nant on steeper beaches (Van Dongeren et al., 2007)(Battjes et al., 2004). The steep reef
crest makes that break-point forcing is an important mechanism on reef profiles.

Free IG waves

When incident short and bound IG waves reach shallow water and enter the surf-zone,
they lose their group structure due to breaking and will propagate to the shore as free IG
waves. When the free IG waves are released, they are reflected on the beach and radiate
seawards into deep water “leaky mode”, or the free IG waves get trapped in the surf zone
and become an “edge wave”. (Herbers et al., 1995b) found that although both bound
and free IG energy levels increase with decreasing water depth and increasing short waves
energy, free IG waves generally dominate the IG frequency band (Herbers et al., 1995b).
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2.2.2 Wave transformation and propagation on reefs

Obtaining a good understanding of the influence of coral degradation on wave transfor-
mation requires a good understanding of wave transformation as waves propagate from
the deep ocean, across a reef platform, towards the shore (Gourlay, 1992). Wave trans-
formation across reefs is complex and includes processes of shoaling, breaking, energy
dissipation, refraction and reflection (Monismith, 2007). This section describes the wave
transformation and propagation over coral reef from offshore towards the beach.

Shoaling zone

When ocean waves travel from the open ocean, over a reef, to the shore, they first face the
reef front. Here, waves enter the shoaling zone, where linear and non-linear wave processes
transform the wave characteristics (Eldeberky, 1997). Due to the steep slope of the reef
front, the waves start to interact with the rough bottom and slow down as the water depth
decreases. The waves do not lose energy at this point. The decrease in wave group velocity
is compensated with an increase in wave height, a process known as shoaling (Gourlay,
1994). The shoaling of waves can be defined as the change in wave properties such as wave
height, length and celerity by the propagation of waves from deeper water into shallower
water (Gourlay, 1994). During the shoaling process the wave peak is steepened and the
wave through is flattened because of the generation of higher wave harmonics.

Breaker zone

When waves propagate through the shoaling zone, the wave height increases until the
waves break. This is the point where the waves enter the breaker zone. In this region
individual short waves lose energy due to breaking and long waves are generated due to
moving break point (section 2.2.1) or the generation of bound long waves (section 2.2.1)
(Symonds et al., 1982).

Most waves break on the steep fore reef and reef crest when propagation towards the
shore. The breaking limit v is used in shallow water to determine at what water depth
wave breaking occurs, following:

(1)

_H
T
Equation 1 shows the relative submersion of the reef where H is the wave height at breaking
point (Symonds et al., 1982).

Due to the abrupt change in water depth from deep water to the near horizontal reef flat,
there is a great variation in 7. (Vetter et al., 2010) found values for y between 0.9 and 1.1
near the reef crest and values of y between 0.12 and 0.22 on the reef flat for fringing reefs.
Research also showed that the incident wave height played a role in the magnitude of ~.
Larger incident wave heights caused larger values of . (Young, 1989) found the breaking
limit to be higher for higher slopes.

Surf zone

After the beaker zone, the waves enter the surf zone . The surf zone is an important
region within coral reef zones that is usually located inside the lagoon. The roughness of
the coral reefs have a profound effect on the near-shore hydrodynamics due to the shallow
water levels inside the lagoon (Franklin et al., 2013). (Svendsen, 1984) found that the surf
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zone can be divided into three regions: (1) the outer surf zone, (2) the inner surf zone and
(3) the swash zone.

The outer surf zone is characterized by a constant setdown and a rapid change in wave
shape due to the development of the surf roller. In this zone the potential energy of the
waves is transformed into kinetic energy, leading to a decrease in wave height, but not to
a significant change in momentum flux (Svendsen, 1984).

When the waves propagate into the inner surf zone, wave setup and the dissipation of
wave energy starts. Furthermore, a seawards undertow is created and the wave roller
that developed in the outer surf-zone continues to travel landwards and becomes a bore
(breaking wave front, resembling to a hydraulic jump) (Svendsen, 1984)

After the inner surf zone, the waves move into the swash zone. This is the zone where
runup and rundown occurs and is marked by an up-rush of water against the beach face
after waves have broken. The swash zone moves as water levels vary (Svendsen, 1984).

Runup

The wave runup can be defined as the vertical distance between the still water level (SWL)
and the maximum height reached by the up-rush of waves breaking on a beach or structure
(Gourlay, 1994), and is often used to predict coastal inundation and extreme water levels
(Rey, 2019).

(Stockdon et al., 2006) described the runup by dividing it into three different components:
(1) setup 7, (2) infra-gravity swash (S;a), and (3) sea-well swash (Sj,c). There currently
is no empirical formula to predict runup on reef. The theory of (Stockdon et al., 2006)
is based on data derived from 10 field experiments on sandy beaches, under different
environmental conditions. This resulted in the following empirical relationship:

)
R(g%) =1.1 |:77 -+ 2:| (2)

where,

7= 0.358y/HoLo
S = /(Sine)? + (Src)?
Sine = 0.758+/Ho Lo
Srg = 0.061/HoLo

Where S is the beach slope 7 is the time-averaged water level elevations at the shoreline
(i.e. setup), Hy is the deep water wave height, Ly is the wave length, S is the total swash,
Sic is the IG swash and Sj,. the incident swash (Stockdon et al., 2006) as shown in
figure 8. The runup is commonly expressed as Rag, which shows the runup level that is
exceeded by 2% of the waves. The relative contribution of each component to the total
runup depends on the local bathymetry and offshore wave condition (Bertin et al., 2018).

Swash is the turbulent layer that washes up against the beach, while setup is static at
short wave timescale. IG swash is an important mechanism at the beach, because I1G
waves dominate at the reef flat. IG swash can be caused by IG waves breaking or due
to a water level change caused by the reflection of an IG wave on the beach (Baldock
et al., 1998) (Raubenheimer et al., 1995). (Guza and Feddersen, 2012) established that IG
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swash increases with increasing frequency spread and decreases with increasing directional
spread.

Incident swash is caused by the collapse of a bore. Incident waves lose most of their energy
due to breaking. The remaining energy forms a bore and travels to the shoreline where
the bore and backwater accelerate and collapses. This collapse causes the potential energy
to be transferred into kinetic energy, resulting in an up-rush of water against the beach
(incident swash) (Beyer, 1994).

1 — . &
Ry, =1 + 7V (Sine)® + (Si6)? Sig _T'Z-l__ I

Figure 8: The total runup against a beach is shown left and the different components, setup, IG swash and incident
swash are shown right (Pearson, 2016)

Setup

Wave setup is defined as the increase in mean water level (MWL) due to waves breaking
(Gourlay, 1996). The breaking of waves causes an increase in radiation stress, which is
balanced by a change in hydrostatic pressure i.e. by a change in MWL (Pearson, 2016).
The maximum setup occurs at the intersection of the MWL and the beach face (Gourlay,
1992).

Similarly, the wave setdown is defined as the decrease in MWL during the process of
shoaling (before the waves break). As the waves travel towards the shore, setdown occurs
because the increasing wave trust is balanced by a change in hydrostatic pressure. This
causes a decrease in MWL (Gourlay, 1996). The maximum setdown occurs near the
breakpoint.

Linear wave theory

The principle of setup on reefs is similar to setup on sandy beaches. The main difference is
the increased bottom roughness caused by reefs, which contributes to the wave-averaged
cross-shore momentum balance. (Buckley et al., 2015) described the wave averages cross-
shore momentum balance for linear or non-breaking waves on an alongshore uniform reef
as:

0 0
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where the over bars denote time averaging over many wave periods, S, is the cross-shore
component of the wave radiation stress tensor (Longuet-Higgins and Stewart, 1964), where
x is the cross-shore coordinate (positive onshore), d is the time-averaged still water depth,
p is the water density and 7, is the mean bottom stress (Buckley et al., 2015). In order to
solve Sy, analytically, all wave orbital motions above 7 are neglected. The mean dynamic
pressure above 7 is approximated as being hydrostatic, and the mean dynamic pressure
below 7 is taken as —pw'? (w’ is the vertical component of the wave orbital velocity)
(Apotsos et al., 2007). Under these assumptions, S;, can be formulated as:

_ e 1
SM_E<2C 2) (4

~—

where,

Ey, = gngEms (5)

where E is the wave energy density, ¢, is the wave group velocity, and c is the wave celerity
(Buckley et al., 2015), H,,s is the root-mean-square wave height (defined as 2v/2 times
the standard deviation of the sea-surface elevation fluctuations) (Apotsos et al., 2007).

The second term (pressure gradient) of equation 3 results from the cross-shore gradient
in setdown and setup. The interaction between the wave-current velocity field and the
bottom roughness generates the third term (time-averaged bottom stress) and can be
formulated by using the quadratic law as (Grant and Madsen, 1979) (Feddersen et al.,
2000) (Monismith, 2007):

Ty = pCalup|up (6)

where Cy is an empirical bulk bottom drag coefficient, and uy is the instantaneous cross-
shore free-stream velocity above the bottom roughness.

Non-linear wave theory

The breaking of waves is an important mechanism for setup in coastal area. The non-
linearity of the waves increases as waves propagate from deep water over the reef crest to
the reef flat and beach (Monismith et al., 2015).

(Govender et al., 2002) found that plunging (non-linear) wave had higher velocities in
the reef crest compared to non-breaking (linear) waves. This, together with the presence
of wave rollers, results in an local increase in kinetic energy when the waves enter the
surf-zone. Rollers can also creating a lag between the dissipation of wave energy and
the transfer of momentum to the water column (Svendsen, 1984). Equation 3 is true for
situations where wave rollers, breaking and shoaling of waves is neglected. The rollers adds
an additional source of radiations stress Ry, (Svendsen, 1984), which modifies equation 3
to (Buckley et al., 2015):

a Smx+Rxw _ 6 _
Bee + Roz) 5 ) +pg(i+ d)5-+ 7 =0 (7)

Equation 7 is based on the non-linear wave theory. The shoaling and breaking of waves
result in the generation of kinetic and potential energy which creates a radiation stress gra-
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dient (Buckley et al., 2015). The wave roller travelling with the breaking waves contributes
to the kinetic energy and radiation stress and can be calculated by:

Ry = 2E, (8)

where E,. is the kinetic energy of the wave roller modelled using an approximate energy
balance following (Stive and De Vriend, 1995):

g(QErc) = Dy, — T 9)
Where
P _
Dy, = ——(Eycqgcosb) (10)

On

where Dy, is the dissipation due to waves breaking, and 7; is the mean shear stress at the
boundary between the turbulent wave roller and the underlying organized wave motion
which is approximated as:

2gE
P i2T5D (11)

where Sp = sin 8, cos 0, is a dissipation coefficient that depends on the angle 6, of incli-
nation of the boundary between the turbulent wave roller and the underlying organized
wave motion (Dally and Brown, 1995).

Equation 8, 9, 10, and 11 show the wave roller theory and implies that during the breaking
of waves the kinetic energy is transferred into potential energy after which there is a

momentum exchange where the kinetic energy is dissipated by shear stress (Buckley et al.,
2015).

Reflection

Almost all the wave energy dissipates on either the reef front of reef flat due to frictional
dissipation or dissipation due to waves breaking. The small amount of wave energy that
remains may be reflected offshore the reef crest or at the shore. The reflection is expressed
by the reflection coefficient Kr. This coefficient compares the outgoing and incoming en-
ergy fluxes and wave heights and is determined by a combination of hydrodynamic and
morphological factors. Kr =1 means all the incoming wave energy is reflected (Van Don-
geren et al., 2007).

Incoming waves that are reflected at the beach can form standing wave patterns over the
reef(Nwogu and Demirbilek, 2010). When these reflected waves reach the reef crest they
can then be reflected again, changing their direction back to the shore. This pattern of
double reflection can lead to the trapping of wave energy on the reef flat. (Péquignet et al.,
2009) found that the reflection of waves on reefs depended on the wave period, wave height
and wave steepness. Waves with larger periods, wave height and wave steepness showed
more reflection compared to wave with a smaller period, wave height and wave steepness.
(Yao et al., 2017) conducted laboratory experiment and found that the amount of wave
reflected depends on the slope of both the fore reef and the beach, with an increasing
reflection on a fore reefs with slopes steeper than 1:4 [-].
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Resonance

The trapping of low frequency wave near the beach can lead to resonance. Resonance can
be defined as the amplifying of wave energy due to matching of external forces to the nat-
ural frequency on the reef area (Cheriton et al., 2016) (Péquignet et al., 2009) (Pomeroy
et al., 2012). On a fringing reef, the wave resonance is controlled by morphological prop-
erties and hydrodynamic conditions and mainly depends on the width and water depth of
the reef flat. Due to the higher reef crest, a fringing reef can be seen as a semi-enclosed
basin where resonance periods are often in the order of tens of minutes (Péquignet et al.,
2009). In the presence of resonance, reefs can amplify small waves, making these areas
more prone to flooding.

(Buckley et al., 2018) found that there are two conditions under which the incoming low
frequency waves will be in phase with the low frequency waves trapped on the reef flat
after reflection on the beach or reef crest. (1) The energy trapped at the reef flats must
be high enough. Wave energy with nearly the same frequency as the natural frequency
will not always induce resonance because energetic forcing of those waves are required
(Péquignet et al., 2009). (2) standing low-frequency waves must have a node (fixed water
level) at the reef crest. The natural frequency needs to have a specific node location that

is determined by:
1 xshoreline 1 -1
n =—(2n—1 —dx 12
f ode 4( ) /c 9 2 (x) ( )

1
T =
" fN,n

(13)

where, Zsnoretine 18 the point of reflection at the shoreline, n is the number of nodes from
the reflection point, h(x) is the still water depth + wave setup and T| (N,n) is the resonant
(or natural) period (Péquignet et al., 2009).

The morphological properties that influence and control the resonance on a reef are: reef
width, water depth and roughness, and the dissimilar effect on each other. A wider reef
results in a greater resonant amplification, but waves also experience more frictional dis-
sipation, which causes damping of the natural frequencies. The reef width also influences
which low frequency waves experience resonance. 1G waves are more likely to be resonated
on a reef flat with a width smaller than 300 metres (Shimozono et al., 2015), whereas VLF
wave resonance is found to be dominated on reef flats with a width between 250 and 500
metres (Pearson, 2016).

2.2.3 Wave dissipation

This section explores the wave dissipation mechanisms. Wave energy dissipation on reefs
can be caused by wave breaking and bottom friction. Wave breaking on reefs is explained
in section 2.2.2. The energy dissipation due to friction is explained below.

Frictional dissipation

As mentioned in chapter 2.2.2, wave breaking is the dominant dissipation mechanism
along the fore reef and reef crest. Across the reef flat and lagoon frictional dissipation
is dominant (Nepf and Vivoni, 2000). Both flow structures inside the reef and flow over
canopies have a significant effect on the large-scale hydrodynamics in reef lined coasts.
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Flow through a coral colony

The hydrodynamics in and around reef organisms depend on complex interactions between
bottom roughness and the motion of the overlying water column (Lowe et al., 2005).
Understanding flow dynamics in canopies has proven to be very difficult due to the highly
variable spatial flow structures that arise in coral branches (Monismith, 2007). The flow
in and around the canopy is slowed down by the drag force above the canopy. The total
drag is a combination of the skin friction caused by flow in and around the canopy and
in form drag resulting from the roughness and shape of the canopy (Lowe et al., 2005).
(Raupach and Shaw, 1982) used a Raynolds-averaged Navier-Stokes momentum equation
on a horizontal plane to describe the flow in and above a canopy:

0<u> 10<P> 10y,
—_— = _‘_7

— fz 14
ot s 0 e (14)

where x is the stream-wise direction, z is the vertical direction, u is the stream-wise
velocity, P is the pressure, 7, is the shear stress, the brackets indicate spatially averaged
variables and f, represents a spatially averaged canopy resistance term that arises from
forces exerted by the canopy onto the surrounding flow (Lowe et al., 2005). Equation
14 shows that the canopy flow acceleration is a combination of the pressure gradient and
shear stress counterbalanced by the canopy resistance. The paragraphs below investigates
different flow regimes.

Unidirectional flow

In the presence of an unidirectional flow or current, a discontinuity in form drag slows down
the water above a submerged canopy. This creates a large velocity gradient perpendicular
to the canopy (Lowe and Falter, 2015) together with a strong shear layer and a local peak
in turbulent shear stress above the canopy (Ghisalberti, 2009). Turbulence just above and
inside the canopy depends on the turbulence produced within the shear layer (Nepf and
Vivoni, 2000). The shear layer typically has a length scale Ls similar to the canopy height
(Raupach and Shaw, 1982). Turbulent stress vertically transfers momentum and energy
from the overlying water column into the canopy. Together with the pressure gradient
above the canopy and gravitational potential (bed slope) this creates a flow within the
canopy.

The in-situ flow structure of an unidirectional flow over a canopy strongly depends on
the ratio between the canopy height (h.) and water depth (H), also known as depth of
submergence. Three important things happen when the depth ration increases. First,
the driving force for momentum transfer in the canopy shifts form predominantly pres-
sure driven to stress driven. Second, two different zones distinguish themselves inside the
canopy based on the exchange mechanism with the surrounding water column. A pressure
gradient created by drag of vegetation controls the momentum transfer in the ‘longitudi-
nal advection zone’. In the ‘vertical turbulent zone’ momentum transfer is stress-driven.
Third, the turbulence production shifts from the stem wakes to the shear layer on top of
the canopy (Nepf and Vivoni, 2000).

(Lowe et al., 2008) defined three different classes of canopy flow based on the depth of
submergence as shown in figure 9: (1) deeply submerged or unconfined flow (H/h. > 1),
(2) shallow submerged or depth limited flow (H = h.) and (3) emergent flow (H/h. < 1)
as shown in figure 9.

An emergent flow is driven by the pressure gradient. Here the water exchange with the
surrounding column is predominantly by longitudinal advection and all the turbulence is
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produced at the wake of the stems (Nepf and Vivoni, 2000)

As the depth ratio increases, the canopy becomes submerged (depth limited). In this state
there is a shift of turbulence production from the stem wakes to the top of the canopy and
the contribution of the turbulent stress becomes more important and comparable to the
pressure gradient within the canopy. As the turbulent stress increases, the water exchange
mechanism with the surrounding column shifts from an exchange through longitudinal
advection to a vertical turbulent exchange (Nepf and Vivoni, 2000).

Turbulent stress on top of the canopy is the driver for deeply submerged or unconfined
flow within and around a canopy. The contribution of the pressure gradient is neglectable
(Nepf, 2012). Turbulent stresses are mainly created by the large velocity gradient at
the top of the reef as wake turbulence of individual coral branches only has a minor
influence(Raupach and Shaw, 1982).
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Figure 9: Effect of depth of submergion on the flow over a canopy adapted from (Roelvink, 2019)

Wave driven flow through canopy

Flow through a coral colony changes in the presence of waves. Dense canopies can cause
a large velocity reduction in unidirectional flow. This is not the case for high frequency
waves driven flow over a canopy. Unsteady flow beneath waves causes inertia forces that
are comparable to or larger than the canopy drag (Lowe et al., 2005) (Luhar et al., 2010).

(Lowe, 2007)found two key differences between wave driven and unidirectional flow: (1)
the former induces a large oscillatory pressure gradient, and (2) flow resistance in wave
driven flow is increased by acceleration inside the canopy that adds an inertial force.
(Lowe, 2007) also showed that flow within a submerged canopy in both unidirectional and
oscillatory flow conditions can be predicted by depth integrating equation 14, giving by:

ol,  10P O Cadj =~ —~  Cu), 0U,
- = - - J _ 1
ot p Ox * 2hc‘U°°’w‘U°°’w 2he(1 = Np) 1|V 1—), Ot (15)

Where:
e U, = spatially averaged in-canopy flow velocity

e (; = a friction coefficient that relates the magnitude of the shear stress at the canopy
interface to the free stream velocity Us

o (Cjy=an inertial force coefficient
e (;=an empirical canopy drag coefficient

e )\; defined as the ratio of the total frontal area of the canopy elements to the total
plan area occupied by the canopy
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e ), defined as the ratio of the plan area occupied by the canopy elements to the total
plan bed area (exposed bed + canopy elements) (Lowe et al. 2005b).

o Uy = free stream velocity

Surface waves experience resistance in a region near the bed called the wave boundary
layer (Lowe et al., 2005) when propagating over a reef. Above the waves boundary layer
it can be assumed that the wave do not experience resistance from the canopy. Inside the
wave boundary layer it is assumed that the wave do experience resistance forces like shear
stress and form drag due to the bottom roughness.
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3 Objectives and thesis outline

This chapter states the aim of this research. To achieve this aim, one primary research
question and 4 investigative questions are stated. Both the research aim and the research
questions are based on the results of the literature review from chapter 2 and the motiva-
tion from chapter 1.1. Next, the outline of this thesis is given.

3.1 Research objective

This research aims to provide an observational study on the current state of coral reef in
the study area, using structure for motion. In addition, numerical simulations are done to
predict the wave propagation over the coral reefs in both its current state and in a further
degraded state. (Van Dongeren et al., 2013) showed the importance of infragravity waves
near the beach in coral reef lined coast. This research will therefor distinguish between
short wave motion offshore and infragravity wave motion near the beach.

3.2 Research questions
Research question

What effect does the degradation of coral reef in the Whitehouse bay, Jamaica, have on the
total wave energy dissipation and on the low frequency runup, considering hydrodynamic
reef processes?

Investigative questions

1. How can the structural complexity of the coral reef near Whitehouse bay in Jamaica
be quantified?

2. How and how much does coral degradation affect its structural complexity?

3. How much does the amount of coral degradation and erosion affect the dissipation
due to vegetation?

4. How much does the low frequency wave height and low frequency runup increase or
decrease due to coral degradation and full coral erosion?

3.3 Thesis outline

This thesis comprised of 10 different chapters that are structured on the research and
investigative questions. Chapter 1 outlines the motivation of this study and chapter 2
summarizes the relevant background information and literature. Chapter 3 provides the
aim and research questions. Chapter 4 gives a description of the field site. Chapter 5 fo-
cuses on mapping the structural complexity of the coral reef in the field site and determines
the corresponding vegetation parameter that are used during the numerical simulations.
These vegetation parameters are used for the calibration of the drag coefficient in chapter
6. Chapter 7 explains the method used for the numerical simulations to determine wave
propagation over the coral reef. The results of which are shown in chapter 8. The results
and methods are discussed in chapter 9. The key findings and answers to the research
questions are given in chapter 10 (conclusions) and recommendations for further research.

21



22



Number of observations

3000

2500

2000

1500

1000

500

4 Field site

The field site for this study is Whitehouse bay in Jamaica. Whitehouse bay is located in
the South coast of Jamaica, next to an area of former salt marsh. The area is a popular
tourist destination due to the Sandals Whitehouse resort. Figure 10 shows that the beaches
along the Whitehouse bay mainly comprises debris and sand with sediment size of D15 =
0.0001 [m], D50 = 0.0002 [m], D90 = 0.0003 [m] (Daly and Nienhuis, 2018).

Figure 10: (a) shows the Whitehouse resort, (b) shows picture of the debris on the beach and [google earth] (c)

shows a closeup of the sediment on the beach [google earth]

WaveWatch has collected the wave and tide
statistics at several points along the coast
of Jamaica, as shown in figure 11. The
red dot shows the location closest to the
Whitehouse bay, where WaveWatch col-
lected data from 1979 to 2010 (Chawla
et al., 2013).

Figure 12 shows the wave heights [mm)],
peak periods [ms] and directional spread-
ing [centi/degrees| at this location. Here it
can be seen that there is an average wave
height of 716 [mm| and an average peak
period of 746 [ms].

0
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Figure 11: Location of the where the wave data shown in
figure 11 is collected (Chawla et al., 2013)
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Figure 12: Wave height, Peak period and Wave direction from data point show in figure 11. Data collected from

(Chawla et al., 2013)
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5 Reef Structure

This chapter focuses on mapping the state of the coral reefs and sea-grass in the study
area. First, an explanation of the Structure for motion (SfM) survey is given. After this,
the results are shown. The results are then used to determine the vegetation height, stem
thickness and vegetation density of both corals and sea-grass.

Vegetation

Chapter 2.2.3 discusses the influence of vegetation and in-canopy flow on the wave trans-
formation and dissipation. Based on these findings, the effect of vegetation is accounted
for by implementing the canopy model in Xbeach.

There are 2 different ways to implement the effect of vegetation, in our case sea-grass
and coral, into Xbeach. The first involves adjusting the bottom friction coefficient (cy).
Second, canopy flow can be implemented into the model. The later solves the canopy flow
in Xbeach based on the vegetation height (ah), stem thickness (bv), vegetation density
(N) and drag coefficient (Cy). Although the bottom fiction approach is more validated
by (e.g. (Pomeroy et al., 2015), (Quataert, 2015), (Roelvink, 2019)), (van Rooijen et al.,
2016) implemented a canopy model into XB-NH. (van Rooijen et al., 2016) showed an
increased accuracy for predicting wave height when using the canopy model compared to
the bottom friction approach. (Lowe et al., 2005) and (Lowe et al., 2007) developed a
canopy model with the ability to estimate dissipation rates due to coral canopies. The
model by (Lowe et al., 2005) was assessed by (Wiechen, 2020), who found that the canopy
model is in good agreement with the experimental results.

5.1 Structure for motion

Structure for motion ( SfM) is used to determine the structural complexity of the corals
and the sea-grass characteristics in the study area. SfM estimate 3D structures based on
2D images by using a photogrammetric range imaging technique (Luhmann et al., 2019)
that estimates the motion and location of 2-dimensional images (Ozyesil et al., 2017).

The SfM survey comprises three phases. First is the collection of images, as described
in section 5.1.1. Second, the images are processed using Agisoft Metashape to create a
digital elevation model (DEM) of the coral reef and sea-grass, as described in section 5.1.2.
Third, the results of the DEMs and the images of the coral reef and sea-grass are used to
determine different vegetation parameters.

5.1.1 Data collection reef

The data collected during a fieldwork conducted between May 15, 2019 and May 25, 2019,
by (Daly and Nienhuis, 2018) is used to determine structural complexity and the erosion
of the reef and sea-grass. During this fieldwork, a diver swam across the sea floor along
ground-control points (see figure 13 ¢), holding a drone with a camera (see figure 13 b)
while making pictures. The photos from this underwater camera are used for Agisoft
Metashape. 8 different areas of about 100 [m?] were surveyed. The results from survey 1
till 3 will not be used due to the poor quality of the images. Figure 14 shows the location
of 5 different reef areas where the images of the reef were taken.
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(b)

Figure 13: (a) Boad with a single beam echo sounder attached to a pole (b) Drone with a camera attached. A
drone like this was used to create underwater images of the reef. (c¢) Ground control point at the location where the
images were taken by a diver (Daly and Nienhuis, 2018)

In order to map the bathymetry of the study area, a single beam echo sounder was attached
to a pole on the side of a boat (see figure 13 a). This boat sailed across the area and
measured the horizontal position of the echo sounder. The collected data is interpolated
to map the bathymetry of the study area, which is shown in figure 14. All coordinates are
in UTM zone 18Q.

SIM_7

siM_s &

Figure 14: Locations of the SfM surveys [google earth]

5.1.2 Creating digital elevation model (DEM)

The images from the data collection are processed into DEMs with Agisoft Metashape.
The following steps are taken to get from 2-dimensional images to a DEM, as shown in
figure 15.

To start with, the images are loaded into Metashape, after which the images are tied
together during the Photo alignment. Different matching points are detected during this
step, after which the photos with matching point are paired together in order to make a
point cloud. During the next step, pair-wise depth maps are computed for each image and
combined into a Dense point cloud. From the point cloud, a Mesh is generated. Textures
can then be added and a orthophoto can be generated from the Mesh. In order to create
a DEM, several ground control points are added to the Mesh. The coordinates from the
ground control point are added manually based on the bathymerty of the field site. These
ground control points are 1 by 1 metre, and will determine the accuracy of the DEM.
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Figure 15: Method used to process reef images into a DEM, using Agisoft Metashape
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Table 12 shows the size of the real ground control point (GCP) and the size of the GCP in
the processed images per SfM. Here it can be seen that there is a large deviation between
the DEM and the actual reef area. Metashape overestimates the dimensions of the different
SfM areas. The DEMs are corrected based on the accuracy. The corrected DEM and the
3-dimensional images of the SfM locations can be found in appendix B.
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Table 1: Accuracy of the SfM results

width GCP in Metashape [m] | width GCP in field site [m] | accuracy [%]
StM4 1.5 1 67
StM5 2 1 50
StMg 2.2 1 45
StM~ 1.69 1 59
SfMg 12 1 83

5.1.3 Determining vegetation parameter

The corrected DEMs are used to determine the vegetation parameters for corals and sea-
grass. Paragraph 5 explained that the canopy model is used to model vegetation during
this study. This model uses 4 different vegetation input parameters. Vegetation height
(ah) [m], stem thickness (bv) [m], vegetation density (N) [stems/m?] and drag coefficient

(Ca) [-]-
To get ah, we calculated the average height of the adjusted DEMs.

Image processing is used to derive bv and N from the images for coral and sea-grass. To
do this, the images are smoothed out to distinguish the stems from the background (see
figure 16 b). After this, we locate the edges of the image, determine the stem thickness
and count the amount of stems per square metre. This process is repeated for 5 different
photos per SfM location, from which the average value is calculated.

The results from the SfM survey in appendix B show that the surveyed areas are not
completely covered with vegetation. To account for this, the vegetation cover is calculated
in %. N is assumed to be spread evenly throughout the total area by taking N*vegetation
cover.

Cy is calculated during the calibration of the drag coefficient in chapter 6.

200

600 |

1000

200 600 1000 200 600 1000

Figure 16: Steps used in photo processing to get bv an N from images. (a) shows the original images, (b) shows the
smooth images and (c) is used to calculate the stems (Daly and Nienhuis, 2018)

ah [m] | bv [m] | N [stems/m?]
SftM4 | 1.98 | 0.0082 5483
StM5 1.05 0.016 1248
StMg 0.2 0.0215 292
StM 0.9 0.0182 329
SftMg | 0.97 | 0.0206 1199

Table 2: Vegetation parameter results from the DEMs and photo processing
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6 Calibration of drag coefficient

This chapter describes the calibration of the drag coefficient (Cd) for coral and sea-grass.
To do this, I used the observed wave height from transect 2 between May 21, 2019 and
May 22, 2019.

The calibration is divided into two parts. During the first part, one type of vegetation
representing coral is uniformly spread across the whole 1D transect from the offshore
boundary until the beach. I then applied different drag coefficients to the simulations as
shown in table 3. The coral drag coefficients are based on the results of (McDonald et al.,
2006), who calculated the drag coefficient for 24 different flows over a submerged canopy.
The vegetation height (ah), stem thickness (bv) and vegetation density are kept constant
throughout the simulations and are based on the results of chapter 5

Table 3: Input parameters for coral and sea-grass: vegetation height (ah[m]), stem thickness (bv[m]), vegetation
density (N[corals/m?]), Drag coefficient (Cd[—])

Coral input Sea-grass input
Simulation ‘ ah ‘ bv ‘ N ‘ Cd | Simulation ‘ ah ‘ bv ‘ N ‘ Cd
1 0.1 ] 0.019 | 767 | 0.13 1 0.4 | 0.023 | 1051 | 0.05

0.110.019 | 767 | 0.3
0.1 0.019 | 767 | 0.5
0.1 | 0.019 | 767 | 0.75

0.4 | 0.023 | 1051 | 0.18
0.4 | 0.023 | 1051 | 0.25
0.4 | 0.023 | 1051 | 0.40
0.1 | 0.019 | 767 1 0.4 | 0.023 | 1051 | 0.83
0.1 ] 0.019 | 767 | 1.25 0.4 | 0.023 | 1051 | 1.22
0.1 1 0.019 | 767 | 1.68 - - - - -

O O | W DN

| O OY = WD

During the second part of the calibration, an extra vegetation type representing sea-grass
is added to the simulations. The sea-grass is added on the reef flat as shown in Figure 17.
The sea-grass drag coefficients are based on the results of different studies by (Cavallaro
et al., 2018) (Mendez and Losada, 2004b) (Paul and Amos, 2011) (Sdnchez-Gonzélez et al.,
2011) (Koftis et al., 2013) (Zeller et al., 2014).

For the calibration of the drag coefficient, a uniform grid-size of 5 metres is used. The
calibration of the drag coefficient will be based on the wave height at the location of the
pressure sensors. Because the pressure sensors are further offshore, a 5 metre grid will
suffice.

transect 2
r T T T T T
n 2
E-10}
© L
S -20
Q
o 30+
i)
o f Coral Sea-grass
40 k I |
50 — — - - A e - | y - - - _|.|_ -
0 200 400 600 800 1000 1200 1400 1600 1800

cross-shore direction [m]

Figure 17: Location of coral and sea-grass on transects 2

The model output for part 1 and 2 comprises a wave height time series at the location of
the different pressure sensors on transect 2. The simulations have a duration of 24 hours
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+ 1 hour spin-up time. Tidal conditions and a varying offshore wave height are included
in the simulations based on the data from pressure sensor OSSIyw o1 as shown in figure
53. The model output is calculated for 30 minute bins.

¢PTX 19

o
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B1x 16
i
GPTX 14
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Figure 18: Location and names of the pressure sensors [google earth]

The results are compared to the field data from pressure sensor PT2X 13 (Before the
reef crest), OSSIyw 15 (Reef crest), PT2X w17 (outer reef flat) and PT2X w19 (Reef
flat) by calculation the bias, scatter index (SCI) and root-mean-square error (RMSE)
according to equation 16, 17 and 18, where n is the number of data points (Roelvink,
2019). The drag coefficient with the lowest bias, SCI and RMSE is used during the
numerical simulations of chapter 7.

Iy A
Bias = n Z(anodeued - X7Zneasured) (16)

i=1

1 5 ;
\/ﬁ Z?zl(Xinodelled - ‘X;Ineasured)2

SCI = (17)
% Z?:l X:neasured
1
RMSE = E Z(X;nodelled - XZneasm‘ed)2 (18)
=1

Figure 19 shows the results of part 1 in a scatter plot. Figure 20 shows the corresponding
bias, SCI and RMSE. The best result is achieved for simulation 3 (Cd=0.5[-]), which gives
an average bias of 0.025, a SCI of 0.534 and a RMSE of 0.064. Figure 20 shows the wave
height is underestimated at the reef crest and that the largest overestimation is achieved
before the reef crest.
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Figure 19: Observed vs measured data from part 1 of the calibration for different coral drag coefficients
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Figure 20: root-mean-square error [-], bias [-] and Scatter index [-] for part 1 of the calibration
Figure 21 shows the results of part 2 of the calibration in scatter plots. Figure 22 shows
the corresponding bias, SCI and RMSE. The best result is achieved when a Cd of 0.05
applies to the sea-grass area. This gives a bias of 0.017, a SCI of 0.538 and a RMSE of
0.064. Figure 22 shows that the wave height is still underestimated at the reef crest and
that the largest overestimation is still achieved before the reef crest.
Before reef crest Reef crest Outer reef flat Reef flat
0.5 0.3 0.2 0.2
* Cd=0.05
- — —_ * Cd=0.18
£ Eo15 Eo15 Cd=0.25
S02 i) S ® (Cd=0.40
3 1] 8 ¢ Cd=0.83
8 8 0.1 8 0.1 ° Cd=1.22
& ko kS ko
3 0.1 2 2
® ®© 0.05 w© 0.05
O O O
0 0 0 0
0 01 02 03 04 0 0.1 0.2 03 0 005 01 015 02 0 005 01 015 02
Observed data [m] Observed data [m] Observed data [m] Observed data [m]

Figure 21: Observed vs measured data from part 2 of the calibration for different coral drag coefficients
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Figure 22: root-mean-square error [-], bias [-] and Scatter index [-] for part 2 of the calibration
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7 Numerical simulation

This chapter describes how Xbeach is used to model the effect of reef degradation on
the IG wave runup and the wave energy dissipation across a reef in Whitehouse bay
Jamaica. First, the data collection is described. The next section provides the motivation
on the chosen Xbeach model. In addition to this, the model formulations and physical
processes used in Xbeach are elaborated. After this, the model set-up and input parameter
are described. Last, the output selection and the post-processing method are given. The
study will focus on a 1-dimensional model. Sediment transport and morphological changes
are outside the scope of this research and will not be elaborated.

7.1 Methodology
7.1.1 Data collection

The data from a field campaign conducted in May 2019 by (Daly and Nienhuis, 2018) is
used for the numerical model. During this campaign 9 pressure sensors (3 x OSSI-010-
003B-1 @ 10Hz and 6 x PT2X @ 8Hz) and 3 tilt current meters (TCM4 @ 16Hz) were
places along 4 different transect lines from the reef crest along the inner lagoon to the
beach. Figure 23 show the location of the sensors. The pressure sensors and tilt current
meters measure the current and free surface waves along the coast over an area spanning
approximately 4 km and up to 2 km offshore, between depths of 2-50 m. The pressure
sensors were first placed along transect 3 and 4 from May 17 till May 20, 2019 and were
that transferred to transect 1 and 2 from May 20 till May 24. OSSIyw o1 is the most
offshore pressure sensor location and its data will be used as an offshore reference point
for all the four transects.
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Figure 23: Study area. The red dots indicate the location of the pressure sensors and the blue squares represent the
location of the structure for motion surveys. The red lines show the locations of transect 1, 2, 3 and 4 (Daly and
Nienhuis, 2018)
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7.1.2 Xbeach

Xbeach surfbeat (XB-SB) is used for the numerical simulations in this study. XB-SB is the
short wave phase-averaging and long-wave resolving mode of Xbeach, where short wave
height variation is solved on a group scale (Roelvink et al., 2010).

Xbeach is a numerical model that can simulate wave propagation for both long and short
waves, current, flow, sediment transport and morphological changes in coastal areas. The
model can predict an array of hydrodynamic processes, such as shoaling, refraction, break-
ing, propagation and dissipation of waves. Xbeach can also model the morphological
changes, sediment transport and includes the effect of vegetation. Originally, the model
was designed to simulate morphological and hydrodynamic processes on sandy beaches on
a storm time scale but can also be applied to fringing reefs.

The choice to use XB-SB is based on the results of studies by (Van Dongeren et al.,
2012) and (Lashley et al., 2018). (Van Dongeren et al., 2012) showed the accuracy of
XB-SB in predicting both the generation mechanism and decay due to frictional wave
dissipation, the runup and rundown of infragravity waves over reefs. (Lashley et al.,
2018) compared Xbeach non-hydrostatic (XB-NH) and XB-SB in predicting runup over
a 1D (alongshore uniform) fringing reef. He found that XB-NH accurately predicted the
wave transformation while under-predicting the runup at the beach, while XB-SB over-
predicted the wave height on the reef flat, which led to an over-prediction of the runup at
the beach. Furthermore, he found that both XB-SB and XB-NH were able to accurately
predict extreme runup events.

7.1.3 Model formulation

Dissipation

There are three types is dissipation processes that are implemented in our Xbeach model.
This is dissipation due to wave breaking (D,,), bottom friction (D) and vegetation (D).

Dissipation due to waves breaking

For this study, the wave breaking formulation according to (Roelvink, 1993) extended
is used. (Roelvink, 1993) used the fraction of waves breaking (Qp) multiplied by the
dissipation per breaking event to calculate the dissipation due to waves breaking (D,,) as
shown in equation 19:

(67

Dy, =2
Y Trep

QvEw (19)

where « is a wave dissipation coefficient, T, is the wave period and E,, is the wave
energy. The wave energy and fraction of waves breaking is calculated by equation 20 and
21 respectively:

27
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with:
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Hypps = 4| —= (22)
P9

Hyow = ’Y(h + 5H'rms) (23)

where H,,q, is the maximum wave height, which is calculated as a ratio of water depth
h and a fraction of wave height times the breaker index . H,,s is the root-mean-square
wave height

Dissipation due to bed friction

Short wave dissipation due to bottom friction in Xbeach is modelled as:

2 TH s
Dy = —pful ’

wlm——— 24
TmOl sinhkh ( )

where f,, is the short-wave bottom friction coefficient, k is the wave number.

Because the dissipation due to vegetation in this study is calculated according to the
canopy model instead of the bottom friction approach, Dy is only calculated in the areas
where there is no vegetation, such as near the beach.

Dissipation due to vegetation

The dissipation due to vegetation, D, is calculated by using equation 25. (Suzuki et al.,
2012) adjusted the model approach of (Mendez and Losada, 2004a), to consider vertically
heterogeneous vegetation. According to this approach, D, is calculated as a function of
the local wave height and four different vegetation parameter (vegetation height ah, stem
thickness bv, vegetation density N and drag coefficient C'p in the area of wave propagation.

pCp.iby iNy i
NG

kg

Dv,i = Av 2%

(52) Hms (25)

with,

(sinh® ka;h — sinh® ka; _1h) + 3(sinhka;h — sinhka; _1h)
A, = ; (26)
3k cosh® kh

where « is the relative vegetation height (= h,/h) and i is the amount of vegetation layers.
For the sake of simplification and because of a lack of information about the structure of
individual coral branches in the study area, the vegetation is assumed to be vertically
uniform (i=1).

7.2 Model setup

7.2.1 Bathymetry

For the bathymetry, I used 4, 1-dimensional grids as shown in figure 24, where the compu-
tation x-as is approximately perpendicular to the coastline. The locations and bathymetry
of the transects are based on the locations of the pressure sensors shown in figure 23, and
results of the field work. I chose not to use a 2-dimensional grid due to the increased
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computation time. A test run shows that using a 2-dimensional grid increased the com-
putational time by 10 fouled.
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Figure 24: Bed profile of transect 1,2,3 and 4. The transects are perpendicular to the coast line and X is positive
towards the shore.

7.2.2 Computational grid

The grid-size for numerical simulations will vary from 7 metres offshore to 0.5 metre
onshore. A smaller grid-size onshore is important to get accurate runup predictions. The
maximum grid-size ratio between adjacent cells is 5%. One of the test runs showed that an
uniform grid-size of 0.5 metre caused a lot of noise between the reef crest and the beach.
A uniform grid of 7 metres cancelled out most of this noise but did not give an accurate
view of the low frequency waves and runup near the beach.

Choosing the gird-size is a trade-off between computation time and accuracy. Choosing a
smaller grid-size will increase the accuracy, but will also increase the computation time.
Reducing the grid-size by 50% means that double the amount of calculations will be made
and thus doubling the computation time.

7.2.3 parameter settings

Appendix A shows the parameters settings used for the numerical simulations. Some
important parameter settings are elaborated in section 7.3, the rest of the parameter
setting are set at default setting. A detailed explanation of all the parameter setting can
be found in (Roelvink et al., 2010).

7.3 Input selection
7.3.1 Boundary conditions

An artificial offshore boundary is set in Xbeach to show the location where the flow
conditions are imposed. It is important that the boundary is set far enough offshore so
that the waves can pass through this boundary to the deep sea with minimal reflection.

The offshore wave height and peak peak period measured by WaveWatch (Chawla et al.,
2013) as shown in figure 11 and figure 12 are used as boundary conditions for the numerical
simulations. Both the sensitivity analysis in appendix C and calibration 6 use the data
from pressure sensor OSS Iy o1 as the input parameters for the offshore boundary. The
results of which showed very small IG wave heights and IG runup. A higher offshore wave
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height is chosen for the numerical simulations to ensure that the IG waves are high enough
to contribute to the runup at the beach. Table 4 shows the offshore boundary wave height
and period per simulation. These conditions are kept constant throughout the simulation,
and the tidal effect is neglected.

Table 4: Offshore wave height and peak period for different simulations

| Simulation | Wave height [m] | Peak period [s] |
1 0.5 6.99
7.89
8.86
9.99
10.77
2 9.46

| Ut x| | o
o | w| |~

7.3.2 Scenarios

During this study, coral degradation is defined as: the point where corals are dead and no
new growth occurs.

Four different scenarios (S1 till S4) are used during the simulation. The scenarios are
based on the current and expected future state of the reef. Each scenario shows a different
amount of coral erosion and presence of sea-grass. The four scenarios are:

e S1 models the wave transformation on the reef at its current state, with the assump-
tion that both coral and sea-grass are present as shown in figure 15. The results of
the structure for motion survey and calibration of the drag coefficient are used as
vegetation parameters.

e For S2, a future scenario representing the state of coral reefs in 2100 is modelled.
(Eakin, 1996) researched the erosion rate on stressed reefs and found a vertical
erosion rate of 6 [mm/year|. This would result in a coral height of 0.304 [m] in 2100.

(McDonald et al., 2006) studied the effect of water depth to coral height ratio on
the drag coefficient and found that this correlation can be described by the power
law: Cq = 1.01(H : h)~2.77 4+ 0.01. If we look at transect 2 in figure 24 we can
see that the highest point on the reef is the reef crest. This is also the point where
the water depth to vegetation height changes the most with a decreasing vegetation
height. The power law given above results in a drag coefficient reduction of 34%
when the vegetation height is reduced from 0.78 [m] to 0.304 [m]. This results in a
drag coefficient of 0.33 [-]. The vegetation density, stem thickness and the presence
of sea-grass are assumed to remain the same.

e 53 shows a scenario where the coral reefs are completely gone due to erosion but
where the sea-grass is still present.

e S4 models the wave transformation when both the coral reef and sea-grass are com-
pletely gone. This scenario represents a sandy beach.

Figure 25 shows the location of the vegetation for the different transects. As discussed in
chapter 6, vegetation representing coral will be placed from the offshore boundary until
the shore side of the reef crest, and vegetation representing sea-grass will be placed along
the reef flat. Table 5 shows the vegetation input parameters for each transect and scenario.
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Figure 25: Location of coral and sea-grass along the 4 different transects

Table 5: Vegetation input, vegetation height (ah) [m], stem thickness (bv) [m],

1200 1400

Scenario 1 Scenario 2 Scenario 3 Scenario 4
coral sea-grass | coral sea-grass | coral sea-grass | coral sea-grass
ah 0.78 0.4 0.304 0.4 - 0.4 - -
bv 0.019 0.023 0.019 0.023 - 0.023 - -
N 767 1051 767 1051 - 1051 - -
Cd 0.5 0.05 0.33 0.05 - 0.05 - -

7.4 Output selection

Four different outputs are selected in Xbeach: 1) instantaneous spatial output 2) time-
averaged spatial output 3) fixed point output or 4) runup gauge output (Roelvink et al.,
2010). For this study instantaneous spatial output is used to generate a time series at each
x-grid location at a time interval of 240 seconds. Time-averaged spatial output is used to
generate a time series at each x-grid location at a time interval of 18000 seconds. Point
output is used to generate a time series at a time interval of 100 seconds. The runup is
determined by the runup gauge that describes a time-series of different variables at the
moving water line. Table 6 shows the x-location of the point output and runup gauge of
each transect. The following output variables are selected for the instantaneous spatial-,
time-averaged spatial-, and fixed point output:

e Hrms wave height based on instantaneous wave energy (H) [m]

Water level (zs) [m]

Fraction breaking waves

Dissipation (D) [W/m?]

(Qb) [-]
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Glm velocity in cell centre, x-component (u) [m/s]

Wave energy (E) [Nm/m?]

Dissipation due to short wave attenuation by vegetation (Dveg) [W/m?]




Table 6: X-locations of the point output and the runup gauge for each of the four transects. The locations are

positive onshore

Transect 1 Transect 2 Transect 3 Transect 4
0 0 0 0
282 282 282 282
588 588 588 588
750 750 750 750
894 894 894 894
1044 1044 1044 1044
1375 1375 1110 (runup) 1290 (runup)
1460 (runup) 1650
1680 (runup)

7.5 Post-Processing

The Xbeach simulations are post-processed to determine the effect of coral degradation
on the wave energy dissipation and IG runup. To determine the contribution of SS and
IG waves, the detrended time series of the water level and wave height are filtered based
on the SS en IG frequencies, where the cutoff frequency between SS and IG waves is at
0.04 Hz. The water level time series at the runup location is sorted in ascending order,
where-after the 2% exceeding value is calculated to get Rag. The setup is obtained by
extracting the offshore water level from the mean water level.
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8 Results

This chapter presents the results of the numerical simulations from chapter 7. The para-
graphs below show the IG wave height, total wave energy, IG runup, IG R2% and the
setup. The figures display the different scenarios, corals and sea-grass (S1), reduced corals
and sea-grass (S2), only sea-grass (S3) and no coral or sea-grass (54) for different offshore

wave height (H,,0). Appendix D shows the propagation of these parameters over the reef
profiles.

8.1 IG wave height

Figure 26, 27, 28 and 29 shows the average IG wave height and the change in average
wave height compared to S1 for the different scenarios and offshore wave heights (Hp,),
per transect.

Table 7 show per transect for what scenario and at what offshore wave height the maximum
increase in IG wave height is achieved.

Table 7: Maximum increase in IG wave height for each transect

Transect | Scenario | H,,o | %increase
1 S4 0.5 1490
2 S4 2 1094
3 S3 0.5 1230
4 S4 1 1335
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Figure 26: Average low frequency (IG) wave height [m] for scenario S, S2, S3 and S4. Transect 1
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8.2 Wave energy

Figure 30, 31, 32 and 33 shows the average total wave energy and the change in average
total wave energy compared to S1 for the different scenarios and offshore wave heights
(Hmo), per transect.

Table 8 show per transect for what scenario and at what offshore wave height the maximum
increase in total wave energy is achieved.

Table 8: Maximum increase in total wave energy for each transect

Transect | Scenario | H,,o | %increase
1 S4 4 182
2 S4 2 535
3 S4 4 172
4 S4 2 450
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Figure 30: Average wave energy [Nm/m?| for scenario S1, S2, S3 and S4. Transect 1
6000 Average total wave energy 600 Change in average total wave energy
——Coral and seagrass
Only seagrass
5000 | —No coral or seagljass 1 500 -
— —Reduced coral with seagrass =
& =X
£ ’ =
E %] L
z 4000 9 400
> =]
5 o
2 3000 - S 300
o £
: 8
2 2000 - %zoo L Only seagrass
® % ——No coral or seagrass
° (5 —Reduced coral with seagrass
1000 - 100 -
0 T . 0 I I I I
0 1 2 3 4 5 0 1 2 3 4 5
Hmo [m] Hmo [m]

Figure 31: Average wave energy [Nm/m?| for scenario S1, S2, S3 and S4. Transect 2
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8.3 IG runup

Figure 34, 35, 36 and 37 show the average runup, R2%, setup and the change in average
runup, R2% and setup compared to S1 for the different scenarios and offshore wave heights

(Hmo), per transect.

Tables 9, 10 and 11 show per transect for what scenario and at what offshore wave height
the maximum increase in average runup, R2% and setup is achieved.

Table 9: Maximum increase in IG runup for each transect

Transect | Scenario | H,,o | %increase
1 S4 1 1112
2 S4 0.5 -200
3 S4 3 55409
4 S4 1 284

44



Table 10: Maximum increase in IG R2% for each transect

Transect | Scenario | H,,o | %increase
1 S4 2 1720
2 S3 2 760
3 S4 4.62 12315
4 S4 0.5 305

Table 11: Maximum increase in setup for each transect

Transect | Scenario | H,,o | %increase
1 S4 4 137
2 S4 4 328
3 S4 4 123
4 S5 4 286
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Figure 34: Average IG runup and Rag; for scenario S, S2, S3 and S4. Transect 1

45



IG runup [m]

LN, iR
o [ (4] o
o (=] o o o

Change compared to S1 [%]
g

IG runup [m]

N (=] N £

'

IS

Change compared to S1 [%]

'
(=]

Average IG runup

2%

Rag (M

Himno M)

Change in average IG runup

Average set-up

Y
(9]

Set-up [m]

L

©
o
o

1 2 3 4
HmO [m]

Change in average R,

N
o
o

Change compared to S1 [%]
N
=}
o

1 2 3 4
HmO [m]

o

1 2 3 4
HmO [m]

Change in average set-up

Change compared to S1 [%]

o

Ho [M]

SN

/
///—\
1 2 3 4
Hpo [M]

Figure 35: Average IG runup and Rag for scenario S, S2, S3 and S4. Transect 2

Average IG runup

[z

2%

Ry, [m]

/ﬁ\

Average set-up

Set-up [m]

1 2 3 4
HmO [m]

6 «10€hange in average IG runup

1 2 3 4
HmO [m]

Change in average Rz%

Change compared to S1 [%

o
e

2 3 4
HmO [m]

i
N
o

Hino [M]

Change in average set-up

-
N
o

-
o
o

(2] ©
o o

N
o

Change compared to S1 [%]

“\J
1 2 3 4
HmO [m]

N
o

Figure 36: Average IG runup and Rag, for scenario S, S2, S3 and S4. Transect 3

46




0.4

0.3

I1G runup [m]
o
N

\

Average IG runup

0.1
0
0 1 2 3 4
H o [m]
300 Change in average IG runup
X
n 250
o
B 200
o
[
£
£ 150
o
(0]
2100
©
=
O
50
0 1 2 3 4

Hpo [M]

0.6
0.5
~~—
_, 04
E
* 03
8
14
0.2 /
0.1
0
0 1 2 3 4

Himo M)

Change in average R,

a
o

Change compared to S1 [%]
= - N N w
o (92 o [ o
o = o o =
///

o

Ho [M]

Average set-up

2
15 o
E d
‘o il
E 1
ko]
(%)
0.5 /
0
0 1 2 3 4
H o [m]
Change in average set-u
300 9 g P
=
o 250
=]
® 200
2
©
£
5 150
o
(0]
2100
©
=
O —_’_/’\
50
0 1 2 3 4
Hno [M]

Figure 37: Average IG runup and Rag for scenario S, S2, S3 and S4. Transect 4

47



48



9 Discussion

This chapter discusses the results that were found during this study. This study covers
the following aspects:

e The structural complexity of corals and sea-grass is quantified using a structure for
motion survey.

e The drag coefficient of corals and sea-grass is calibrated based on the results of the
structure for motion survey and field data.

e The numerical model Xbeach surfbeat is used to model the wave propagation over
a coral reef in its current state and in a future degraded state.

e The results of the numerical model are processed to quantify the effect of coral
degradation on the wave propagation and transformation on the fringing reef in the
Whitehouse bay, Jamaica.

The results, uncertainties and limitation of each aspect is discussed below.

Structure for motion

For this study, SfM is used on 5 different reef areas. The results of the SfM survey showed
high quality 3-dimensional images of the reef areas. The results from chapter 5 as shown
in appendix B show well-defined individual corals, textures and clear areas of vegetation
cover and sediment. However, the SfM shows low accuracy in term of dimensions. Table
12 shows that the 3-dimensional images in Metashape are 20% to 120% larger that in
reality.

The DEM of SfM 7 in figure 50 shows a very clear Acropora hyacinthus (see figure 38 ). On
the adjusted DEM this coral reaches around 1.2 metres in height. (Kerry and Bellwood,
2015) research the structures of Acropora hyacinthus and found that these coral have an
average height of around 0.43 [m]. Compared to this, the coral height in DEM 7 seems
to be over-predicted in height. However, (Kinch et al., 2008) showed that the Acropora
hyacinthus can grow up to a view metres in diameter, which shows that the width of this
coral is accurately predicted.

Figure 38: Acropora hyacinthus coral

The limitation of using SfM during this study is the high computational time and storage
space. To achieve the highest quality during all the steps shown in figure 15, a computa-
tional time of 14 days and a storage space of 35 GB is required per SfM. By choosing a
lower quality, the computational time and storage space could be reduced to 3 days and
20 GB per SfM.
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Vegetation density

I used the canopy model to account for the effect of vegetation. This model uses the
vegetation height, stem thickness, vegetation density and drag coefficient of the corals and
sea-grass in the study area.

Using the stem thickness and vegetation density is a commonly used method for sea-
grasses, as this type of vegetation has a clear stem. The results of the photo processing
showed an average vegetation density for sea-grass of 1051 [stems/m?]. This vegetation
density is in line with the vegetation density used by (Adhitya et al., 2014). (Adhitya
et al., 2014) compared the influence of low density sea-grasses (400 [stems/m?]) to high
density sea-grasses ([1100 stems/m?]) on the flow within a sea-grass meadow. The sea-
grass density of 1051 [stems/m?] that I used during my thesis indicates high density
sea~grass. This is also confirmed when we look at the pictures of the sea-grass patches.

Using the stem thickness and vegetation density for coral is less validate by previous
research. However, (Lowe et al., 2005) used the density of coral to evaluate the canopy
model of (Lowe et al., 2005) and (Lowe et al., 2007), and found that the results of his
experiment were in good agreement with the results of research by (Lowe et al., 2005) and
(Lowe et al., 2007).

The choice to use the stem thickness and vegetation density for corals is based on the
3-dimensional structures of the corals in the study area and the results of the sensitivity
analysis. After photo-processing the photos with corals, the photos show the individual
coral fragments that were sticking out. These individual coral fragments have a low
thickness which results in a high vegetation density. The results of the SfM survey show
larger rocks and corals, which would results in a large stem thickness and a low vegetation
density.

The results of the sensitivity analysis show that a reduction in stem thickness of 50% and a
reduction in vegetation density in 50% both cause the same increase or decrease in water-
level, wave height, dissipation due to vegetation and IG runup. This would mean that
the effect of a 50% increase in stem thickness combined with a 50% decrease in vegetation
density would result a water-level, wave height, dissipation due to vegetation or IG runup
change of around 0%.

Based on these results, the assumption is made that an under-prediction in stem thickness
would lead to an over-prediction in vegetation density, which would eventually cancel each
other out during the simulations.

Calibration of drag coefficient

A calibration was used to determine the drag coefficient of both the coral and sea-grass
along the 1-dimensional grids. The results of the literature study showed that knowledge
on how to accurately determine drag or friction coefficients from coral reefs is sorely
lacking.

6 different drag coefficients were used in phase 1 of the calibration. The coral drag coef-
ficient ranged from 0.13 to 1.68 and were based on the results of a study by (McDonald
et al., 2006). The best fit was achieved for a drag coefficient of 0.5[-]. This is a relatively
low drag coefficient compared to the results of (McDonald et al., 2006). (McDonald et al.,
2006) determined these drag coefficients by conducting different flum experiments for uni-
directional flow over corals. Our calibration also represents a flum experiment because we
used a 1-dimensional grid with one directional bin. The difference is in the flow condition.
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For the calibration we used wave driven flow. This could explain why the calibration
resulted in a relatively low coral drag coefficient.

The sea-grass drag coefficient used in the calibration ranged from 0.05 to 1.22 and were
based on the results of different studies (Cavallaro et al., 2018) (Mendez and Losada,
2004b) (Paul and Amos, 2011) (Sanchez-Gonzalez et al., 2011) (Koftis et al., 2013) (Zeller
et al., 2014). The best fit was achieved for a sea-grass coefficient of 0.05. This is a very
low drag coefficient compared to the results of the above-mentioned studies. One reason
for this is that the sea-grass was only placed in the reef flat. If we look at the propagation
of the waves, we see that most of the wave height is lost on the reef crest before the waves
come in contact with the sea-grass. When the wave reached the sea-grass area, they have
very little energy left to be dissipated by the sea-grass. If we chose a lower coral drag
coefficient, the sea-grass drag coefficient is expected to be higher.

The accuracy of the calibration is limited by the location of the pressure sensors. 18 show
that the sensors on transect 2 are about 350 metres offshore and that only pressure sensor
PT2X19 and PT2X,7 are inside the area where the sea-grass is placed. This means that
the adding of sea-grass only has a large effect on these two pressure sensors.

1-dimensional grid

To minimise the computational time and storage, 4, 1-dimensional grid were used instead of
1, 2-dimensional grid. The 1-dimensional reef profile with a single directional bin excludes
certain reef processes, such as the directional spreading, diffraction and refraction. It
also excludes the alongshore variations in bathymetry. The results from the SfM survey
showed well-defined grooves and spurs. These grooves and spurs will also influence the
wave propagation and are neglected during this study.

The results are in line with the expectations and existing research. It showed that the
IG wave height and IG runup increased significantly with a degraded coral reef. Further-
more, the results show that wave breaking is the dominant dissipation mechanism for the
scenarios with no coral reef, and that dissipation due to vegetation was dominant for the
scenarios where coral reefs were still present.

Results

Incoming sea- and swell waves are subject to a range of processes when they propagate
over a reef area. Many studies have shown that XB-SB can model the wave propagation
of low frequency waves over reef areas.

The results of chapter 8 shows the maximum IG wave height is achieved for scenario 4
(no coral or sea-grass). These results are in line with the results of the dissipation due to
waves breaking from appendix D. Section 2.2.1 explained that IG waves are generated by
moving break point and the breaking of sea-swell waves. This explains that an increase in
waves breaking results in an increase in IG wave generation and thus in a higher IG wave
height.

The results of the wave total wave energy are also in line with the expectations. Scenario
S4 shows the highest wave energy and also shows the lowest dissipation due to vegetation.

When we look at the results of the average IG runup we can see that transect 1 and 4
have highest average IG runup. This is in line with equation 2. This equation shows that
the IG runup is a function of of the beach slope. Transect 1 and 4 shows a larger beach
slope.
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The results of this study are in line with the expectations and existing research. It showed
that the IG wave height and IG runup increased significantly with a degraded coral reef.
Furthermore, the results show that wave breaking is the dominant dissipation mechanism
for the scenarios with no coral reef, and that dissipation due to vegetation was dominant
for the scenarios where coral reefs were still present.

A limitation of using XB-SB during this study is that it only showed the effect of coral
degradation on low frequency wave height under storm condition. The offshore boundary
conditions from the fieldwork (sensor OS STy go1) were used during the sensitivity analysis
and calibration. The results of these simulation showed very small low frequency wave
height where the effect of coral degradation was not visible. This study also revealed the
importance of further research and a better understanding of reef processes.
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10 Conclusion & Recommendations

The aim of this research is to provide both an observational study on the current state of
coral reefs in the study area and numerical simulations of the wave propagation over the
coral reefs in both its current state and in a further degraded state. This chapter answers
the research question from chapter 3. Recommendations for further research are given
based on the conclusions.

10.1 Conclusion

The main question of this study is ”What effect does the degradation of coral reefs in
the Whitehouse bay, Jamaica, have on the total wave energy dissipation and on the low
frequency runup, considering hydrodynamic reef processes?”. The answer to this question
is given below. Because this answer is based on the answers to the different investigative
questions. The Investigative questions will first be elaborated.

Investigative questions

1. How can the structural complexity of the coral reef near Whitehouse bay in Jamaica
be quantified?

The structural complexity of coral during this study in defined as the physical
3-dimensional structure of the coral branches or coral reefs (Jones et al., 1994).
The structural complexity in this study is quantified by determining the vegetation
height, stem thickness and the vegetation density.

The following steps are taken to determine the coral height: 1) get images from
the coral reef, 2) process images using Metashape and create a 3-dimensional image
of the reef area, 3) create a DEM from the 3-dimensional image by adding ground
control points, 4) use the ground control points to calculate the accuracy of the
DEM, 5) adjust the DEM based on the accuracy and 6) use the adjusted DEM to
determine the coral height.

The following steps are taken to quantify stem thickness and vegetation density: 1)
get images from the coral reef, 2) use photo processing in Matlab to highlight the
coral branches, 3) calculate the thickness of the coral branches (stem thickness) and
the vegetation density.

2. How and how much does coral degradation affect its structural complexity?

Paragraph 2.1.4 discusses that the dying of corals or coral degradation does not
automatically lead to a change in structural complexity. Degraded corals that live
in areas with very low to no human- and wave impact can maintain their structural
complexity until erosion occurs. If erosion of the coral branches occur, the vertical
erosion rate can reach 6 [mm/year]

3. How much does the amount of coral erosion affect the dissipation due to vegetation
(Dveg)?

Table 16 shows that a decrease in vegetation height from 1.6 [m] to 0.1 [m] results
in a decrease in Dveg of 46%. A decrease in stem thickness from 0.4[m] to 0.025 [m]
results in a decrease in Dveg of 49%. A decrease in vegetation density from 2400
[corals/m?] to 150 [corals/m?] also results in 49% Dveg decrease. Lastly, a decrease
in drag coefficient from 4 [-] to 0.25 [-] results in a decrease in Dveg of 48%.
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4. How much does the low frequency (IG) wave height and low frequency (IG) runup
increase or decrease due to coral degradation and full coral erosion?

When we compare scenario S1 to scenario S3 a maximum increase in IG wave height
of 1408% is achieved for H,,o0 = 0.5 on transect 1, 1094% for H,,; = 2 on transect
2, 1230% for H,,o = 0.5 on transect 3 and 1202 % for H,,o0 = 1 on transect 4. When
we compare scenario S1 to scenario S4 a maximum increase in IG wave height of
1490% is achieved for H,,o = 0.5 on transect 1, 1094% for H,,o = 2 on transect 2,
1097% for H,,o = 0.5 on transect 3 and 1335% for H,,o = 1 on transect 4.

The same is done for the IG runup. When we compare scenario S1 to scenario S3 we
get an average increase in IG runup of 1058% for H,,o = 2 on transect 1, -146% for
H,,0 = 0.5 on transect 2, 41938% for H,,o = 3 on transect 3 and 272% for H,,,0 = 1
on transect 4. When we compare scenario S1 to scenario S4 we get an average
increase in IG runup of 1112% for H,,0 = 1 on transect 1, -200% for H,,o = 0.5 on
transect 2, 55409% for H,,o = 3 on transect 3 and 284% for H,,o0 = 1 on transect 4.

The conclusion of the investigative questions are used to answer the main question:

”"What effect does the degradation of coral reefs in the Whitehouse bay, Jamaica, have on
the total wave energy dissipation and on the low frequency runup, considering hydrody-
namic reef processes?”.

Based on the results of this study we can conclude that the following things happen due
to coral degradation in Whitehouse bay, Jamaica:

e The dissipation due to vegetation decreases.

e When there are no corals on the reef crest, more wave energy dissipates on the
sea-grass.

e The dissipation due to waves breaking increases.

e The total wave energy increases, with a maximum of 535% when all coral and sea-
grass are gone.

e The low frequency runup increases, with a maximum of 55409% when all coral and
sea-grass are gone.

10.2 Recommendations

This study gives insight into the wave transformation over coral reefs in the Whitehouse
bay, Jamaica. To better understand the implications of the results, future studies could
address:

2-dimensional grid

First, it is recommended to investigate the wave propagation in Whitehouse bay in a
2-dimensional space. This study focuses on the wave transformation and runup of 4,
1-dimensional transects, using a single directional bin. This means that the longshore gra-
dient is ignored and the waves are modelled perpendicular to the coast without refraction.
Wave propagation over coral reefs is sensitive to the dimensional space due to a change
in alongshore bathymetry. Using a 2-dimensional will result in a varying incoming short
wave energy along the seaward boundary. It would be interesting to see how the IG wave
transformation changes across the reef on a 2-dimensional grid where the refraction is
taken into account.
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The main challenge with using a 2-dimensional grid is the increased computational time
and storage space. This could be resolved by using a computer with a stronger processor.

Using Xbeach non-hydrostatic (XB-NH)

The next recommendation is to use Xbeach non-hydrostatic (XB-NH) to model the wave
propagation across the reef. Xbeach surf beat (XB-SB) was used for this study. The main
advantage of XB-SB compared to XB-NH is the reduced computation time and storage.

It would be interesting to use XB-NH to see what the impact of coral degradation on the
runup would be under normal wave conditions. The results of the sensitivity analysis and
calibration of the drag coefficient showed a very small runup under normal conditions.
This is because XB-SB does not solve individual short waves and does not show the
contribution of incident waves to the runup.

If XB-NH is used to model the effect of coral degradation on the runup, one should keep
in mind the results of (Lashley et al., 2018). (Lashley et al., 2018) found that XB-NH
under-predicted the runup at the beach.

Including the effect of sea level rise

To model the effect of coral degradation on the wave transformation, 4 different future
scenarios were made based on the predicted coral erosion rate. The scenarios only covered
the expected vertical coral erosion in 2100 and did not consider the expected sea level
rise in 2100. Sea level rise will alter the offshore water level drastically. Therefore, it is
recommended to investigate the effect of a changing sea level on the wave transformation
and runup in Whitehouse bay Jamaica. To do this, different scenarios must be made
based on the predicted sea level rise. These scenarios can compare the highest and lowest
expected sea level rise in 2100.
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Appendix A ’parm.file’
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Figure 39: parm.file Xbeach part 1

64



%% General constants
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Figure 40: parm.file Xbeach part 2

%k Vegetation 2
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%% Model time 7
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Figure 41: parm.file Xbeach part 3
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%dse Output variables 7
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13 Appendix B Results DEM

Table 12: Accuracy of the SfM results

width GCP in Metashape [m] | width GCP in field site [m] | accuracy [%]
StM4 1.5 1 67
StM5 2 1 50
StMg 2.2 1 45
StM~ 1.69 1 59
SfMg 12 1 83

Figure 43, 44, 45, 46 and 47 show the results from the SfM survey processed in Metashape.
Figure 43, 44 and 47 show very clear grooves and spurs and 45 shows large amounts of
sea-grass.

Figure 48, 49, 50, 51 and 52. show the DEM, adjusted DEM and the slopes of SfM 4, 5,
6, 7 and 8 respectively.

Figure 43: Reef structure on location SfMy
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Figure 44: Reef structure on location SfMs
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Figure 45: Reef structure on location SfMg
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Figure 46: Reef structure on location SfM7

70



Figure 47: Reef structure on location SfMg
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Figure 48: (a) DEM results from the structure for motion survey processed in Agisoft Metashape, for location
SfMy. (b) Adjusted DEM (c) slope
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Figure 49: (a) DEM results from the structure for motion survey processed in Agisoft Metashape, for location
SfMs. (b) Adjusted DEM (c) slope
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Figure 50: (a) DEM results from the structure for motion survey processed in Agisoft Metashape, for location
SfMs. (b) Adjusted DEM (c) slope
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Figure 51: (a) DEM results from the structure for motion survey processed in Agisoft Metashape, for location

SfMz. (b) Adjusted DEM (c) slope

Figure 52: (a) DEM results from the structure for motion survey processed in Agisoft Metashape, for location

SfMsg. (b) Adjusted DEM (c) slope
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14 Appendix C Sensitivity analysis

Investigative question two of this study aims to determine the relationship between the
wave transformation and the amount of coral degradation. Chapter 5 explained that the
canopy model is used to account for the effect of vegetation. This sensitivity analysis
evaluates the influence of the four different vegetation parameters: vegetation density
(N), stem thickness (bv), relative vegetation height (av) and drag coefficient (Cd), on the
following output parameters:

e Water level [m]

e Total Wave height [m]

e Dissipation due to vegetation [W/m2]
e IG Runup [m]

Similar to the calibration and numerical simulation, Xbeach surfbeat is used for the sen-
sitivity analysis.

A constant wave height, wave period and water level from a height energy even between
May 19 and May 20 at pressure sensor OSSIw o1, as shown in 53, is used as input
data for the sensitivity analysis. I used the high energy event to ensure a high enough
wave height. This will prevent all incoming waves from breaking on the reef crest and
gives a more detailed view on the effect of the vegetation input parameters on dissipation
throughout the whole 1D transect. The influence of tide is not considered.

To minimize the simulation time and needed storage capacity, a uniform computational
grid of 5 metres is chosen across the transect. The computation time for the sensitivity
test is 3 hours plus an additional 30 minutes spin up time. 3 out of 4 vegetation parameters
are kept at a constant value during each run and one parameter is increased. Table 13
shows the standard input parameters.
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Figure 53: water level (20) [m], water depth (h) [m], tidal level (tide) [m], wave height (Hmo) [m] and peak period
(Tp) [s] data from offshore pressure sensor OSSIw Ho1
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Table 13: Standard input parameters for the sensitivity analysis

Vegetation height [m]

Stem thickness [m]

Drag coefficient [-]

vegetation density [corals/m?]

0.1

0.025

0.25

150

Figure 55, 56, 57 and 58 show the results of the sensitivity analysis. The results are also
shown in table 14, 15, 16 and 17. Here it can be seen that an increase in vegetation density
has the largest effect on the water level, wave height and dissipation due to vegetation.
A doubling of vegetation density will cause an average water level increase of 143%, an
average wave height decrease of 7.12 % and an average dissipation due to vegetation
increase of 20.20%. The largest effect in the runup is caused by an increase in vegetation
height, with an average decrease in runup of 56.10 %.

Table 14: Results of the sensitivity analysis for water level [m]. The table shows the water level when each of the
four vegetation parameters are increased. It also shows the water level decrease in %, where - means there is an

increase. This decrease is compared to the previous simulation

|

Water level [m]

Simulation 1 2 3 4 5 Average
ah -0.00037 | -0.00017 | 0.00020 | 0.00057 | 0.00094 | 0.00023
% decrease - -54.30 | -218.70 | -185.86 | -64.98 -131
bv -0.00041 | -0.00017 | 0.00020 | 0.00057 | 0.00094 | 0.00022
% decrease - -57.62 | -214.86 | -185.90 | -65.19 -131
N -0.00039 | -0.00017 | 0.00016 | 0.00058 | 0.00092 | 0.00022
% decrease - -57.25 | -196.51 | -256.45 | -60.06 -143
Cd -0.00045 | -0.00017 | 0.00019 | 0.00057 | 0.00092 | 0.00021
% decrease - -62.59 | -209.55 | -208.77 | -60.61 -135

Table 15: Results of the sensitivity analysis for wave height [m]. The table shows the wave height when each of the
four vegetation parameters are increased. It also shows the wave height decrease in %, where - means there is an
increase. This decrease is compared to the previous simulation

|

wave height [m]

|

Simulation 1 2 3 4 5 Average
ah 0.39 | 0.38 | 0.36 | 0.33 | 0.29 0.35
% decrease - 2.96 | 5.08 | 8.62 | 11.52 7.05
bv 0.39 | 0.38 | 0.36 | 0.33 | 0.29 0.35
% decrease - 3.58 | 5.36 | 7.66 | 10.91 6.88
N 0.39 | 0.38 | 0.36 | 0.33 | 0.29 0.35
% decrease | - 3.25 | 5.25 | 8.65 | 11.34 7.12
Cd 0.39 | 0.38 | 0.36 | 0.33 | 0.29 0.35
% decrease - 3.32 | 5.88 | 8.10 | 11.65 7.24
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Table 16: Results of the sensitivity analysis for dissipation due to vegetation [W/m?]. The table shows the dissipation
due to vegetation when each of the four vegetation parameters are increased. It also shows the dissipation due to
vegetation decrease in %, where - means there is an increase. This decrease is compared to the previous simulation

’ Dissipation due to vegetation [W/m?] ‘

Simulation 1 2 3 4 5 Average
ah 0.32 | 0.45 0.55 0.58 | 0.59 0.50
% decrease - -42.61 | -22.00 | -6.12 | -1.47 | -18.050
bv 0.31 | 0.46 0.56 0.60 | 0.61 0.51
% decrease | - -46.40 | -22.90 | -6.00 | -2.47 | -19.442
N 0.31 | 0.46 0.55 0.61 | 0.61 0.51
% decrease - -49.03 | -20.12 | -11.47 | -0.19 | -20.202
Cd 0.32 | 0.45 0.56 0.60 | 0.61 0.51
% decrease - -39.85 | -23.15 | -8.04 | -1.41 | -18.113

Table 17: Results of the sensitivity analysis for runup [m]. The table shows the runup when each of the four
vegetation parameters are increased. It also shows the runup decrease in %, where - means there is an increase.
This decrease is compared to the previous simulation

’ runup |[m]

Simulation 1 2 3 4 5 Average
ah 0.121 | 0.021 | 0.010 | 0.005 | 0.003 | 0.032

% decrease - 82.36 | 54.13 | 52.00 | 35.92 | 56.10
bv 0.119 | 0.027 | 0.010 | 0.007 | 0.005 | 0.034

% decrease - 77.22 | 63.09 | 33.85 | 24.56 | 49.68
N 0.119 | 0.018 | 0.010 | 0.007 | 0.005 | 0.032

% decrease - 85.02 | 42.41 | 35.86 | 24.36 46.91
Cd 0.119 | 0.017 | 0.010 | 0.007 | 0.005 | 0.031

% decrease - 85.61 | 41.21 | 33.42 | 26.36 46.65

95% 75% 50% 25% 5%

& - - - 4

Qutliers Outliers

Figure 54: The red centre line denotes the median value (50th percentile) The blue box marks the 25th to 75th
percentiles, while black whiskers mark the 5th and 95th percentiles.
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15 Appendix D Wave propagation

15.1 1IG wave height

Figure 59, 60, 61 and 62 show the propagation of the low frequency wave height [m] for
transect 1, 2, 3 and 4 respectively. Here it can be seen that for scenario S3 and S4 the
low frequency wave height increases from the point where the bed level increases. The
wave height reached a peak at the location of the reef crest. The wave height for scenario
S1 and S2 slightly increases with an increase in bed level and then experiences a rapid
decrease at the reef crest.
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Figure 59: Propagation of the low frequency wave height [m] for scenario S, S2, S3 and S4. Transect 1
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Figure 60: Propagation of the low frequency wave height [m] for scenario S, S2, S3 and S4. Transect 2
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Figure 61: Propagation of the low frequency wave height [m] for scenario S, S2, S3 and S4. Transect 3

79



— Coral and seagrass
Only seagrass

Hmo = 0.5 [m] ——No coral or seagrass Hmo = 1 [m]

0.1 ——Reduced coral with seagrass| 0.4 . .
f )
0.05} /\J\/ 1 0.2f T 1
T, I I A |l = === iy
= ——— = = — 0 B e ———————— R Wit T

o
|
|
i
|
|
|
\
[T
|
I

0 200 400 600 800 1000 1200 1400

o
o
T

o
>
¢
!
Low frequency wave height [m]

Low frequency wave height [m]

0.2 e = o
,_//’\/ ——— _— o |l
o= e = = = = = =i ——
0 200 400 600 800 1000 1200 1400 0 200 400 600 800 1000 1200 1400
4 Hmo =4 [m] 4 Hmo = 4.62 [m]
\p ’\ \
L’\V/\n/w\/\/‘/\/ W) V‘/N\/ DA AN W
1 0.5 / ' ]
e R e il M — — N S
— e E— - _ — 0 _7777\ 7\77_ -\7' _ S —— [ L
800 1000 1200 1400 0 200 400 600 800 1000 1200 1400
— 0 T = — 0 T T
E B e & S e —
? -10 = e . E 10 - g5 s 4
3 S 3 T
520F 1 520/ 1
Q s o] y
M 39 L~ | | | | | | ] M 39k~ | | | | | | 4
0 200 400 600 800 1000 1200 1400 0 200 400 600 800 1000 1200 1400
cross-shore direction [m] cross-shore direction [m]

Figure 62: Propagation of the low frequency wave height [m] for scenario S, S2, S3 and S4. Transect 4
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15.2 Dissipation due to waves breaking and vegetation

Figure 63, 64, 65, 77, 67, 7?7, 69 and 70 show the dissipation due to waves breaking (Dbr)
and due to vegetation (Dveg) for transect 1, 2, 3 and 4.

The transect with a less profound reef crest (transect 2 and 4) shows a higher Dveg on
the reef flat for scenario S3. This shows that the sea-grass can help to reduce the residual
wave energy after the waves are broken. It can also be seen that not all waves break on
the reef crest, but that for lower offshore wave heights waves also break onshore. This is
especially true for scenario S1 and S2. For these scenarios the waves either break onshore
or the energy is lost due to the interaction with vegetation offshore and on the reef crest.
The transects with a more profound reef crest (transect 1 and 3) shows that for scenario
S3 and S4 almost all the energy dissipation is caused by the breaking of waves on the reef
crest.

o

o

Figure 63: Dissipation due to waves breaking [W/m?] for scenario S, S2, S3 and S4. Transect 1
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Figure 64: Dissipation due to vegetation [W/m?] for scenario S, S2, S3 and S4. Transect 1
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Figure 65: Dissipation due to waves breaking [W/m?] for scenario S, S2, S3 and S4. Transect 2
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Figure 67: Dissipation due to waves breaking [W/m?] for scenario S, S2, S3 and S4. Transect 3
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Figure 66: Dissipation due to vegetation [W/m?] for scenario S, S2, S3 and S4. Transect 2
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Figure 68: Dissipation due to vegetation [W/m?2] for scenario S, S2, S3 and S4. Transect 3
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Figure 69: Dissipation due to waves breaking [W/m?] for scenario S, S2, S3 and S4. Transect 4
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Figure 70: Dissipation due to vegetation [W/m?] for scenario S, S2, S3 and S4. Transect 4
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15.3 IG runup timeseries

Figure 71, 72, 73 and 74 show the time-series of the IG runup for transect 1, 2, 3 and 4
respectively.

Transect 1, 2 and 3 show a small increase in runup with an increase in offshore wave height
for scenarios S1 and S2. These results also show a lower average runup value for scenario
S1 and S2 compared to S3 and S4. Transect 4 shows different results. Here it can be seen

that the runup for all four scenarios increase significantly with an increasing offshore wave
height.

The transects with a profound reef crest (transect 2 and 3) show an increase in maximum
and minimum runup values, but the runup average remains similar. These results also
show a similar average runup for all four scenarios. Transect 1 and 4 show different results.
Here it can be seen that both the maximum, minimum and the average values of the runup
increases with an increasing offshore wave height. These results also show a lower average
runup value for scenario S1 and S2 compared to S3 and S4.
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Figure 71: IG runup for scenario S, S2, S3 and S4. Transect 1
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Figure 73: IG runup for scenario S, S2, S3 and S4. Transect 3
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Figure 74: IG runup for scenario S, S2, S3 and S4. Transect 4

88

0.1 : : :
0 0.5 1 1.5 2
Time [s] «10%
- Run-up for Hmo=4.62[m]
0.5
0.4
0.3
o2/ 11 iy m}fu | Ml ‘.\{‘M"v‘
W I n‘\.v |/ VAW Y M
i 1 H My J \I*M‘ L'r “\
0
-0.1 - - -
0 0.5 1 1.5 2
Time [s] x10%



