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Abstract 

 

This research tries to determine a sound and solid solution to creating a scalable client-server 

architecture for a massively multiplayer online game that is completely automated. This 

implies the automated spawning and closing down of servers based on CPU and memory 

load, data transfers between servers, and database sharding. 

As the gaming industry starts to have a clear trend in the last years towards online multiplayer 

games, the optimization and atomization of a client-server architecture dedicated for such a 

game represents a very high interest subject in the last period. 

The paper will focus on two main parts. The first part mainly discusses the actual client-server 

architecture. It takes into account how and why the architecture is layered, the functionalities 

and responsibilities of the servers on each layer, and proposals and comparisons between 

different ways of server-server communication and overall server system supervision.  

In the second part, this paper will extensively analyze which is the best approach to take 

regarding player placement throughout the servers. While a number of very popular games 

choose to have a very clear cut system in which  each server is allocated to a given geographic 

region and players from different servers can never interact, the solution proposed here wants 

to allow any two players from any two servers to interact with each other, keeping the data 

transfers, however, to a minimum. To reach this goal, this paper proposes a novel solution that 

consists of keeping track of the "closeness" between players in real time, and predicting future 

interactions based on this closeness graph. 

Finally, the results of applying these discussed techniques on a massively multiplayer online 

game are shown and analyzed. Based on these results, conclusions are drawn, and the best 

configuration of the proposed architecture for the given game is presented. In addition, 

recommendations are given in the end for possible further improvement of the given system 

in the future. 
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1.1. Context 

 

The past years saw the game industry focus more and more on the capabilities of online 

gaming. Running a game using a client-server architecture, although being more expensive in 

terms of server maintenance, represents an almost unbreakable anti-piracy protection for that 

given game, and also opens up other significant opportunities such as multiplayer interaction, 

or real-time feedback from players. Recent games such as World of Warcraft, League of 

Legends, or Diablo III clearly exposed the advantages of using this sort of architecture as they 

represent, to date, one of the most successful games ever made, adding up together tens of 

millions of online players. 

Because of these increased interests regarding massively multiplayer online gaming, 

methodologies for development and possible improvements applied on a client-server 

architecture for such a game have represented a very sought after topic. 

 

1.2. Background 

 

Especially in the last years, supporting thousands, even hundreds of thousands of online 

players has become a very important issue when it comes to online games, as the efficiency of 

these backend systems finally plays a very significant role in the game's overall success. 

To support hundreds of thousands of players in massively multiplayer online games, a 

distributed client-server architecture is widely used in which multiple servers are deployed. 

The way these servers are connected between each other and the way the information is 

distributed is mostly related to each game in particular, as the structure must usually be 

moulded on the game's data flow. A common issue, however, is the flexibility of the server 

system, as the unpredictable movements of the in-game characters or the high concentration 

of characters in certain worlds can lead to the overload of some servers. 

Because of these reasons, constant research is being done on these topics, trying to distribute 

the load as even as possible between the servers, being it either computational requirements 

that the machines have to do for each player, bandwidth limitations, or database querying. 
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1.3. Problem description 

 

To determine an efficient solution for such a server architecture is a difficult task and a 

number of issues have to be taken into account. 

Firstly, the normal data flow of the game has to be analyzed. That means looking at the usual 

information exchange that has to take place on a normal playing session for a certain user. 

Using this information, the transferred data can then be divided into content requests 

(requiring entire files such as images, xml files, etc.), computational requests or database 

requests. 

Secondly, user interaction has to be carefully analyzed. Moving through worlds and changing 

environments within the game normally means moving information across servers, as 

interacting player's information normally needs to be stored on the same machine. 

In addition, the connections between the players has to be constantly monitored. Based on this 

information, when a user logs in he must be placed on the machine that has the highest chance 

not to request any further movement of server data. 

Taking these facts into account, a first draft architecture has to be designed, deciding first of 

all, on what basis the virtual world needs to be divided between servers. The server-side 

architecture also needs to support a high level of players on each machine, and divides the 

tasks between the machines as efficiently as possible. Then, player movement and interaction 

has to be examined and an efficient way to transfer the information between servers has to be 

implemented, taking into account how this affects the real-time flow of the game on the client 

side. 

Finally, the server architecture has to be made scalable and flexible, starting up new machines 

and redistributing the data between servers without interrupting the game flow of the online 

players. 

To do this efficiently, real-time monitoring has to be done, and a prediction system has to be 

set up in order to minimize the amount of data transferred between servers. This plays a very 

important role in the overall performance of the system as the amount of transfers done is 

very closely related to the amount of latency that the clients experience when playing the 

game. 

 

1.4. Main objectives 

 

This research tries to offer a solution for the problem described in the above paragraphs. The 

goal is to find an efficient (from the point of view of the number of users supported per server 

and client-side latency), flexible and responsive (have a very small client-side latency) client-

server architecture for the given massively multiplayer online game. 
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1.5. Research questions and research method 

 

The aforementioned problem and the objective that needs to be reached form the following 

research question: 

RQ: What is an effective and flexible client-server architecture design for a massively 

multiplayer online game? 

And the sub-questions that arise are the following: 

SQ1: What is an efficient way of distributing the workload between machines? 

SQ2: How can the database be distributed in order to keep a minimal duplication and 

a maximum reduction of access requests? 

SQ3: What is an effective and secure system of monitoring the server side activity 

(CPU usage, memory usage, bandwidth) in order to make the best decision about 

spawning a new machine? 

SQ4: What real-time analysis can be used in order to determine the "closeness" 

between players and thus lower the data transfer between servers? 

The research method that will be followed can be seen in Figure 1.1 below. 

 
Fig. 1.1: Information Science research framework [14] 
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As we can see from the left side of the model in Fig. 1.1, the environment, hence the people, 

organization and the technology define the problem domain from which this study is inspired. 

The knowledge base on the right side of the model provides the appropriate knowledge from 

already existing research that can be applied to our case. After some cycles of development, 

assessment, evaluation and refinement, an artefact is expected to be produced which is an 

addition to the knowledge base and is applicable to the environment. The social and scientific 

relevance and the contribution that is expected from this study are explained in the following 

paragraphs. 

The problem of constructing an efficient client-server architecture can have a significant 

relevance especially from a scientific point of view. This can be applied to a number of 

applications, not only games, that require more than one server-side machines that need to 

work concurrently. 

In addition, for the game development industry, as the structure of the data flow in this 

particular case is different than normal multiplayer games that divide the server over their 

overall map, based on location, finding different approaches can lead to very interesting and 

useful results. 

From a contribution point of view, the academic contributions that this project will bring are 

the following: 

 a state of the art review. 

 a description of a server-side architecture that can support thousands of players. 

 a database sharding method that allows easy scaling up, as well as down, of the server 

systems depending on the fluctuation of online players. 

Besides these academic contributions, the contribution to the company is a working client-

server architecture that will be able to support a high number of online users, and also adapt to 

the number of online users in real-time, only using the minimum amount of resources it needs. 

 

1.6. Company profile 

 

The company's name is Connected Dreams and 

the game they develop is called Tailplanet. 

Tailplanet is a 3D game that can be player using a 

web browser and does not require any installation. 

In the game the player is assigned a pet who he 

then has to raise, take care of and train in order to complete missions and win challenges 

against other players. The game is a combination between a simulation game (through the fact 

that you have to keep your pet happy, similar to "The Sims") and a role playing game 

(because you have to complete missions, get items and gain levels), all of this being done in a 

multiplayer environment. 
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Besides the typical elements found in similar games that help the player interact with his in-

game character, the application also offers two other main interfaces to the user: a web shop 

in which the player can buy items to improve his pet or decorate his room, and a chat 

messenger that allows the user to add other players in his contact list, see when they are 

online in the game and chat with them inside the game. 

The overall application is split in two main parts: client and server. As everything was 

developed from the ground up and the game wants to be completely independent from any 

type of programs or plug-ins, the server side was developed using PHP and MySQL and the 

client side was developed using JavaScript. 

All the dynamic objects in the game have state machines that define their behaviour. For any 

updates that are done on the client (animation information, object creation, object deletion, 

trigger information, etc.), a request is sent to the server, the server processes it and returns a 

response which can be either a static response that does not require any computation, or a 

dynamic response. 

 

1.7. Structure of the thesis 

 

This thesis consists of five chapters and some appendices. The contents of these chapters 

(except the first one which is the introduction) are briefly described here: 

Chapter 2 

This chapter describes the general structure of a client-server architecture. Different 

approaches are explained, with the advantages and disadvantages of each of them. Finally, the 

data flow of the game on which this research has revolved around is analyzed. Based on the 

Fig. 1.2: A screen shot of the game Tailplanet 
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conclusions drawn from this step, a general structure for the client-server architecture that 

would work best in this particular case is described. 

Chapter 3 

This chapter focuses on the ways of communication between the different layers of the client-

server structure. It describes the tasks and responsibilities of each type of machine, different 

approaches to do a real-time monitoring of the overall architecture, and the limitations and 

bottlenecks of this system. 

Chapter 4 

Here, the main focus is represented by the description of a real-time prediction system, that 

allows the servers to know the likelihood of two players interacting with one another. The 

concept of a closeness graph that is updated in real-time is explained, and the definition and 

calculation of the closeness between two players is described. Finally, different case scenarios 

are elaborated, showing how the decision process  works, based on the values in the closeness 

graph. 

Chapter 5 

This last chapter contains the results of implementing the client-server system for the given 

massively multiplayer online game, but also the possibility of applying this architecture for 

any general MMOG is analyzed. In the end, conclusions are drawn and recommendations are 

made in terms of other small possible improvements of the overall architecture and interaction 

between the servers. 
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2.1. Introduction 

 

The basic concept behind a client-server architecture is to distribute tasks between the 

providers of a resource (which are the servers), and the ones who request that resource (the 

clients). Thus, the clients are the ones that determine when a session starts and ends, as they 

are the ones who send out requests to the servers. The later normally operate in a latent state, 

waiting for new packages from clients, computing them, and sending out responses. 

If the two main parts of this structure are separated and analyzed, the client side is very 

straight forward. A client represents an application or device that is not capable of running on 

its own a stand-alone program, but instead needs to communicate with another entity via a 

network. With regards to online multiplayer games, the client is the application that the player 

has install on his personal computer or console. However, in order for that game to run 

properly, that application needs to establish a connection with a server. 

The clients are not represented only by applications that the user explicitly installs on his 

machine. A client can also be a simple web page. Simple online games that are player through 

a browser also represent a client, although no explicit installation is required. This scenario 

can be seen as a two layered structure, as the web browser itself acts as a client at the top 

level, requesting a URL of the page on which the online game is. When receiving its response, 

the web server practically received the client-side application of that game. Once the user 

interacts with that page, the client-side of the game starts sending requests to the game 

server(s), which then send feedback to the client application. This is the type of client that will 

be mostly targeted, as the given online game on which this research was developed on is a 

browser based game. 

While the client side is very unambiguous and is always represented by a single entity, the 

server side can be very complex, and this represents the part on which this chapter will mostly 

focus on. 

Firstly, there are numerous types of servers: web servers, FTP servers, database servers, file 

servers, application servers, computational servers, mail servers, etc. The ones that are of 

interest with regards to online games are: 

 file servers: which receive only requests for certain files, no computation needed. 

 computational servers: which have no analyze and compute the contents of the 

received packages in order to obtain a response. 
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 database servers: which store player and game-play information. 

 application servers: which usually have a global view over the whole structure and 

handle issues such as load balancing or data management. 

The way these types of servers can be set up and communicate with each other is a topic that 

will be treated thoroughly later in the paper. 

The rest of this second chapter will examine  different ways of structuring the server 

architecture. Afterwards, the data flow of the given game will be presented and, based on that, 

a general structure for the client-server architecture that would best fit this particular game is 

described. 

 

2.2. Server-side structuring 

 

This part of the chapter will look at different approaches of dividing the servers based on 

game structure and requirements, load balancing issues, and also taking into account 

overloading scenarios and  the scalability capabilities of the system. 

2.2.1. Server regionalization 

When thinking of ways to divide a game's virtual world for the purposes of modelling player 

interactions, but also providing manageable consistency, the choice normally stands between 

two very opposite approaches (as also described in [9] and [15]): 

 Geographical: the virtual world is divided into regions from the moment the game is 

initialized, each region being assigned to a given server. 

 Behavioural: the virtual world is sub-divided in a way which reflects the interactions 

between players. 

The geographical approach is very often used when the virtual world presents very clear 

spatial borders, that do not allow players outside a given space to interact with them in any 

way. For example, if a player is in a room, he cannot, at that moment, interact with anyone 

else except the people in that room. 

The behavioural approach is not determined by static spatial constraints such as walls, but by 

the area of influence that each player has and the ability of other players to express interest. 

For example, if in a game the player can choose to either be in an aircraft or a tank, a player 

manoeuvring the aircraft will have a clearly higher area of influence that the one who chose a 

tank just by the amount of space that he can cover. 

A middle-way approach between the two was tried by MASSIVE Systems in the 90's (as 

detailed in [13]). It was called the aura/nimbus approach and the main idea was to model the 

influence for each player in particular. The aura was the area in which the player can express 
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influence, while the nimbus was the area in which others can express interest from that player. 

So, while focusing on the behaviour of players, this method still assumes that only 

geographically close players are allowed to interact with each other. The main limitation of 

this method however, is its scalability, which is strongly limited by the amount of extra 

processing power needed to determine each player's aura/nimbus. 

2.2.2. Server data distribution 

The way the data is spread across servers is a topic that mostly depends on the basis on which 

the game information can be divided. To achieve load balancing (an efficient distribution of 

data), two main approaches stand out (as mentioned in [9]): 

 Player-based: players are allocated to a server at the moment that he enters the game. 

 Interaction-based: the servers allocate their resources based on the interaction patterns 

between players. 

The player-based approach is very unambiguous. The player is allocated to a certain server at 

the start of the session. Using a NAT (network address translator), the connection between the 

client and the server it was allocated to is remembered, and all the requests of that client are 

sent to the given server for the lifetime of that session. 

The interaction-based approach offers the player a higher degree of freedom. The player can 

communicate with players from other servers and players are able to move from server to 

server during a session. The decisions of moving data from one server to another or of just 

sending messages from one server to another are taken based on processing load of each 

server and the latency that each operation produces on the client side. 

2.2.3. Server overload solutions 

The most difficult problem to solve with regards to a client-server structure is known as 

overloading or crowding. Overloading take place when a server exceeds its processing 

capabilities due to a very high number of concurrent requests. This can lead to increased 

latency, package loss or the server can even crash. 

One solution for this problem is to set up the servers as a grid, allowing each one to 

communicate with its neighbours (described in [1], [6] and [10]). Once a server is close to its 

maximum load, it communicates with its neighbours and transfers data to one of them that has 

a lower load. If after this transfer, the neighbours also reach their maximum limit, the 

propagation continues further, until all the machines are stable. The limitations of this method 

are that each server has to constantly know the state of its neighbours, making each machine a 

miniature master over its neighbouring region. This results in each machine losing a part of its 

processing capabilities that could be otherwise used to handle client requests. While for each 

machine this loss is not that significant, over the entire system this may not be the case. In 

addition, because of the increased bandwidth usage of each server communicating with its 

neighbours, the latency to the client layer may also be affected. 
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Another approach is to have a single master over all the other servers that act as slaves 

(discussed in [4]). The master does not handle any incoming requests from the clients, its only 

job being to oversee the state of the other machines, and handle cases in which data needs to 

be transferred from one machine to another. One advantage of this method compared to the 

previous one is that all the slave servers are considered to be equally connected. So if one 

machine is overloaded, a single data transfer to another server will solve the issue and no 

propagation through neighbours is necessary. Furthermore, as a single machine handles all 

these responsibilities, the loss of processing capabilities to manage the overall architecture 

always remains static. Thus, while the first approach may give better results on smaller scales 

in terms of processing power loss, this approach is superior on a larger scale. The 

disadvantage however, is the fact that the master acts as a bottleneck. As it is the only 

managing entity over the server-side system, there must be  well designed backup systems 

that treat scenarios in which the master server crashes or experiences other fatal problems. 

 

2.3. Game data flow 

 

As mentioned in chapter 1, the game that this research is based on is a browser based 

massively multiplayer online game called Tailplanet. 

The game starts with your main character in his own house. Besides the house, the player also 

has a gym, an arena and a number of shops that he can visit and that are not a global instance, 

but different for every account. Interaction with other players can be done either by visiting 

some else's house, someone visiting you, or inviting someone to the arena for duels. The 

updates between players are done by sending motion and position information across at the 

start of each animation, which is usually every second. 

The starting point of this project is represented by the server side consisting of a single 

machine that handles both the HTTP requests sent by the clients and the database processing. 

The HTTP requests can be split into two categories: static requests that just require the 

contents of a file (JSON files or images) and do not require any processing or connection to 

the database, and dynamic requests that do have computational expenses and do execute SQL 

queries. 

An important aspect of this game's structure is given by the way the dynamic client requests 

are categorized: 

 Webshop: requests that are made when a player buys a new item in the game. 

 Chat: the game contains a chat messenger through which the players cat communicate 

with one another. When a message is send from one player to the other, it is initially 

passed to the server, which then notifies the user at the receiving end that he has to 

update his chat data, thus fetching the new message. Here there are also included 
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requests to add a new contact, and accepting or declining an invitation from another 

player. 

 User-specific: requests that are related to the user information such as password 

recovery, user account data modification, or buying premium items in the game (using 

real money). 

 Game-play related: these represent more than 90% of the actual requests. For every 

animation that needs to run, any pose or position information of a persistent object that 

has been modified, or for every persistent variable of a state machine that was been 

changed, the client sends a request to the server. Without any latency, these cumulate 

in total to around 15 requests/responses per second between client and server. 

Based on these types of requests, an even more clear classification immediately comes to 

mind: one based on frequency. Thus, only two categories remain: game-play related and the 

second one can be called user-driven, as all the others are sent by the client only as a result of 

a specific action of the player. This is very important when databases are also taken into 

account, as big improvements can be obtained by treating the two separately. Frequently 

modified, volatile data that does not need to be persistent can be cached in memory, using a 

memory engine, increasing the response time to the client, while the persistent tables that 

keep track of the user information can still use normal database engines such as InnoDB or 

MyISAM. 

 

2.4. Proposed client-server architecture 

 

Based on the information given in this chapter, the different designs of the server-side 

structure and the data flow of the given game, a multi-layered client-server architecture is 

presented, giving arguments for each choice. 

2.4.1. Server regionalization choice 

On the subject of server regionalization, the most suitable approach is always strongly 

dependent on the game-play structure and how the game designers want the player interaction 

to take place. 

In the case of Tailplanet, a very attractive feature of this game is given by the multiplayer 

interaction. The game should allow any two players to interact with one another, without 

burdening the player with decisions regarding choosing a certain server either at login or at 

any other time during game-play. Thus, all decision making processes should be done on the 

server side of the application. This results in a server structure that is not focused on 

separating the player groups geographically, but more focused on facilitating a good 

interaction between players. Thus, the behavioural approach should be the one that best fits 

the characteristics of the given game. As mentioned in chapter 2.2.1, this approach does not 
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restrict the player in any way and does not oblige the game to have any spatial limitations 

inside its virtual world. Furthermore, from the client layer, the player should not even be 

conscious of the presence of multiple worlds that are in any way separated from one another. 

From the player perspective, the wanted outcome is for him to be able to have unrestricted 

interaction with anyone in the virtual world of the game. 

2.4.2. Data distribution choice 

With regards to how the data should be distributed across servers, this is usually closely 

related to the previous topic of regionalization. 

Geographical regionalization goes hand in hand with player-based data distribution, as players 

do not move across servers during the lifetime of one session. Thus, the most simple approach 

in this case is to have servers defined for a given region, and each time a player logs in a 

server in chosen at that time based on that player's geographical location, and the given 

player's interactions are limited to that server's world and the players that are on it. 

Similarly, the interaction-based approach of data distribution is more closely related to the 

behavioural regionalization, as both focus on the actions of the player, trying to facilitate the 

player with a higher degree of freedom within the game. This approach however implies a 

higher degree of logistics and server-side computations. A system of real-time data transfer 

between servers has to be implemented, as this approach allows players from different servers 

to interact, this implying that either information needs to be duplicated or moved from one 

server to another. An analysis on what type of information needs to be moved across in this 

particular case, and what would be the best way to facilitate these requirements will represent 

the next main topic. 

2.4.3. Client request classification 

Firstly, based on the information given in chapter 2.3 regarding the game flow, one of the first 

observations that can be drawn is that the server side processes can divided into two main 

parts: 

 Computational servers: that directly handle requests from clients, doing all the 

necessary computations and bearing most of the bandwidth usage. 

 Database servers: that store all the game related information and that are queried by 

the computational servers when needed. 

Taking this main division as a starting point, each one of the two can be further analyzed. 

The computational servers as mentioned above, are the first layer in handling requests from 

the clients. However, these requests can be separated into two general categories: 

 Static requests: are requests that only demand static content from the server. This can 

be an image or a JSON file that contains details about a given object (such as 
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bounding box dimensions, an animation graph that shows what animations can be 

played after a given one, etc.). 

 Dynamic requests: are requests that require any sort of computation on the server side, 

also requiring a connection to the database for entries to either be fetched, updated or 

deleted. 

This division is important especially performance-wise as special dedicated programs can be 

used to handle static content being fetched (Nginx, G-WAN, etc.). Also, each type of machine 

can be designed based on its main function, as the static requests server only needs a very 

good bandwidth connection, with no need of very high CPU power, while the dynamic 

request servers need to have a higher computational capability and also need to be connected 

to the database server layer. 

2.4.4. Database layer division 

Moving on to the database servers, the database contents o the given game has to be first 

looked over before an optimal division can be made. The table presented in Annex no.1 

contains all the data that is stored in the game database, and for each entry it is specified 

whether it is part of the four categories given in chapter 2.3: chat, webshop, user-specific, or 

game-play related. In addition, the access frequency is specified. 

Besides this general classification of the database tables, an even more important aspect is 

how these tables are linked through primary key fields. If you look at Annexes no.2 and 3 you 

can see these connections. 

Taking this data into account, it can be observed that there is a clear separation between the 

main game-play related tables (seen in Fig. 2.1) and the others. Also, in Annex no.2 it can be 

seen that multiple user related operations can be easily distinguished, having only a single 

table (the user_names table) as a common connection. The webshop related connections were 

now shown here as the only tables that are connected in such a way are the ones that are 

queried only once at login ,and as they are independent from tables that are not webshop 

related, they do not have any significant effect on how this database should be optimally 

divided. All the entries that are seen in the table at Annex no.1 but not seen in these two 

figures above have only simple queries executed on them that do not require data from any 

other table in any kind of game-play scenario. 

Based on the database description done up to this point and the observations stated in section 

2.3, a good approach in dividing the database server layer is to separate it into two main 

layers: 

 The Volatile DB layer: this layer contains all the frequently accessed tables that 

contain unstable information which is very often changed or deleted. The information 

in this layer is also only session related, so in case of an unexpected error or crash, the 

integrity of the player accounts will not be affected. The worst case situation is that the 

final few minutes of game-play would not be properly recorded, so the last actions that 
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the player has made have to be repeated. Because of this, these machine can keep all 

their information on memory, making for a very fast query response time, which is 

essential for this very frequently queried layer. 

 The Stable DB layer: this layer contains all the sparsely accessed information, 

including the user account information, webshop and chat information. As this 

information is very important with regards to account safety and consistency, all these 

machines are ACID-compliant (atomicity, consistency, isolation, durability), making 

all transactions safe even in case of a system crash. 

Both these layers will contain multiple machines, and the dynamic request servers will be able 

to access both these layers. 

2.4.5. Handling overloading scenarios 

As the main layers of the proposed client-server architecture have been presented, a solution 

for overloading scenarios can now be discussed. Taking the options presented in section 2.2.3, 

the most plausible solution for an architecture mostly focused on player interaction is the with 

an overall master server. This solution also fits with the idea of having a closeness graph that 

is constantly updated, keeping track of the interactions between players. In order to have this 

structure, an overall server is needed, that can have a global view of the system. This would 

not be possible in a shared-responsibility system, in which each server would share 

responsibility for a small part of the overall structure. However, as mentioned in section 2.2.3, 

this approach presents an important drawback: the master server acts as a bottleneck for the 

whole system, disrupting the whole structure if an unexpected error occurs with it or because 

of very high demands from the other machines.  

2.4.6. Architecture diagram 

At this stage, the overall architecture that would result from the conclusions drawn so far 

would have the structure presented in Figure 2.1. 

The whole structure of the client-server architecture can be described as a four tier 

application. 

The top level consists of the clients, who are the ones that start the requests. The client layer 

in Figure 2.1. represents the actual users, so it is not part of the actual application. The web 

servers in the figure (the program that runs in the client's browser) represent the actual top 

layer of the application. 

The second layer consists of the server side machines that only do the main calculations. 

These can either be dynamic request servers that do require processing power and are linked 

with the DB layers, or static request servers that just return file contents to the client. 
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The third and fourth tiers consist only of database servers. The third tier has a number of 

database servers that all contain unstable information (tables that are constantly updated or 

from which entries are deleted). The fourth and last level is composed of database servers that 

stores all the stable information. Because the access for the information stored on the forth 

layer is a lot sparser that for the information on the third layer, the MySQL maximum 

workload for a volatile DB server will be reached a lot faster than for a stable DB server. 

Because of this, a fourth tier machine can support a lot more data to be stored on it compared 

to a third tier machine, so the number of volatile and stable DB servers will mostly likely be 

unequal at any given time. 

The Master Server, as shown in the figure will communicate and oversee the whole server 

structure, including the client application layer as it would also handle responsibility when it 

comes to new users accessing the web page of the game. This however does represent a 

problem as it adds a high risk element to one of the most important elements of the 

architecture: a peak in client requests can stop or significantly slow down the master server 

activity. The biggest disadvantage of this is that it is not controllable from inside the system. 

To solve this, a separation has to be made between the master server and the client application 

layer. As the only communication between the two taken place at the initial web page access, 

this responsibility is removed from the master server, adding a new type of machine that  

specifically handles only this responsibility. Thus the final structure of the client-server 

architecture will be: 

Fig. 2.1: the initial structure of the proposed client-server architecture 
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The only modification to the previous design is the addition of the Loading Page Servers. 

These machines are the ones that actually have the address of the main website, being the first 

ones that handle requests from a client at the start of a session. Their only responsibility is to 

establish an initial link between the first and second layer machines at the start of a session. 

With this approach, the master server is not exposed to any outside threats and the machines 

that are exposed do not threaten the overall structure in case of an unexpected error. 

Thus, the Master Server in this final design oversees only the server-side architecture 

composed of layers 2, 3 and 4. How these communications will take place will be detailed in 

the following chapter. Also, as mentioned before, the master server will also be responsible 

with keeping track of the interactions between players by updating in real-time a closeness 

graph. This data will then be used by the machine to take decisions regarding on which 

machine player information needs to be stored at login, or how the data can be moved 

between servers at any point in time. 

 

 

  

Fig. 2.2: the final overall structure of the proposed client-server architecture 
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3.1. Introduction 

 

This chapter will focus on the means by which each type of machine described in the structure 

that was presented in the previous chapter communicates with the other server-side machines. 

Each type of server plays certain roles during a playing session of a user. For each type of 

server, its responsibilities inside the given structure will be first stated. Afterwards, for each 

action that is presented, details will be given on how that process takes place. 

As each layer contains a certain type of machine, the communication will be viewed as in-

between  different layers of the server-side architecture. A detailed view of how the three 

server-side layers interact with each other will be presented in the first part of this chapter. 

A special attention will be given to the master server as it is the one which has the biggest 

management role inside the given architecture. Its roles include the following, each one being 

discussed thoroughly later in the chapter: 

 Load balancing: keep track in real time of the load on each machine and act 

accordingly when a server reaches its maximum load threshold. 

 Login administration: although the loading page server is the one that directs the 

clients to the second layer machines, it is not the one that decides which players 

connect to which second layer server; the master server specifies to the loading page 

server to which machine it should direct the new players; further in the login process, 

the master also allocates the player to the appropriate DB servers, the decision being 

made based on the CPU load of each machine, and the closeness values of that user to 

the other online users on the servers. 

 Closeness graph updating: the master is in charge of the player closeness graph; it 

updates the values constantly, and it is also the one that uses those values to make 

decisions. 

 Data management across DB servers: either at login when the decision is made that 

players need to be moved from a server to another, or when to players situated on 

different servers interact, the master server is in charge of all the logistics; based on 

the closeness values and the probabilities of those players interacting with other on 

that server or any other server, a decision is taken with regards to who's data is moved 

and on machine it is moved to. 
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In addition, its weaknesses and limitations will also be presented, and solutions will be 

proposed. 

Furthermore, the scalability capabilities of the proposed architecture will be analyzed. 

Scenarios will be discussed in which either servers from each layer need to be shut down, or 

new machines need to be started up. In each case it will be specified what actions need to be 

taken by each machine in part. 

 

3.2. First layer communication 

 

As seen the Figure 3.1, the first layer, or client application layer, handles the user input and 

transmits and receives packages to the servers. 

 

 

The first type of interaction that this layer handles is with the users. The user input is taken by 

the client-side application which then decides, based on that information, if any server-side 

acknowledgement or information is needed, and if so, the appropriate package is sent across. 

The interaction between the first tier and the server application tier (second layer), is 

dependent on the type of request that the client does. 

Fig. 3.1: the overall 4 tier client-server architecture with the first layer being highlighted 
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If static content is needed, an HTTP GET request is sent to a static request server, and the first 

layer then awaits the requested file as a response. 

In the case of an action that requires server-side processing (animation being updated, 

persistent data being changed, chat or webshop interaction, etc.), the web server sends out an 

HTTP POST request to a dynamic request server. That sent request contains a JSON string 

that is decoded on the receiving side, the necessary operations are executed, and a response is 

then given back to the client layer, if required. A detailed explanation of how these requests 

are handled by the dynamic request servers and what types of requests can be received will be 

given in the following section. 

There is also one scenario when the client layer communicates directly with the loading page 

server. This is the very first server-side interaction that the client application has at the 

beginning of each session, when the player actually accesses the web domain of the game. 

The flow of events can be seen in the sequence diagram below: 

 

 

At login, the client application first sends a request to the loading page server, letting in know 

that it wants to start a new game session. The loading page server sends back to the client the 

connection information for both a dynamic and static request server. This information is 

passed on to the loading page server by the master server, the later being the one that makes 

the actual choice. How this decision is made will be explained later in the chapter when the 

master server interaction will be discussed. Once this is done, the communication can flow 

normally between the first and second layer. When pressing the login button, the first layer 

sends its login credentials that the user inputted to given dynamic request server on the second 

Fig. 3.2: a sequence diagram of the login communication that involves the client application layer 
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layer. That server then returns a login response, and if that response is positive, the in-game 

communication can then take place between the client application and the two second layer 

servers. If the credentials are wrong, then the process is repeated from the very start. This is 

because the data on the base of which the master server chooses the second layer 

computational servers may have changed from the previous attempt. 

 

3.3. Second layer communication 

 

The second layer of the client server architecture, as mentioned a number of times before, 

contains two types of machines: static request servers and dynamic request servers. Both are 

highlighted in the figure below. This section will discuss both of them, one by one, with a 

more emphasized focus on the dynamic request server, as it also communicates with the 

database server layers. 

 

 

3.3.1. Static request server communication 

As mentioned above, the static request server does not communicate with the database server 

layers. It does communicate with the client application layer, responding to HTTP GET 

requests. When receiving this type of request, the server responds by sending the contents of 

Fig. 3.3: the overall 4 tier client-server architecture with the second layer being highlighted 
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the requested file back to the client. To facilitate this type of interaction, the server uses 

dedicated applications that keep the static data cached in order to reduce the latency. 

The static request server also exchanges information with the master server, sending to it 

information regarding the state of the machine, most importantly regarding CPU usage. This 

is done every time a significant change to the state of the machine take place, and the master 

server uses this information to choose an appropriate machine for users stating a new session. 

3.3.2. Dynamic request server communication 

The dynamic request server acts as one of the footstones of the proposed client-server 

architecture. It is the one that handles the largest amount of the client requests and it also 

interacts with all the other architecture members: both database server layers and the master 

server. 

The communication with the first layer is very similar to the static request server. The client 

application sends a JSON string through a HTTP POST request to the server. The server then 

parses the string, computes the given information, connects to the database servers if 

necessary, and then responds to the client. 

The fields that can be found in the JSON string, along with an explanation of their role can be 

found in Annex no.4. 

When receiving these packages, the server has two main programs running: 

 The first program parses the received JSON string, execute the appropriate commands, 

and then returns a JSON packet as a result, if necessary. 

 The second program handles all the multiplayer related activities and runs 

continuously in the background. The first program checks in different scenarios if the 

given user's actions affect other players. If that is the case, the player adds database 

entries that informs the affected users that changes occurred. At that moment, this 

multiplayer activity program that runs for those players fetches the changes and sends 

them across to the client layer. Finally, those players see the actions of the given user, 

whether it is an animation if a character or received chat messages or invitations. 

Moving on to the dynamic request server's interaction with the database server layers, this 

takes place based on what machines the player information is stored on. This information is 

kept on a local table on the dynamic request server. This table contains the connection 

information for one volatile database server and one stable database server for each player 

that is handled by that second tier server. Using this table, the server connects to one of the 

two servers and queries them for the required information. How the information of this table 

is set is explained in the sequence diagram above. 

At login, the dynamic request server starts its activity when the first layer application sends 

across the login credentials. At that time, the second layer server starts communicating with 

the master server. It sends a request for it to determine the appropriate database servers that 
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the dynamic server needs to access in order to fetch the client's data. The master server then 

has two important operations to execute. Firstly, it has to choose the best servers on which to 

place the user information. The details of this process are thoroughly explained later on in the 

chapter when the master server interaction is explained. Secondly, after this decision is made, 

the user information is placed on those two chosen database servers. Afterwards, the master 

server informs the dynamic request server of which machines it needs to connect to in order to 

get the player related information. The second layer server stores that information on its local 

table and finally returns a login response to the client layer. 

 

 

 

Moving on to the dynamic request server's interaction with the database server layers, this 

takes place based on what machines the player information is stored on. This information is 

kept on a local table on the dynamic request server. This table contains the connection 

information for one volatile database server and one stable database server for each player 

that is handled by that second tier server. Using this table, the server connects to one of the 

two servers and queries them for the required information. How the information of this table 

is set is explained in the sequence diagram above. 

At login, the dynamic request server starts its activity when the first layer application sends 

across the login credentials. At that time, the second layer server starts communicating with 

the master server. It sends a request for it to determine the appropriate database servers that 

the dynamic server needs to access in order to fetch the client's data. The master server then 

Fig. 3.4: a sequence diagram of the login communication that involves the dynamic request server 
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has two important operations to execute. Firstly, it has to choose the best servers on which to 

place the user information. The details of this process are thoroughly explained later on in the 

chapter when the master server interaction is explained. Secondly, after this decision is made, 

the user information is placed on those two chosen database servers. Afterwards, the master 

server informs the dynamic request server of which machines it needs to connect to in order to 

get the player related information. The second layer server stores that information on its local 

table and finally returns a login response to the client layer. 

Once the lines of communication are set, the second layer servers connect to the appropriate 

database server by taking into account the data affected by the queries (volatile or stable) and 

the information in the local lookup table. 

It is important to mention that the lookup table information is not unchangeable over the 

length of a session. There are scenarios when players need to be moved across database 

servers during a session. When that happens, a similar interaction as the one presented in 

figure 3.4. take place between the master and the second layer server. The details of the 

sequence of events that take place in this case, and also the enumeration of scenarios that 

produce such an event will be given in the following sections of this chapter. 

 

3.4. Volatile database server communication 

 

The volatile database servers represent the third layer on the client-server architecture that this 

paper proposes. This can be seen in Figure 3.5. below. These machines store the game-play 

information for the online players, responding to queries that are being executed by the 

dynamic request servers. However, communication also takes place between this layer and the 

stable DB layer, and also between it and the master server. 

Regarding the communication with the second layer, this takes place when persistent game-

play related data needs to be modified, saved, or fetched from the server, by the client. The 

dynamic request server queries the volatile DB server for the required information of the 

given user that made that initial request. Those requests can fall into the following categories: 

 Animation requests: a client application may want to request information for a given 

animation (such as bounding boxes, number of frames, loop sequence, etc.), push an 

animation into the motion queue of an object, or notify the server that it started an 

animation. 

 Object state requests: notifications have to be sent when an object moves from one 

world to another and that information needs to be stored server-side. In addition, when 

a player enters a new world, the client application need to fetch all the new object data 

from the server. 
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 Variable state requests: the game engine contains a number of variables that need to be 

persistent throughout the playing sessions. When their value changes, the new value 

needs to be updated on the server. 

It can be observed that all client side requests that involve the volatile DB layer are not 

explicitly  invoked by the user. They are game-play related events that happen at a very 

frequent rate. 

 

 

Although the volatile and stable database server layers fulfil different functions, there is a 

common element between them: the user information on the basis of which the player for 

which the queries are executed is known. This shared user information is physically 

represented by the user_names table. Fortunately, this table changes its contents only in the 

case in which the player goes into his account settings and modifies his account details, which 

is a very rare happening. When this takes place, the request is initially carried out to the stable 

DB layer that updates the information and then it asynchronously updates the information on 

the third layer. In order to avoid race conditions while these operations are done, the inner-

server user-id that is used for the given player is never modified, even though the username or 

password is changed. 

To know which volatile database server contains the information of a given player from a 

stable database server and vice-versa, a lookup table is used on both sides, similar to the one 

used on the dynamic request servers. And similar to the second layer servers, the information 

in those tables is modified through a message exchange with the master server. The sequence 

diagram below presets how that communication takes place: 

Fig. 3.5: the overall 4 tier client-server architecture with the third layer being highlighted 
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At login, after the master server chooses the database servers that will be used for the given 

user and before it responds to the second layer server (see figure 3.4.), the master server also 

communicates with the third and fourth layer. For the third layer, the master sends a message 

to the volatile DB server that is chose giving the connection information for the corresponding 

stable DB server. In the end, the database server sends the master an acknowledgement 

message to let it know that it can continue its operations in the login process. 

 

3.5. Stable database server communication 

 

The stable database servers constitute the fourth and last layer of the proposed client-server 

architecture. The servers on this layer store user-related information, chat and webshop 

information. The frequency of the client requests that involve the information stored on these 

machines is a lot lower than the one for the volatile DB servers, as all requests that affect this 

information have to be explicitly started by the user. These requests fall into one of the 

following categories: 

 Modifying user account details. 

 Requesting the webshop content. 

 Notifying that a webshop item has been bought. 

 Sending or fetching chat content. 

Fig. 3.6: a sequence diagram of the login communication that involves the volatile DB server 
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The communication between this fourth layer and the volatile database layer is the one that 

has been already mentioned in section 3.4, based on the information that the given stable DB 

server shares with some of the servers in the third layer. To keep track of these connections a 

lookup table is used. That lookup table is updated by the master server, the message exchange 

taking place between the two being very similar to the one between the master server and the 

volatile database servers. 

 

 

As mentioned before, this message exchange takes place after the master server chooses the 

database servers that will be used for the given user and before it responds to the second layer 

Fig. 3.8: a sequence diagram of the login communication that involves the stable DB server 
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Fig. 3.7: the overall 4 tier client-server architecture with the fourth layer being highlighted 
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server (see figure 3.4.). For the fourth layer, the master sends a message to the stable DB 

server that is chose giving the connection information for the corresponding volatile DB 

server. In the end, the database server sends the master an acknowledgement message to let it 

know that it can continue its operations. 

 

3.6. The Loading Page Server 

 

The Loading Page Server has the responsibility of handling the initial interaction between the 

client and the server-side structure, linking the client to the second layer of the client-server 

architecture. How the communication between this machine and the client application takes 

place has been discussed previously in section 3.2. when the client application interaction was 

described. However, the manner in which the loading page server knows to which machines it 

has to redirect the clients has not been explicitly described. 

The loading page server receives the connection information that it passes on to the clients 

from the master server. In order not to impose a message exchange with the master for every 

client request of a new session, this communication between the two takes place completely 

independent from the client requests, being based instead on the server loads of the second 

layer machines. To be more precise, the master server notifies the loading page servers that 

the players have to be directed to certain machines, and when those machines reach their 

maximum load, the master observes that, and it chooses new machines for the loading page 

servers to redirect the new clients to. 

 

 

This approach allows a clear separation between client and server. The Loading Page Servers 

act as a bridge between the two, establishing an initial connection and separating the master 

server from the interaction with the client layer. 

Fig. 3.9: a sequence diagram of the communication between the master server and one of the loading page servers. 
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3.7. The Master Server 

 

The master server is the one machine that carries the most responsibility from the entire 

client-server architecture. It communicates with every layer on the system being the one that 

handles all the logistics and decision making inside the server structure. 

This section will be divided based on the master servers' responsibilities. These 

responsibilities include: 

 Login administration. 

 Load balancing. 

 Closeness graph updating. 

 Data management across DB servers. 

3.7.1. Login administration 

One of the most important scenarios that is overseen and controlled by the master server is the 

login process. As seen in the previous sections, the master server communicates with every 

layer of the server-side architecture at login. While in the previous sections the main focus 

was set on the other types of machines and only the part of the login process that included that 

type of machine was presented, figure 3.9. presents the entire login process, practically 

stitching up all the interactions that were presented before. 

At the moment the client accesses the game website, the client application first sends a 

request to a loading page server to find a free dynamic and static request server. The loading 

page server, having this information from the master server, sends the result to the client 

layer. Then, the client starts the communication with the dynamic request server. Once the 

server is notified that a new user wants to start a session, it asks the master server to choose a 

volatile and stable database layer. At that moment, the master sends the player information to 

the two database servers in order for them to store it in their database. Along with the player 

information, the master server also sets up the communication lines between the two database 

server layers. It does this by sending the volatile database server the connection information 

of the according stable database server for the given player, and vice-versa. When the 

database servers finish storing their data, an acknowledgement message is sent back to the 

master letting it know that the database servers are set up correctly for the given user. The 

master server can then send the dynamic request server the connection information for the 

database machines. Finally, the dynamic request server stores that information in the local 

lookup table and sends a login response back to the client layer. 
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Once this login process ends, the client application then communicates directly to the second 

layer and if needed, the dynamic request server connects directly to the database server layers 

using the information in the lookup table that was initially stored by the master server. During a 

session, the master does not interfere with this flow under normal circumstances. It does 

interfere when data needs to be moved across servers, because of either server overload or 

player interaction. These scenarios will be discussed later on in this section.  

Fig. 3.10: a sequence diagram of the overall login process 
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3.7.2. Load balancing 

The master server is the one that is in charge of distributing the data equally across the 

machines of each layer. However, each layer has different rules in terms of scalability. 

The most important fact related to the server application layer with regard to load balancing 

and scalability is that each user is assigned to a server from that layer for the whole length of 

the given session. As a result, data transfers because of overloading between machines from 

the second layer is never necessary. However, the following scenarios are possible: 

 At least one server has not reached its full capacity at the moment a new player enters 

the game, so that player can be assigned to the given machine. 

 All the servers have reached their full capacity and a new machine needs to be started 

up. 

 After numerous logouts there are multiple servers with very low capacity that can be 

compacted into a fewer number of machines, closing down the unnecessary ones. 

These three scenarios apply to both the static and dynamic request servers. 

The first one is the one that occurs in most instances when a player starts a new session. In 

this case the normal login scenario that was described above takes place, and no load 

balancing operations are required. 

The second scenario does not necessarily take place when a user logs in. The master server 

communicates with the second layer servers constantly, receiving information regarding their 

memory and CPU load. Based on this data, it foresees if a new machine needs to be set up, 

taking action in advance so that the players that can no longer be assigned to the full machines 

no dot have to wait for the new machine to be set up. The operation of starting and 

configuring a new machine is completely handled by the master server and no external human 

involvement is needed. The technical aspects of this operation will be described in the results 

section of the paper. 

The third and last scenario is the one that does require a data transfer between two machines 

of the second layer of the architecture. This can take place only between two machines of the 

same type, either two dynamic request server or two static request servers. Because when 

placing the players on these servers, the master does not choose at random a machine, but 

tries to fill one machine before moving to the next, complex scenarios such splitting the data 

from one machine over a list of other servers that each have  a small free capacity are not 

taken into account. This is done because of the small probability of this being ever necessary 

due to the way the players are stored on the machines and because of the high latency which 

is produced by involving more machines into this data transfer. Thus, the only situation that is 

treated is when one machine can transfer all its information to another, that machine being 

shut down afterwards. The decision of taking this action is made by the master server, based 

on the CPU and memory load information that it receives from the servers. The sequence 

diagram below shows how this interaction occurs. 
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It can be observed in the above figure that the clients continue cu communicate with the 

machine that will be shut down until the master server notifies them that they have to connect 

to a different machine. This only take place once the master is certain that the given server has 

stored the information correctly and is ready to receive the new players. 

In order to avoid a situations in which machines are shut down and then immediately a new 

machine is requested, the maximum load accepted for a server after receiving data from a 

machine that needs to be shut down is not the same as the maximum load that the server can 

carry. This assures that even if there are two machines that can be combined into a single one 

and all the rest are at full capacity, when new players log in there are still enough resources on 

the new combined machine to handle them, so that a new machine does not have to be spawn 

in the very near future. 

Regarding the other two database layers, the master servers avoids server overloading for 

those machines exactly in the same way as it does for the second layer. The three scenarios 

described above also apply for the volatile and stable database layers. 

The major difference between the second layer and these two database layer is that besides 

these overloading scenarios, there are also other situations in which data needs to be 

transferred from one machine to another. These situations, however, will be described in 

section 3.7.4. where the main focus will be how the master oversees data transfers in the 

database layers. 

Fig. 3.11: a sequence diagram of the scenario in which a second layer server (either dynamic or static request servers) 

needs to be shut down. 
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3.7.3. Closeness graph updating 

One of the operations that the master server is responsible for is updating the closeness graph. 

The master server does this by using the session information of each user that keeps track of 

the interaction that player has with other users. The structure of this information, the moments 

at which it is sent and how it is processed will be detailed in the next chapter that focuses in 

the closeness graph itself. 

3.7.4. Data management across DB servers 

As mentioned in the previous sections, there are special cases in which  player data needs to 

be transferred between database servers that are not related to load balancing. These 

operations needs to be done due to player interaction requirements, to allow players to  

interact seamlessly with other users even if server-side they are initially situated on different 

servers. In all these cases, the master server controls and oversees the data transfers. 

At login, the master server decides on which machine the player information is set. This is 

done based on the closeness relations that the given player has with the other players that are 

online at that given time. However, this attempt at predicting the player interaction does not 

guarantee that players from different servers will not connect to each other. When that 

happens, the master must facilitate the movement of one player or both to another machine, 

also updating the other servers that are affected by this change. 

When a player wants to start a multiplayer activity with a player that is on a different server, 

that request is sent from the client to the second layer server and then to the database server. 

The later then checks if the other player has his information stored on the same machine. 

When it determines that this is not the case, the master server is notified. As the master server 

stores locally on what servers each player information is stored, it determines which are the 

two machines on which the two players are currently situated on. Then, based on the 

closeness graph information, the other active connections that the players have at that 

moment, and the load of each machine (a detailed description of this decision process will be 

made in the next chapter when the concept of the closeness graph is explained), one of the 

following solutions will be applied: 

 One of the two players will be moved to the other player's database server. This does 

not means that his data is the only one that will be moved across, but the data transfer 

will only be unidirectional between the two database servers. 

 Both players will move to a newly created machine. This scenario can happen when 

the data that needs to be transferred one way or another would overburden the 

machine that would receive the data. It that case a new database server needs to be 

initialized and both machines will send the data to that newly created machine. 

Both these situations and the flow of events that takes place in each case will be explained 

below with the help of sequence diagrams. The starting point will be the moment after the 

master server decided which is the appropriate action that needs to be taken. 
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In the first situation, the master server starts by notifying the sender and the receiver about 

what data they will send/receive and to/from whom. Once the receiver is ready, the master 

notifies the sender to transfer the data across. Afterwards, the master awaits for the receiver to 

send a confirmation message that the data has been received and stored properly in the 

database. At this time, the master can notify the second layer dynamic servers that they have 

to update their local lookup tables for the players that had data transferred to the new 

machine. Then, when the master server receives and acknowledgement that this has been 

done, the data from the sending database server can be removed, as all the requests 

concerning that data will now be directed to the receiving machine. The two database servers 

in this, but also in the following scenario, are of the same type: either two volatile database 

servers or two static database servers. 

The second scenario differs from the first in the sense that two servers need to transfer data to 

a single receiver. As that receiver is a newly spawned machine, the first action taken in this 

case is for the master server to set up the new machine. Once the server is set up, it lets the 

master know that it can be included in the overall structure. At that time, the server notifies it 

that it will receive data, giving the credentials of the senders and the machine responds with 

an acknowledgement. Then, the two senders are informed to pump the data across and the 

master waits for the receiver to inform it that the data has been received and stored. In the 

end, as in the previous scenario, the master communicates with the second layer servers 

updating their lookup tables, and finally notified the senders to delete the data they 

transferred. 

Fig. 3.12: a sequence diagram of the scenario in which player data needs to be transferred from one database server 

(either volatile or stable) to another. 
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In can be observed that in both scenarios there is a time interval in which the data is stored on 

both machines. This is done so that situations in which a database machine is queries for 

invalid information can be completely avoided. The second layer servers start querying the 

new machine only when the master can assure it that the given information is stored properly 

and that machine can handle requests. 

3.7.5. Limitations 

The main limitation of having a single machine that oversees and handles data transfers 

within the entire architecture is the fact that it acts as a bottleneck. If something goes wrong 

with the master server, then the entire architecture stalls and cannot function properly. 

A proposed solution for this is to have a backup machine that sits in the background, having 

sporadic communication with the master server. This backup machine would contain all the 

closeness graph information that is normally handled exclusively by the master, so that it can 

step in very quickly if an error occurs. All the other information such as which servers handle 

the data of which users is not necessary to be constantly updated. Instead, in the scenario of a 

Fig. 3.13: a sequence diagram of the scenario in which player data needs to be transferred from two database servers to 

a newly created machine of the same type. 
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master server failure, the new machine asks each server for their lookup table information and 

using that, it makes its own table of player-server relations. 

Another limitation is the fact that as the master has to communicate with multiple machines 

and has numerous responsibilities, it can become overloaded if the size of the overall system 

becomes too big. Although theoretically this can be an issue, the number of machines that 

would trouble a properly configured high capacity machine is higher than the maximum 

amount of machines that the architecture will be limited to. The backup solution for this 

highly implausible scenarios (as well as for the case in which the maximum capacity of the 

system is reached) is for the master server to send a message to the users that want to log in at 

that time that the servers are full and they should try again later. While this is not a very 

elegant approach to solve this issue, it is a common failsafe solution that is used even by the 

very big companies in the gaming industry. 

 

 

  



Developing a client-server architecture and minimizing data transfer for a MMOG 2012 
 

41 Master's Thesis 
 

 

 

4.1. Introduction 

 

This chapter will define and describe the functions of the closeness graph. This graph is used 

by the master server in order to determine the most efficient way of transferring data between 

servers. The closeness graph does not only offer information regarding the best data 

movement that needs to be done at a certain point, but based on its contents, it also offers a 

prediction of future possible transfers. 

The closeness graph is defined as an undirected graph whose nodes are represented by the 

users of the game. The connection between two nodes is established when there is a relevant 

interaction between the two players that represent the nodes. In addition, each connection also 

has a value associated to it. The value is determined based on the strength of the interactions 

between the two given players. A connection is formed when two players add themselves as 

contacts, as without that, they cannot interact in any way. The value of that connection 

however remains at a minimum if no further communication takes place between the two. 

In this chapter, the first part will give a detailed description of how the calculation model of 

the value of each connection is determined. Then, once the value ranges and the dynamics of 

the graph are explained, the closeness graph is placed into the overall architecture and a 

description is given of how and in what cases it is used. 

 

4.2. Connection value determination 

 

The value associated with each connection has to give a clear description of the strength of 

the given connection between the two players. In order to see the best approach of modelling 

the function to determine this value, a quick analysis of how these values will be used needs 

to be given. 

The main use of these values and, implicitly, the closeness graph is determining how data can 

be moved most efficiently between the database servers. Because the database servers are 

split into two categories (stable and volatile DB servers) and, as it was mentioned in the 

previous chapter, data transfers only take place between machines of the same type, the 

contact between the players can also be separated into two categories. 
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Regarding player interaction, the volatile servers can be correlated to in-game interactions 

between players as they contain all the game-play related data. All the actions that involve the 

actions of the in-game characters can be associated with the volatile database servers. On the 

other hand, the only data contained by the stable database servers that is related to multiplayer 

interaction is the chat communication. Because the in-game interaction is completely 

independent from the chat interaction, and each one has an impact on data transfers in two 

different independent layers of the architecture, the connection will also be defined by two 

separate values for each type of player interaction. From now on, the two will be referred to as 

game-play related closeness value and chat related closeness value. Although these two values 

are totally independent, they are determined in a similar manner, and they are also used in the 

same way by the master server. They are just used on different layers of the architecture (the 

stable and the volatile DB layer). Both values are determined in a similar manner, with minute 

differences, they just have a different input: one has the game-play interaction data between 

the two players and the other has as input the chat interaction data. 

4.2.1. Parameters 

To measure the closeness value between two players a number of elements have to be taken 

into account. Each factor will be discussed below. When differences occur between the 

calculation method of the two closeness values (game-play related and chat), they will be 

specified for each factor. 

Firstly, the length of the interaction plays an important role (Li). Although the data transfer 

has to take place regardless of the length of the interaction, the length does play a role in 

predicting the chances of future contact between the two. For the game-play related value, the 

length of an interaction is simple to define: it is the time in which the two player's characters 

interact; and this information can be easily fetched from the servers. For the chat related 

value, it is more complicated to define the length of a given conversation. If the length of the 

messages is taken into account, false evaluations can occur when people copy/paste big texts 

through the chat messenger. If the number of messages is taken into consideration, this can 

also give mixed results, as the writing style differs for different people. While some write high 

numbers of small sentences, others write bigger texts more rarely. There are a number of 

researches that have been done, but none actually gives an answer regarding how to define the 

length of a conversation taking place in writing on the web. Most research is focused either on 

classifying users as a certain type (looking at message length, pauses between messages, etc) 

as in [3], either their focus is mostly related to linguistics, developing algorithms in order to 

spot forbidden words in a chat room, as in [7] or [8].  

Taking all the factors from the previous paragraph into account, a small scale testing session 

involving approximately 20 individuals was organized. Using this data, the chat interaction 

that took place between these users was analyzed, with focus on the time lapses between 

messages. This was important in order to define when a conversation should be considered to 

have ended. The result was that each conversation from the testing session could be 

considered as ended after a gap of more than three minutes between two consecutive 
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messages. Thus, the final chosen definition is the following: a length of a conversation is 

defined as the length of time in which messages are sent between the users in both directions 

with a maximum gap between two consecutive messages of three minutes. 

Secondly, the total time in which both players are online must also play a role in the closeness 

value (Ti). With this we can determine, combined with the length of interaction, the 

percentage of time in which two players are in contact out of the maximum amount of time 

that they could have been in contact. This value is determined in the same manner for both 

closeness values, taking the login and logout times for each user and comparing them with the 

times of the other players that they are connected to. Using this value along with the 

previously defined one, a percentage of the time in which two users interact out of the entire 

session length can be determined. This value can then be used as a parameter in the final 

function. 

 

 

Furthermore, the period of time in which the contact between the two players takes place with 

regards to the present moment also has a significance. This practically exposes the evolution 

of the interaction between the two. To illustrate this, imagine there are three players: P1, P2 

and P3. P1 is connected to P3 and P2 is also connected to P3. If both couples have had 10 

sessions, but P1 and P3 have only interacted in the first five and P2 and P3 only in the last 

five, to assign the same closeness value to both pairs would not be fair. It is clear that the 

interaction of the first pair is on a downward slope while the second one has an opposite 

development. 

 Sessions (0=no interaction, 1=interaction between the two) 

P1&P3 1 1 1 1 1 0 0 0 0 0 

P2&P3 0 0 0 0 0 1 1 1 1 1 
 

 

To differentiate between these types of situations and to determine the staleness of a 

connection between two users, a weight is assigned to each session. If X is defined as a 

number of sessions taken into consideration, the weighting system will be as follows: 

 The weights will be represented by values in the (0,1] interval. 

 The most recent session will have a weight value of 1. 

Fig. 4.2: a table representing the interaction between two pairs of users over a length of 10 sessions in which both of 

them were online. 

 

Fig. 4.1: the way the three players in the example are connected in the closeness graph. 
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 The second most recent will have a weight value of (X-1)/X, the third most recent will 

be (X-2)/X, and so on, until the last session taken into account that will have a weight 

value of 1/X. 

To apply this schema to the previous example, the first pair P1&P3 will have assigned a value 

of 1.5 while the second pair who is on an upward slope in term of contact between the two 

will have assigned a value of 4. 

It can be observed that the time passed from previous sessions was measured in the number of 

sessions passed until the present moment, and not in the actual amount of time that has 

passed. This was chosen in order to avoid situations in which users are not online for a long 

time (going on vacation for example). If the later would be applied, then after such a period, 

all the connections of that user would be weakened significantly although in reality this 

should not be the case. Real time, however, is still influential as the sessions are taken over a 

given period of time (the last month or the last 10 sessions if the user has less than 10 sessions 

in that period). 

4.2.2. Closeness function 

The closeness function makes use of the parameters that were described in the previous 

section. It has to be mentioned that this function is used to determine both values for the 

game-play related value and the chat related value. 

The function will be referred to as            where c is a connection in the graph and    

represents the series of sessions that took place in the period of time over which the closeness 

value is determined. The interval the function is defined on is [0,1] with the minimum and 

maximum being defined in the following form: 

 Minimum: when the two players did not have any contact over the specified period of 

time. 

 Maximum: when the two players have had contact for the entire time that both of them 

were online at the same time in the specified period of time. 

The function is represented by a sum of variables, each one standing for the contact within 

one session. The variables are also defined on the [0,1] interval, representing the percentage 

of the session time in which the two players were in contact. These are weighted as mentioned 

in the previous section, and the final value is divided by the total sum of the weights so that it 

remains in the [0,1] interval. 

The formula definition for          is the following: 
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The first equation simply states the interval on which the function is defined. The second one 

shows that    consists of a series of variables, each one being representative for a particular 

session. The third equation shows how these variables are determined, where Li and Ti are the 

parameters mentioned in section 4.2.1, the total time of the session and the interaction time of 

the session. The final equation is the definition of the function, summing up the variables for 

each session with an added weight to them based on how recent they are. In the given 

formula, for the X number of sessions that are analyzed,    represents the most recent session 

and    represents the number X session going from the current moment into the past. 

The same equation is used to determine both the game-play related value and the chat value, 

the only difference consisting in the values of        and       , as mentioned in the previous 

section, and both values are assigned to the given connection. 

 

4.3. Updating the graph 

 

As mentioned in the previous chapters, the graph data is stored in the master server and it is 

constantly updated. The graph is updated whenever a user's data needs to be transferred to a 

different machine. This can occur in the following two cases: 

 The user had logged out, bringing an end to his session. In this case, the user's data is 

fetched from the servers it was stored and put on the master server. 

 The user need to be transferred to a different server due to interaction with a player 

whose data is stored on a different machine. 

When one of these two cases occur, the dynamic request server that hosted that given user 

composes a packet of data describing the parameters of that session such as: 

 Total length of the session. 

 Connection to rooms owned by other users (game-play related interaction) and the 

length of those connections. 

 Chat communication that took place during the session. 

 The start time (if no end time exists yet) of the users with whom the given user had 

contact. 

Once this data is fetched from the database servers and determined inside the dynamic request 

server, the packet is sent to the master server. Once the master server received the packet, it 

analyzes the game-play related interaction and the chat related interaction that it has received. 

For each one, it looks at the given user and sees with who that user has communicated during 

that session. 
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For each one of those connections, it looks at which one of those users was still online at the 

moment that the current user logged out. This is important because it means that the current 

user is the one that ended the online session between the two (the passage of time in which 

both players were online at the same time). 

Only for these connections, for the freshly closed online sessions, the closeness values is 

updated. This is done because for the users with which the current logged out user had 

contact, but who logged out before him, the same process already took place, and the master 

server had at that point already all the needed data to update that given connection in the 

graph. 

 

 

 

To better understand this, consider an example group of three players: P1, P2 and P3. All 

three are connected with each other and all three are in contact with each other. At a given 

point P1 logs out. That means the master server can update the closeness graph connections 

between P1 and P2 and the one between P1 and P3. When P2 logs out afterwards, the master 

server now only has to update the value of the connection between P2 and P3 as the other one 

was already updated. Finally, when P3 logs out, no updates need to be executed on the graph 

Fig. 4.3: an example of how the closeness graph is updated for three inner-connected players. Figure B is the graph after 

P1 logs out, C is after P2 also logs out, and figure D is after the last user, P3, logs out. The red arrows mean that the 

given connection has been updated. 
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as all the online sessions in which P3 and another user were online at the same time were 

already take into account. This can be also observed in Fig. 4.3. above. 

As mentioned before, the closeness graph is undirected. This is because the connection 

between two nodes is always dependent on the common interaction between the two. All the 

data that is taken into account to determine the value of each connection is common to both 

players. 

 

4.4. Usages 

 

This section will discuss the scenarios in which the data stored through this graph is used. 

As mentioned in the introduction, the closeness graph has two main usages, based on the type 

of scenario: 

 To determine the least amount of data that needs to be transferred between two 

database servers at the given time in order to properly facilitate a move of one or more 

players from one server to another. 

 To predict future movements of players across servers, the master server using those 

prediction to limit future data transfers to a minimum. 

The scenarios in which the two cases apply can be very easily separated. The first case applies 

to the situations in which players need to be moved across database servers during the game, 

while the second case is applied when a player logs into the game. 

4.4.1. Login scenario 

As mentioned, the closeness graph is used at login by the master server to place the new user 

on the servers which would facilitate the most that user's interaction with other players. This 

means that the closeness graph is used in order to minimize the chance of having to move 

across the user's data during the given session. This is done by analyzing the connections in 

the closeness graph of that user and overlaying them on the players that are currently online. 

Each connection has associated with it a given value. For each server that contains online 

friends of the given user, the values of the connections with those friends are summed up. 

Once this is done for all the servers, the one with the highest overall value is chosen. This 

implies that the chosen server is the one which offers the highest probability of the user 

interacting with contacts already stored on that machine. 

To understand this better, look at Fig. 4.4 that gives an example, showing the spread of the 

players across the servers on the top, and the relevant connections from the closeness graph 

for these players on the bottom. Keep in mind, P1 (the user logging in) can be connected to 



Developing a client-server architecture and minimizing data transfer for a MMOG 2012 
 

48 Master's Thesis 
 

other users in the graph, but the only ones taken into account here are the ones online at the 

time he logs in. 

Even if the given user has other connections that have a very high closeness value with 

contacts that are offline at the given moment, as the graph is undirected, that value will play a 

role if the given contact logs in while the user is still online. 

 

 

 

In the figure 4.4 it can be seen that each connection has two values attached. A game-play 

related value (Gc in the figure) and a chat related value (Chc in the figure). The first is used to 

determine the most suitable volatile database server (VDBS) while the second is used for the 

stable database server (SDBS) layer in the same manner. In this example on the volatile 

database layer three values have to be compared: 

                           

                 

Fig. 4.4: an example how the decision process takes place on where to place the user data of a newly logged in user 

based on the information in the closeness graph. 
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Thus, P1's game-play related data is chosen to be stored on VDBS2, as it has the highest 

chances on P1 interacting with one of its contacts on that machine. 

For the stable database layer, the three values that need to be calculated are: 

                 

                           

                 

Thus, based on the same considerations as for the volatile layer, SDBS2 in chosen. So the 

final two database servers chosen for P1 at login for the given session will be VDBS2 and 

SDBS2. 

It is important to mention that the locations on which each online player's data is stored are 

known by the master server. Thus, all the required operations are exclusively done on that 

machine without burdening the other servers.  

4.4.2. In-game scenario 

During the game, if a player wants to visit another player that has data stored on a different 

machine, the dynamic request server will inform the master server of this action. The master 

server then, must determine the most efficient way of transferring data across database servers 

to fulfil this request. 

In this scenario, when one player stored on a server called S1 wants to interact with another 

one from a different server, S2, there are two main outcomes: data is moved from S1 to S2 or 

from S2 to S1.To make this decision, two aspects are taken into account:  

 The size of the data that needs to be transferred one way or another. 

 The likelihoods that the moved players would interact with other users on the servers 

that they were on rather than on the servers they are moved to. 

Regarding the first point, it refers to the number of players that need to be moved, as the data 

stored for each account has little variation from user to user. More than one player may be 

required to move, even though a single player initiated this action. This is the case when the 

player than needs to be moved is also engaged with another player at that time. In order to 

keep that connection, the data for both players requires to be transferred. When this scenario 

takes place, the first step is for the master server to determine this, the number of players 

required to be moved in one direction or the other. 

As an extra transfer has a more significant impact than a few extra MB of data being 

transferred, the later has a higher priority than the first. The mentioned likelihoods are 

determined in the following manner. For every player that needs to be moved, the graph 
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connections to the players stored on the server he is currently on are summed up. Then, the 

same process take place taking now the connections to the players stored on the server he 

would be moved to. Then, the later value is subtracted from the first, thus obtaining the 

likelihood that the given player will interact with someone from the server he is leaving rather 

than with someone from the server he would be moved to. This process is done for both 

transfer scenarios (from S1 to S2 or vice versa), obtaining two final values, one for each case. 

Finally, the number of players transferred in each direction in used again. As the two resulted 

values are sums of probabilities, it means that transferring more players when the likelihood 

difference between the two values is very low will not be beneficial. To solve this issue,  each 

extra player data that needs to be transferred one way compared to the other is considered 

equal to a 50% higher chance that another user will need to be transferred. This is done 

because moving an extra player for a probability smaller than that would be inefficient. To 

take this into account, to the two resulting values mentioned in the previous paragraph a value 

of 0.5 is added for each player that would have to be moved. This value represents the 

equivalent of a 50% chance that another user will be required to be transferred. Afterwards, 

the final two values are compared, and the smallest one is chosen as best. The direction 

associated with that value is chosen and the transfer is executed by the master server. 

The following example will illustrate how these decisions are made more clearly. The 

example is only made for one database layer, but for the other one the process is identical. 

Consider a group of five online players, P1 to P5, and two servers, S1 and S2. P1, P2 and P3 

are on S1 and P1 is in contact with P2. P4 and P5 are on S2. P1 wants to visit P4 while also 

being in contact with P2. This implies either moving P1 and P2 to S2 or P4 to S1. 

 

 

As it can be seen in figure 4.5, the values that are relevant in this scenario are the ones of the 

connections between P1 and P3, P2 and P3, P4 and P5 and P2 and P5. The connection 

between P1 and P2 does exist in the graph and it does have a value, but because the two are 

interacting and need to be moved together, that value would be taken into consideration in 

both data transfer scenarios. Therefore, it can be ignored as the difference between the two 

Fig. 4.5: the connections between the players in the given example, with the values of the relevant connections for the 

example. 
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cases remains the same with or without it. Thus, the final value on moving data from S1 to S2 

will be the sum of the first two pairs minus the sum of the connection values of the moved 

players to the players on the destination server (given by the P2-P5 connection). We will 

name the function that determines the transfer cost in either direction with    , where 

        represents the transfer cost when data is moved from S1 to S2 and vice versa for 

       . Therefore, the final value for moving the data from S1 to S2 will be:  

                                       

The total on moving data from S2 to S1 will be 0.3 and nothing needs to be deducted because 

in this example P4 does not have any other contacts on S1 except P1. 

                 

Finally, to these two resulting values the number of player needed to be moved times 0.5 is 

added. Thus, the final values will be: 

                           

                           

Thus, moving data from S1 to S2 involves moving across the data of two players with a total 

moving cost of 1.5. Moving data from S2 to S1 on the other hand involves only one player 

data being transferred with a lower moving cost of 0.8. Hence, the second solution is chosen. 

4.4.3. Other scenarios 

There is also an unlikely scenario in which the data transfer cannot take place due to the high 

load of the given machines. In this case, the groups from both machines have to be moved to a 

different one. The master server will first try to find an existing one that has the capacity to 

take in that load, or a new machine will be spawned. 

In the very extreme scenario that the group that would be formed by the two players 

connecting would be too big even for a newly spawned machine to support, the connection is 

simply not allowed at that time. However, this scenario is more than improbable. 
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5.1. Introduction 

 

This chapter will present the tests and the results obtained from them on the implemented 

client-server architecture. 

The entire client-server architecture that was described up to this point was created using 

Amazon Web Services. For spawning and terminating machines a SDK offered by Amazon 

Web Services (AWS) was used. A detailed description of cloud programming using AWS can 

be found in [5]. 

The main test that needs to be done is a comparison between the system's behaviour without 

using the closeness graph and its behaviour with the closeness graph activated. The most 

important parameter in this comparison is the amount of data that gets sent across machines in 

a normal usage scenario. 

Unfortunately, the game itself was still in its testing phase when this architecture was made 

for it, so an online deployment with a high number of real users was not possible. Thus, a 

testing rig was developed. 

 

5.2. Testing rig description 

 

To properly test the developed architecture a number of simulations were implemented. The 

two most important scenarios that need to be tested are: 

 The login scenario - as at this point the closeness graph is used to put the new users on 

an appropriate server when active; if the closeness graph is not used, then the users are 

stored on the machine with the most free space. 

 The in-game data transfer scenario - this is when two users stored on different servers 

want to interact with each other; if the closeness graph is not used, then the user that 

starts the interaction will always be the one who is moved. 

For both these scenarios two aspects will be evaluated. Firstly, in a small scale test, the extra 

data needed to be transferred as well as the extra CPU usage of the machines when the 

closeness graph is active will be determined. 
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Secondly, a number of large scale simulations are done in order to determine the improvement 

brought by the closeness graph. These improvements should consist in a reduction of the 

number of data transfers that occur over a certain period of time. 

Finally, the two aspects are put head to head in order to see the overall improvement of the 

system with the closeness graph active compared to the one that functions without it. 

 

5.3. The small scale testing rig 

 

The point of this rig is to compare on a unitary scale the difference between the two systems. 

That implies that both the login and the in-game transfer scenarios are run for a single user, 

once with the closeness graph active and once without. Then, the differences between the two 

in terms of data transfer, CPU usage, and memory usage are analyzed. 

5.3.1. The login scenario 

The two compared cases here are logging in a user with and without the use of the closeness 

graph. The only difference between the two consists in the decision process that needs to be 

done by the master server. On the one hand, without the closeness graph, the master server 

simply queries a machine, and if it has space, the it stores the user information there. On the 

other hand, when the closeness graph is active, the master server first checks the connections 

of the user to any other users currently online and ranks the servers based on this information. 

Then, the server with the highest rank that also has space for the data is chosen. Overall, the 

only difference between the two consists is a number of queries executed locally on the 

master server. 

The obtained results showed that for both the data transfer and memory usage the differences 

were practically inexistent. For both cases the MySQL memory usage was 0.4%. Regarding 

the data transfer, the apache server on the master was analyzed. In both cases, the data 

transferred was around 300Kb. This is because in both cases only one or two queries need to 

be executed to the other databases servers in order to check their capacity status. 

With regards to the CPU usage on the master server, the difference was also small to 

negligible. This is because the only extra queries that are done on the master server collecting 

the closeness graph data do not have a high complexity, thus not adding any significant 

margin to the overall CPU usage. For both scenarios the CPU usage was around 0.25%. 

It is important to mention that for this test the databases were filled with 1000 test user 

accounts in order to take into account the sizes of the tables in a real case scenario when the 

queries are executed. 
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5.3.2. The in-game transfer scenario 

The same two cases are compared as in the login scenario discussed above. When the graph is 

not active, the master server only looks at the player that initiated the interaction. It 

determines if other players also need to be moved and then transfers the data to the second 

machine. With the closeness graph active, the master server must analyze both sides. 

Afterwards, based on the connections in the graph (as explained in section 4.4.2) the most 

appropriate move is chosen. 

The results regarding the MySQL memory usage for both scenarios was the same, around 

0.7%. Regarding the CPU usage and data transfer, the following diagrams show the 

differences between the two cases: 

 

 

 

0 

1000 

2000 

3000 

4000 

5000 

6000 

7000 

1 2 3 4 5 6 

KB transferred with closeness graph 

KB transferred without closeness graph 

0 

0,2 

0,4 

0,6 

0,8 

1 

1,2 

1,4 

1,6 

1,8 

1 2 3 4 5 6 

CPU usage (%) with closeness graph 

CPU usage (%) without closeness graph 

Fig. 5.1: the diagrams showing the data transfer and CPU usage (%) between the two scenarios. 
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Regarding the data transfer, it can be seem that the differences are minute. This comes down to 

the fact that the bulk of the data that needs to be sent across consists of the final user data that is 

transferred in both cases. As an average, an additional 2.2% of data is transferred with the 

closeness graph activated. 

Looking at the CPU usage, the added queries that are execute when the closeness graph is active 

are simple, fetching data from the table that stores the graph connections and summing them up. 

In the end, these extra queries have little impact, as it can be seen in the above figures. The 

difference between the two can be estimated at around 1.3%, which is almost negligible. 

 

5.4. The large scale testing rig 

 

For the large scale test, as spawning tens of servers and simulating thousands actual users 

with random behaviour over a prolonged time with multiple sessions of gameplay is almost 

impossible, a testing program was developed that simulated the behaviour of the architecture. 

This way, thousands of users can be simulated.  

The developed simulation works in the following manner: Each user is assigned a list of 

contacts. In order to have a good simulation of the player interaction, each player is assigned a 

random number of contacts between 3 and 10. For each contact a percentage value is given 

specifying how close the two would be in reality. That value represents the real chance that 

the given player would interact with that contact during a playing session. Then, a number of 

10 sessions are run in order to create the closeness graph connections and assign and update 

appropriate values to them. Finally, once all the input data is obtained, the final simulation is 

started. Here, all the players are logged in taking into account the closeness graph connections 

and each player is given a chance to interact with each of its contacts based on the percentages 

defined at the beginning. When two players interact, the closeness graph values are taken into 

account and based on them, the direction of the transfer is decided. In the end, the total 

number of users that needed to be transferred from one server to another is saved. 

With the closeness graph not active, the simulation is a lot simpler, as then all the users are 

placed randomly on the servers and there is no need to run multiple sessions in order to define 

the connections between the users. This is because when two users from different server 

interact, the one who initiated the interaction will always be the one who is transferred to the 

other server. Finally, as before, the simulation is ran and the final number of data transfers is 

returned. 

The three parameters that change for each test are: 

 The number of players. 

 The number of servers. 

 The maximum load of one server. 
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First, in order to prove the validity of this simulation, a test was run with the same parameters 

both on the real architecture and using the simulation. For both cases two database servers 

were used, each with a capacity limited to 100 and 100 users were logged in. Twenty tests 

were run in total, ten on the real system and ten with the simulation, five with the closeness 

graph and five without for each. 

With the closeness graph not active the following results were obtained: 

  

 

When the closeness graph was active, the results were the following: 

  

 

To statistically demonstrate that the simulation rig does give very similar results to the actual 

one, two T tests will be executed, one that compares the data when the graph is not active and 

one for the case in which the closeness graph is used. The sample data will be represented by 
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Fig. 5.3: the diagram on the left represents the results obtained when running a session for 100 users on the real system 

while the one on the right shows the results when using the simulation. The numbers on the bottom stand for the 

percentage of the total number of interactions that the number of transferred users represents. 

 

Fig. 5.2: the diagram on the left represents the results obtained when running a session for 100 users on the real system 

while the one on the right shows the results when using the simulation. The numbers on the bottom stand for the 

percentage of the total number of interactions that the number of transferred users represents. 
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the percentages that are also shown in the diagrams above. The null hypothesis will be that the 

two data samples are similar. 

To understand the notation that will be used at this point,    and    will represent the data 

sets obtained on the real system without the closeness graph and, respectively, with the 

closeness graph. Similarly,    and    will stand for the simulation data without and with the 

closeness graph. For the mean, the   symbol will be used while for the standard deviation σ 

will be used. 

First, for the case in which the closeness graph is not used, the two sample data that are 

compared are the following: 

                                                                          

The number of pairs is 5 so    , and the number of degrees of freedom is        . 

The results when running the T test on these data are: 

   
                      

              
                      

       

  
   

    

    

     

 

 

        

Looking at the T test distributions table (see Annex no.5) it is clear that the probability of the 

null hypothesis being true is significantly higher than 0.40, well above the statistical 

thresholds of 0.1 or 0.05. Thus, the null hypothesis stands and the two sets are statistically 

similar. 

The same process is done for the case in which the closeness graph is used. Here, the two data 

sets will be: 

                                                                         

The number of pairs is, as before, 5 so    , and the number of degrees of freedom again  . 

The results when running the T test on these data are: 

   
                      

              
                      

       

  
   

    

    

     

 

 

        

Again, looking at the T test distributions table (see Annex no.5), it can be seen that the null 

hypothesis stands and the two data sets are, also in this case, statistically similar. Thus, it is 

statistically proven that the simulation rig does offer very similar results to the actual client-
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server architecture. With this demonstration finished we can advance to simulating a much 

higher number of online players using this rig. 

Focusing back on the large scale simulation, the tests were done for one thousand, five 

thousand and ten thousand users. Regarding the second parameter, the number of servers in 

chosen to be high in order to offer a higher chance of user interactions between players stored 

on different machines. The last parameter is simply set by taking into account the first two 

and offering a reasonable margin so that all servers are not completely full when all the 

players are online, thus allowing migrations of players between them. 

For one thousand users, six servers were used with a maximum capacity of 200 users each. 

For five thousand users, 10 servers with a 700 users capacity were used. Finally, for the ten 

thousand users test, 15 servers with a 900 users capacity were used. 

 

 

 

For each set of parameters  a number of six simulations were ran. For each set three diagrams 

were made. The first depicts the number of transfers required compared to the total number of 
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Fig. 5.4: the diagrams resulted for 1000 players. The first shows the number of transfers required when the graph data is 

not used while the second shows the same statistics with the closeness graph active. The last one depicts the difference 

in percentages between the two. 
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interactions with the closeness graph inactive, while the second one shows the same data 

when the closeness graph is used. The third and last one puts head to head the percentages 

obtained in the first two, showing the amount of improvement the closeness graph does when 

activated. 

For 1000 users using 6 database servers with a maximum capacity of 200 per server, the 

diagrams are seen in figure 5.4. 

For 5000 users using 10 database servers with a capacity of 700 each, the resulted three 

diagrams are: 

 

 

 

 

For 10,000 users using 15 database servers with a capacity of 900 each, the resulted three 

diagrams are: 
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Fig. 5.5: the diagrams resulted for 5000 players. The first shows the number of transfers required when the graph data is 

not used while the second shows the same statistics with the closeness graph active. The last one depicts the difference 

in percentages between the two. 

 



Developing a client-server architecture and minimizing data transfer for a MMOG 2012 
 

60 Master's Thesis 
 

 

 

 

A number of aspects can be observed from the three sets of diagrams. 

Firstly, as expected, the percentage of transfers required out of the total number of interactions 

grows slightly with the number of servers/number of players. This is due to two factors: as the 

number of players grow, so do the chances of obtaining a more complex web of connections 

between the users; also, the changes the user interacts with a contact on his own server go down 

as the number of servers is greater. 

Although the percentages do grow slightly, from the last diagram of each set it can be seen that 

the improvement in percentage brought by the closeness graph remains almost constant. This 

data will be analyzed more closely in the following section that will highlight the overall effects 

of using the closeness graph. 

The three scenarios chosen here, as it can be observed, offer a certain degree of freedom when it 

comes to overall server capacity. This is because in a real case usage, there would always be a 
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Fig. 5.6: the diagrams resulted for 10,000 players. The first shows the number of transfers required when the graph data 

is not used while the second shows the same statistics with the closeness graph active. The last one depicts the 

difference in percentages between the two. 
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certain amount of available server capacity to deal with scenarios such as unexpected spikes in 

user activity. However, this occupancy parameter can also play a role when it comes to the 

degree of improvement that the closeness graph brings when active. This can be seen also by 

looking at the first test using only 100 users where the occupancy was just 50% and the 

improvements were significantly better. To oversee this, the first scenario is taken (6 servers 

with 200 capacity each), and the occupancy of the system is  steadily increased, starting from 

100 users and ending at 1150. The results  can be seen in figures 5.7 and 5.8. 
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Fig. 5.8: the diagram that shows the evolution in terms of percentage of users transferred out of the total number of 

interactions when the number of logged in users grows from 100 to 1150. 

 

Fig. 5.7: the diagram that shows how many total interactions and player transfers were needed for a system with 6 

servers of 200 user capacity when the number of users that were logged in varied from 100 to 1150. 
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The first figure shows two columns on each step. The blue one represents the total number of 

user interactions that took place while the red one represents the number of users that required 

transfer to a different server. 

The second figure gives a clearer picture of how the percentages of data transfers that are 

required evolve due to the degree of occupancy.  

It can be observed here how the closeness graph has the most impact when the occupancy is 

very low. Keep in mind that with the closeness graph inactive, the percentage of transfers is 

independent from the degree of occupancy as it just depends on the number of servers. For six 

servers, the percentage would always be around 84% when the closeness graph is not used and 

the players are stored at random. Thus, when the occupancy level is very low, an improvement 

of over 40% can be seen when using the closeness graph. However, a fast growth can be 

observed up to 400 online users, the equivalent to a 33% occupancy. From that point up to 1000 

users, the ascending slope is less steep, registering a growth of only 10% from 400 to 1000 

users. The last portion of the diagram shows how the closeness graph becomes less and less 

efficient once the degree of occupancy goes towards 100%. This is an expected behaviour. Due 

to the limited space, a high number of closeness graph decisions have to be ignored when the 

servers are full, placing players on servers that have enough space for them rather than on the 

ones containing the contacts with whom they would have a high chance of interaction. 

 

5.5. Final results 

 

Before the taking into account both the small scale and large scale tests in order to see the 

overall improvements brought to the system by the closeness graph, an in-depth analysis has 

to be done on the data obtained from the large scale simulation. 

For the first scenario with 1000 users, the two data sets containing the percentages of players 

transferred out of the total number of interactions with the closeness graph active and inactive 

are: 

                                               

                                               

Where    represents the percentages when the closeness graph is active and    when the 

closeness graph is inactive. The means and standard deviations of the two sets are: 

                                      

                                       

For 5000 users the same data analysis is done: 
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And for 10,000 users: 

                                                 

                                                 

                                          

                                           

Looking at these three data sets, the average improvements registered in each case are of 

14.2%, 13,7% and 14.4% respectively, which does represent a significant improvement. To 

statistically prove this, two big data sample are taken: 

                                

                                

Using these, a T test is run with the null hypothesis being that the two data samples are 

similar. As the number of samples taken here is         , the degrees of freedom for 

this T test is         . For these data sets we will present the mean and standard 

deviation for each big group and then, finally, the value of   and the p-value. 

                          

                        

  
     

   
    

 

 

       

Using the   distribution table (can be seen in Annex no. 5), as the degrees of freedom are 34 

and the determined value is clearly bigger than      , it is clear that                

and can be approximated to 0. 

This means that the probability of the result, assuming the null hypothesis is well below the 

statistical significance threshold of 0.01. Therefore, the null hypothesis is false and it is 

statistically proven that there is a significant difference between the two groups. 

Taking into account both the disadvantages presented in section 5.3 and the advantages 

presented above, it can be observed that the closeness graph does have a clear positive impact 

on the overall architecture. 
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Regarding the CPU and memory usage, as said before, the master server was almost 

completely unhindered by the addition of the closeness graph. When the closeness graph was 

active the added cost in terms of percentage on average was the value of 1.3% which makes it 

practically negligible. 

Looking at the data transfer that goes on within the system, the closeness graph clearly has a 

positive impact. Without it, as expected, the chances of a player needing to be transferred 

when an interaction occurs is of (X-1)/X where X is the number of database servers. This is 

due to the fact that the users are put on the servers randomly and the chances of a user that 

you want to interact with being stored on the same machine is 1/X. 

When the closeness graph is activated, a clear reduction of the needed transfers in observed 

which seems to remain constant when the number of users/servers grows. Looking at the 

results obtained from the T test and comparing the two means of the two groups analyzed in 

that test, the overall improvement compared to the random system is of 14.15% which is 

significant. Taking into account the fact that for each transfer 2.2% extra data is sent across 

because of the closeness graph queries (see section 5.3.2), it can be said that the overall 

improvement regarding the data required to be transferred is of 12%. 

 

5.6. Conclusions 

 

This paper presented a solution for massively multiplayer online games that want to allow the 

player the freedom of interacting with any other online player. 

The first part of the paper presented the overall structure of the client-server architecture, 

explaining its design and advantages. The proposed four tier architecture is an ideal solution 

for web-based games that can separate the client requests based on frequency, allowing for a 

very robust system with few active servers that is capable of supporting tens of thousands of 

online users. Also, this architecture has a very attractive feature: spawning and terminating 

servers automatically based on the overall load of the system that is monitored by a single 

master server. 

In order to get a greater insight in how such an architecture functions, a detailed analysis was 

made on how the different types of servers within the architecture interact with one another, 

presenting each ones roles and responsibilities. 

The paper then focused on the performance of the system, proposing a novel solution that 

keeps track of the closeness between two players based on their session information, 

predicting future actions of those players and thus reducing the amount of data that needs to 

be transferred between servers when two players stored on different machines want to 

interact. The closeness graph solution was compared to the default state in which players 

would be placed randomly at login and the initiator of an interaction would always be moved 
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across. Based on small-scale and large-scale tests, the proposed solution made a significant 

improvement (fact statistically proven by running a T test), reducing the overall data that 

needed to  be transferred by 12%. 

Regarding future improvements on the solutions presented in this paper, a main area of focus 

would be the function that updates the closeness between the players and its parameters. The 

set of parameters used here and the operations done were kept to a simple form intentionally, 

so that the data transferred to the master server at the end of a session and the CPU power 

required to do these calculations and update the graph do not hinder the other operations that 

the master server is in charge of. However, it would be a solution to use more complex data 

mining techniques, keep track of more parameters for each user and fetch them at the end of a 

session (for example keeping track of time stamps for each interaction and searching for 

patterns), and see in the end by what margin the prediction of future interactions can be 

improved by this. 

Also, an analysis can be done on ways of expanding the current model. While the proposed 

structure is scalable and automated, there are issues that can arise when  low latency due to 

geographical positioning is taken into account. For the current case this was not discussed 

because the proposed game is only focused on attracting players from Western Europe, 

allowing a single server location to be enough. However, if it would expand, there are 

possibilities of spawning the same type of structure in different geographical locations. 

Discussions can then be made on how players are assigned to a given server or the 

possibilities of two players from different regions communicating. These types of subjects are 

touched in [2] and [6]. 
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Annex no.1: a general description of the database contents for the game Tailplanet 

Table name Category Access frequency 

chat Chat related Sparse access (~1 per 3 min) 

chat_invitations Chat related Sparse access (~1 per 12 min) 

chatroom_members Chat related Sparse access  (~1 per 3 min) 

chatroom_permission Chat related Sparse access  (~1 per 3 min) 

chatrooms Chat related Sparse access  (~1 per 3 min) 

contacts Chat related Sparse access  (~1 per 2 min) 

currency Webshop related Sparse access  (~1 per 10 min) 

email_addresses User related Sparse access (at login) 

email_invitations User related Sparse access (at login) 

facebook_ids User related Sparse access (at login) 

individual_sync_clock_measurements Webshop related Sparse access (at login) 

keyvalue Game-play related Sparse access (at login) 

min_sync_clock_measurements Game-play related Frequent access (~5 per sec) 

motion_q Game-play related Frequent access (~5 per sec) 

old_sessions Game-play related Sparse access (at logout) 

password_recovery User related Sparse access (<1 per session) 

payment_feedback User related Sparse access (<1 per session) 

payment_requests User related Sparse access (<1 per session) 

poses Game-play related Frequent access (~5 per sec) 

price Webshop related Sparse access (~1 per 4 min) 

price_alternative Webshop related Sparse access  (~1 per 5 min) 

price_component Webshop related Sparse access  (~1 per 5 min) 

price_group Webshop related Sparse access  (~1 per 5 min) 

price_leaf Webshop related Sparse access  (~1 per 5 min) 

products Webshop related Sparse access  (~1 per 4 min) 

session_sobs Game-play related Frequent access  (~4 per sec) 
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sessions Game-play related Frequent access  (~5 per sec) 

sob Game-play related Frequent access  (~4 per sec) 

sob_ai_state Game-play related Frequent access  (~1 per sec) 

sworld Game-play related Frequent access  (~1 per sec) 

sworlds_sobs Game-play related Frequent access  (~2 per sec) 

update_queue Game-play related Frequent access  (~5 per sec) 

user_chat_flags User related Sparse access  (~1 per min) 

user_names User related Frequent access  (~5 per sec) 

user_world User related Frequent access  (~2 per sec) 

users User related Sparse access  (at login) 

ws_offer Webshop related Sparse access (at login) 

ws_offer_metadata Webshop related Sparse access (at login) 

ws_offer_presentation Webshop related Sparse access (at login) 

ws_offer_presentation_metadata Webshop related Sparse access (at login) 

ws_offer_style Webshop related Sparse access (at login) 

ws_offerprice Webshop related Sparse access (at login) 

ws_order Webshop related Sparse access (at login) 

ws_order_item Webshop related Sparse access (at login) 

ws_product Webshop related Sparse access (at login) 

ws_product_metadata Webshop related Sparse access (at login) 

ws_product_quantity_pair Webshop related Sparse access (at login) 

ws_product_set Webshop related Sparse access (at login) 

ws_product_set_entries Webshop related Sparse access (at login) 

ws_shopping_cart Webshop related Sparse access (at login) 

ws_shopping_cart_item Webshop related Sparse access (at login) 

ws_template Webshop related Sparse access (at login) 

ws_template_styles Webshop related Sparse access (at login) 
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Annex no.2: the primary key field links between the game-play related tables 
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Annex no.3: the primary key field links between the chat related and user related tables 
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Annex no.4: the JSON string fields of the packets sent from client to server: 

 "push" - sent across when a new animation is pushed in the motion queue of an object. 

 "start" - sent across when an animation for a given object is started. 

 "ttw" - it stands for "transfer to world"; it is sent across when an object needs to be 

transferred from one world to another. 

 "msg" - this field is included in the string when a chat related event takes place; this 

can be a contact being added, a message being sent, a contact being accepted, or a 

conversation ending. 

 "fb" - this field is linked to Facebook related events; because the player can login 

using Facebook credentials, some in-game interactions can be linked to Facebook 

data. 

 "pr" - it stands for "payment request"; this field is included in the string when the 

client wants to buy premium items with real money in the game. 

 "ani" - this field is filled when the client requests the animation details for a given 

object. 

 "ai" - sent across when a persistent AI variable changes its value. 

 "hotspots" - sent across when the client requests the hotspot information for an object. 

 "fo" - stands for "fetch objects"; sent when the client requests to fetch the object 

information for a given player from a given room. 

 "ws" - it stands for "webshop request". 

 "fv" - sent when the value of an AI variable needs to be known by the client; used 

mostly at login. 

 "do" - stands for "delete object". 

 "so" - stands for "spawn object". 

 "trigger" - used to send across persistent trigger information so it can be stored on the 

server. 

 "dw" - used when a user no longer has any meaningful connection to a world, so that 

world link needs to be deleted. 

 "cpr" - stands for "change password request". 
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Annex no.5: 

 


