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1. Introduction

Social media refers to online interactions between people in online communities, partaking
in activities such as sharing information and discussing ideas. Currently, 4.14 billion people
use social media, and that number increases with an average of 2 million every day (Kemp,
2020). The average time spent on social media is 2 hours and 32 minutes per day per person
(Peterson, 2021).

Research has shown that the use of social media can have huge impacts on life, both
negative and positive (Berry et al., 2018; Berryman et al., 2018). Toxic behaviour, such as
cyberbullying, hate speech and abusive language, can be present on online platforms, and
can affect mental health in a negative way (Alhajji et al., 2019; Bhat, 2016). Differently,
online communities that offer support and information on mental illness may reduce
feelings of loneliness and improve mental health. (Glazzard & Stones, 2021; Wadden et al.,
2020)

Toxic behavior, among other things, affects the quality of a conversation. Investigating what
contributes to quality of a conversation may improve both the conversation itself and online
communities overall. The negative mental health effects around toxic behavior has
prompted research into detecting and reducing this type of behavior (Aroyehun & Gelbukh,
2018; Singh et al., 2020). A different type of behavior that contributes to quality is prosocial
behavior, which can be defined by actions that benefit another individual (Eisenberg &
Mussen, 1977), for example offering support. Moreover, prosocial behavior is positively
associated with increased well-being (Martela & Ryan, 2016)

Likewise, research into conversation quality may also be beneficial to artificial intelligence.
Chatbots have become fairly common, for example through the integration of chatbots into
customer service. Social chatbots such as Woebot (Martin, 2018) and ELIZA (Martin, 2018),
are designed to engage in conversation with human, where mimicking human conversations
is one of the goals set out for the developers. Specifically, ELIZA was developed to imitate a
therapist, whom people could ask questions to. Woebot, like ELIZA, also falls into the
category of a mental health chatbot, and is used by people to improve their mental health.
The investigation of the quality of online interactions may give further insight into making
chatbots more human-like.

Quality is a very broad term and thus can be defined in a number of ways. What contributes
to the quality depends on the type of conversation. In discussion based communities, where
people go to discuss a specific subject, providing correct information or giving solid
arguments might be important to keep the discussion going. In support communities, people
share their experiences and feelings and in return ask for advice or they just want to be
heard. The quality of these types of conversations may be defined by how friendly or
supportive the comments are. Other, more light hearted communities, may be used for
entertainment purposes. In these communities, laughter and telling jokes, among other
things, may be indicative of a good quality comment or conversation.

Something else that might contribute to the quality is how much each person adds to the
conversation. In a two-person conversation, discussing a topic can only happen when both
parties are actively involved in the conversation. Explaining your view and giving arguments,
providing counter arguments or showing agreement or disagreement are essential for
sustained discussion.



In other types of conversations, active involvement may be sharing experiences or feelings
or telling a story. The quality of a conversation may improve when all participants contribute
equally, or reduce if some participants have nothing to say. The term that will be used to
describe equal contribution by all participants to a conversation is balanced participation.
But what exactly entails balanced participation? There are different ways to define balanced
participation, such as asking the same amount of questions, or giving equal amounts of
feedback. This thesis will use equal number of words as the definition for balanced
participation. Actively adding to a conversation is often linked to the amount of words
spoken, for sharing ideas and opinions is hardly possible when using few words. Moreover, a
study on conversation killers (i.e., features that are associated with posts that are unlikely to
be replied to), suggests that increasing the number of words in a post will increase the
probability of that post being replied to (Jiao et al., 2018).

The goal of this thesis is to understand what ‘good’ quality conversations have in common.
Specifically, what do conversations with balanced participation in terms of equal share of
words have in common? The research question that this paper will try to answer is “Which
features are significantly associated with balanced participation in online communities?”
This is done by i) preparing a data set of two person conversations (Section 3.1.1), ii) develop
methods to identify features in conversations, see Section 3.1.2 for a list of all features, iii)
use logistic regression on these features (Section 3.1.3), iv) make three models with different
features (Section 4.1), and v) use logistic regression on all three models to predict balanced
participation.

The features that were shown to be significantly associated with balanced participation are:
bigrams, overlap of words, ratio of FPSPs, ratio of SPPs, length, first person singular
pronouns, second person pronouns, ratio of questions and conjunctions. The second model
of the three performed the best, and consisted of 8 of the 9 features mentioned above.
Model 2 was an extension of Model 1, and showed that adding more features increased the
performance. The model could be improved by adding more and better features. Balanced
participation is a contributing factor to the quality of a conversation, and so finding features
that are associated with balanced participation gives further insight into what affects the
quality of a conversation.

. Related Work

Behavior detection. Toxic behavior comes in many different shapes and forms, and can
cause serious mental health issues. Research has been done to identify these toxic
behaviors, such as cyberbullying (Huang et al., 2018) and aggression (Aroyehun & Gelbukh,
2018)

Other types of behavior have also been a topic of research. The impact of politeness was
determined by identifying linguistic features of politeness (Burke & Kraut, 2008; Jurafsky et
al., 2014). A study on gratitude in online communities focused on building a model for
gratitude, which the platform can use to encourage gratitude throughout the community
(Makri & Turner, 2020). Furthermore, prosocial outcomes were predicted from the initial
comment of a conversation, using conversational features (Bao et al., 2021).

Additionally, other types of behavior such as sarcasm (Davidov et al., 2010) and attitude
(Radev et al., 2010) was studied to identify these in online conversations.



Conversation quality. In an attempt to improve the quality of comment threads under news
articles, "good" conversations, called ERICs, were identified in these comment threads. An
ERIC stands for Engaging, Respectful, and/or Informative Conversation. They hypothesized
that identifying and encouraging these types of conversations will make the community
more civil and encourage participation (Napoles, Pappu, et al., 2017; Napoles, Tetreault, et
al., 2017). Moreover, another study focused on developing a method to classify the quality
of blog comments (FitzGerald et al., 2011).

A study on the quality of a conversation in chatbots focused on balance. Four aspects of
conversation were controlled to understand the effect they have on the quality of a
conversation (See et al., 2019).

3. Feature Selection
3.1 Method
3.1.1 Data

The conversations used in this paper came from the social media platform Reddit (Huffman &
Ohanian, 2005), a website containing many different communities where people can post about
and discuss the specific topic of that community. Such a community is called a subreddit.

Cornell Conversational Analysis Toolkit (Chang et al., 2020) is a toolkit for analyzing
conversations. Included in this toolkit are different corpora, a corpus being a collection of
conversations. A conversation is made up out of a post with a comment thread (i.e., a sequence
of comments replying to one another). These comments or posts are stored in objects called
'utterances'. The corpus that was used is 'reddit-small-corpus', a collection of conversations from
100 highly active subreddits, with 100 comment threads taken from each subreddit. In total this
corpus has 8286 posts and 288846 comments under these posts.

This thesis will look at two-person conversations, however, the comment threads from the
'reddit-small-corpus' corpus consist of comments made by multiple (more than two) speakers.
Every utterance in the corpus contains the username of the speaker, which was used to extract
the two-person conversations. A sequence has to have a minimum length of four to be
considered a conversation. This number was chosen since it would take at least 2 comments per
speaker for there to be an actual back and forth in the conversation. Any number below four
would result in at least one of the speakers only commenting once, which does not suggest
balanced participation.

Reddit has a function that lets you directly reply to part of an earlier comment by quoting that
part in your comment. Since these quotes are not spoken by the speaker of the comment
they're in, but rather an addition to the conversation to make clear what exactly is being
responded to, they should be removed from the comment. An utterance also contains the text
of the post or comment, but sometimes these texts were empty, meaning even though there
was a reply, nothing was actually written. Any conversations that had less than four comments
after removing the utterances without text were not used. From the 17090 two-person
conversations 453 conversations were removed due to utterances without text.



3.1.2 Features

Category Example words Category Example words

Positive emotion | love, sweet, nice Discrepancy should, would, could
Negative emotion | hurt, ugly, nasty First-person singular | 1, me, mine

Swear words | damn, piss, fuck Second person you, your, thou
Tentative mayhe, perhaps, guess | Perceptual processes | observing, heard, feeling
Insight | think, know, consider | Adverbs very, really, quickly
Conjunctions | and, but, whereas Interrogations how, what, when
Causation because, effect, hence | Assent agree, okay, yes
Negations | no, not, never

Table 1: Table of LIWC categories used as features with some example words.

LIWC (Tausczik & Pennebaker, 2010), a text-analysis program, has a dictionary of words that
have been placed into one or more linguistic or psychological categories. The categories that
were used as features can be found in Table 1. The words that fall into a certain category were
counted for every conversation.

These features were chosen to investigate due to the possibility that they may encourage
participation in the conversation.

The categories positive emotion, negative emotion and and swear words may set the tone of the
conversation. A positive conversation may be enjoyable and thus encourage participation,
whereas a conversations that seems more negative might discourage someone to participate
further since it might not be as enjoyable. Furthermore, swear words can have a negative effect
on participation, because one might take offense to these swear words.

The following categories contain words used in types of comments that could imply interest in
the conversation and therefore active participation. Such types of comments could be, for
instance, telling a story or discussing a subject. The categories adverbs and perceptual processes
contain words one may use when sharing feelings or describing experiences. Tentative and
insight contain words used when giving opinions or information. Discrepancy has words that can
be used for giving advice. Assent consists of words that show agreement, whereas negations
may show disagreement. Both of these categories may guide the path the conversation will take.
Agreement might make the conversation more pleasant which will stimulate participation, on
the other hand, disagreement might encourage further discussion. The categories conjunctions
and causation are composed of words one may use in discussions when giving arguments or
explaining things. Interrogations has words that can be used when asking questions.

Pronouns may also be interesting to look into. First person singular pronouns point to
participants speaking about themselves, which could strengthen the connection between the
speakers. Second person pronouns may indicate an interest in the other speaker, such as asking
questions.

Besides LIWC categories, other features that were looked at are:

Length of the conversation. The total number of comments in the conversation. The longer the
conversation is, the more interested both speakers may be in the conversation. Otherwise the
conversation would probably have been cut short.

Laughter. The total number of instances of laughter. A regular expression (RE) for laughter was
used to identify instances of laughter, which is the formula: [aA]*[hH]+a+h+a+(h+a+)*?h*. This




RE identifies words such as 'haha' and 'haaahaha' amongst other variations. The regular
expression comes from (Bao et al., 2021).

Laughter may indicate interest in the conversation. If the conversation is fun, it will be more
likely the conversation will continue.

Questions. The total number of question marks in the whole conversation. Asking questions
could allude to interest in the other speaker or wanting information.

Ratio of questions. The ratio of question marks in the comments of the first speaker to question
marks in the comments of the second speaker. Balance in the amount of questions being asked
may imply balance in the conversation overall.

Overlap of words. Cosine similarity between words in all comments of the first speaker and the
words in all comments of the second speaker. Cosine similarity is a metric to compare two sets
of objects, in this case a set of words. Not all words in the conversation are used, but rather only
words specific to that conversation. Words such as pronouns, articles and prepositions are not
compared. This metric counts the instances of topic-specific words and transforms them into a
vector. For both speakers a vector is made, and the cosine of the angle between these vectors is
the value for this feature.

Bigrams. Cosine similarity between bigrams of the all the comments of the first speaker and
bigrams of all the comments of the second speaker.

Ratio of first person singular pronouns (FPSPs). The ratio of FPSPs in all comments of the first
speaker to FPSPs in all comments of the second speaker.

Ratio of second person pronouns (SPPs). The ratio of SPPs in all comments of the first speaker to
SPPs in all comments of the second speaker.

3.1.3 Logistic Regression

What is logistic regression? Logistic regression is a statistical model which classifies input
variables into a class, in binary logistic regression, these classes are labeled 0 and 1. A sigmoid
function is fit to the training data, and shows the probability that an input variable is classified as
1, based on the independent variables of the input. If the probability is greater than 50 percent,
the input will be classified as 1, if it is lower than 50 percent, it will be classified as 0. The
function is fit to the data using 'maximum likelihood', a method that determines which
parameters are most likely to produce the data.

The Feature Selection Model

Once the two-person conversations are extracted from the corpus, these conversations are
labeled either balanced (1) or unbalanced (0) by calculating the ratio of words of the two
speakers. A conversation is labeled 1 if the ratio is a number between 0.9 and 1.1. From the
16637 two-person conversations, there are only 124 conversations with a word ratio of 1. This is
not enough data to run the model on, so a range of 0.9 to 1.1 is used instead to increase the
data set. With this range, there are 1432 conversations labeled 1. Conversations are labeled 0 if
the word ratio is higher than 3 or lower than 0.3. This ratio is quite extreme, and is chosen for
that reason. Conversations with a word ratio of, for example 0.7, might not differ much from
balanced conversations in terms of the features that are investigated. Whereas two sets of
conversations with very different word ratios may differ much more in terms of the features.
The bigger the difference between the two sets, the better the model will perform.

In total there are 1432 balanced conversations and 3698 unbalanced conversations. Logistic
regression works best when the data has an equal amount of data points classified as 1 and data
points classified as 0. Running the model on this uneven data set causes the model to be biased
towards the class with more data point. Table 2 shows the results of a preliminary model that
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I*recision . (.625 _
Recall _ (). 190 _
F-score ().291

Table 2: Precision, recall and F-score of the preliminary model.

was run on the data set with all 5130 conversations. Recall of this model is very low due to bias
towards the class with label 0: of the 185 balanced conversations, only 35 were predicted as
balanced. A low score on recall causes the f-score, a measure of the model's total accuracy, to
drop. Therefore, it is chosen to work with an even data set: 1432 balanced conversations and
1432 unbalanced conversations. From the 3781 unbalanced conversations, the first 1432
conversations are used and added to the 1432 balanced conversations to create the final data
set with a total of 2864 conversations.

The data was then split into a train, validation and test set with a ratio of 72/13/15 respectively.
The model contains all the features described in Section 3.2 and is trained on the train set and
tested on the validation set. The p-value and coefficient of a feature describe the relationship
between the independent variable (feature) and the dependent variable (class). These values
will lead the selection process for the three final models.

3.4 Results

Accuracy | 0.66
| Precision | 0.65
| Recall 0.66 |
| F-score | 0.66 |

Table 3: Accuracy, precision, recall and F-score of the feature selection model.
The p-values and coefficients can be found in Table 4. The p-value shows the statistical
significance of the feature, where p<0.05 is considered significant and p<0.001 is statistically
highly significant. The coefficient shows how much the mean of the dependent variable changes
when the independent variable changes and all other independent variables stay the same. A
coefficient greater than 1 shows that as the value for the feature increases, the mean of the
dependent variable may also increase with probability equal to the coefficient.

For example, the feature length has a coefficient of 1.10. This means that if the value of the
feature is increased by one, then the probability that that conversation is labeled 1 increases
with 10 percent. If the coefficient is below 1, the probability decreases.

The p-values show that eleven features are statistically significant: positive emotion, bigrams,
perceptual processes, ratio of questions, conjunctions, first-person singular pronouns, second
person pronouns, overlap of words, ratio of FPSPs, ratio of SPPs. These lasts seven all have a p-
value equal to or below 0.001, meaning they are highly significant. Moreover, the features
overlap of words and bigrams have high coefficients: 46.7 and 22.7 respectively.

The model had an F-score of 0.66, which can be found in Table 3.



Feature P-value | Coefficient | Feature *-value | Coefficient
PPositive emotion | (L0238 (.9794923 Discrepancy ().4425 L.OL1006GT
Negative emotion | 0.7776 0.997337 First-person singular | 0.0001 L.OTGTID
Swear words 0.2887 | L.026150 Second person 0.0001 1037846
Tentative 0.8207 LON2456G Perceptual processes | (L0083 0972877
Insight 0.1084 (1.985674 Adverbs (1.3224 L.009632
Conjunctions 0.0001 0.967041 Interrogations (.9994 L.O0001S
Cansation 0.2963 L.OLOGED Assent (1.7530 1019743
MNegations 01617 1.OIRE46

Length 0.0000 1.095900 (Juestions (.0807 | 0.963391
Langhter .3812 1. 1475306 Ouestion ratio (.0234 (.933465
Overlap 0.0000 46.715341 | Ratio of FIP'SDPs 0.0000 | 0756782
Bigrams 0.0023 22.650681 | Ratio of SI’Ps (.0000 | 0.858746

Table 4: Table of features with corresponding p-values and coefficients in terms
of odd ratios, rather than log odd ratios. The model had an accuracy of (.66
and an F-score of (1.G6.

Speaker 1. “1'm sorry oif that's how your inberactions with frisnds go ﬂ'”

Speaker 2. ¥ "Gruh®, yvou're stupid if you think | talked to any of my friends in the meanner he posted. | wrote a condensed
version of whet | did, not verbatim. End resul® vwas just people being surprized by how k pop idols look without make up,
nothing swkward. | think people an this subreddit project too much whien it comes to socal swkaardness based on their
o Imsdegusnies.

Speaiker 1 “Bruh, | don't even (ke g-oragon DUt his COMMENT & 3C0urate 31 In destribing haw you'd come off as some
soclally avioward nackheard if you tasoed B that to a gin *

Speaker 1 “Good thing | don't aonuadly think that, but the fact that you're sven Tantasking and |okdng about it says a kot
Hah, ol oo off 35 3 kser who doesn't Know hiow T8 speak 10 wamen wWinraus scaring them off. That's 3 s3d T30 man
Moy Erge Baser ™

you.”

Figure 1: Balanced conversation where the words that fall into the category
interrogations are highlighted with red. In total there are seven words high-
lighted.

Speaker 1. “lol get fucked. Chinese educstion i alresdy slmoest non-exstent in Singapere and you want to turn cur Chinese
syllabus into some hal-arsed ‘Chinese as a second language'? I'm oy it offends yow thet there remain some Chinese
peophe in Sirgapare who value Chinese a5 & maone than a tool of commuricatian (al & fact if you really want to participate
In meaningful dnner conversation with educated Chimese people, C5L aM'T gonna cut i when they name drop histarical
figures or guote fram sams poem yau'ye never heard of, much less when idicms are considered assumed kmowledge]

Thiks t5 wivy Daish MOE really just made all the haters drop Chinese or maie 3 C5L course far them and refonus resouroes
Into HCL. Besides, In Anglo countries thene's generally no separation of Ncerature’ and "English’ In schools - 15 just called
'Erglich’; | dom'T sese wiy thene should be for the Chinese syllabus. =

Speaker 2: “Becsuse Chinese i not the official working language or medium of choice. 'S a second language and should be
treated as such. I'm Sedry that you feel differently bur voe bad our benevelent dictapars have already decided tha for
you.”

Speaker 1. 7 sarry if | don't heve a desine 10 be & banans *

Speaker 2. "Good for you then, enjay resding your Chiness classics and corsuming Chinese media in yowr spare bme. Just
dan't fuck i up far s nest of us =

Speaker 1: * kol I'm not even that into Chinese. but anyway, how am | fuciong it up for you? you'ne he ones Tucking it up for
s, wou all should just vl MOE iy much you hate Chingsa and Just dnop it”

Figure 2: Unbalanced conversation where the words that fall into the category
interrogations are highlighted with red. In total there are seven words high-

lighted.



3.5 Discussion

Of the 15 LIWC categories, only 5 were statistically significant. It's not surprising that most of
these were not significant, since these words can be used in both long comments and short
comments. Figure 1 and Figure 2 show 2 conversations, one balanced and one unbalanced, that
both have 7 instances of words that fall into the category interrogations. This shows that for this
category the amount a certain feature occurs is not correlated with balanced participation. This
is the case for most of the LIWC categories.

An interesting one is the category swear words. Reddit being the data set will play a role here,
since it is very normal to use swear words in comments. Swearing on informal platforms like
Reddit does not necessarily suggest anything negative, but rather it's a way of expression. Would
the data set be taken from a social media platform that is more formal, such as a news website
with a comment section, swearing would probably not be used in the same manner.

One of the categories that scored very well is conjunctions. It seems that the conversations that
have an extremely high number of these words, mostly come from conversations where the first
comment is a post rather than an reply comment. On Reddit, people make posts that have a
maximum length of 40,000 characters, and others can respond to these posts with comments.
The conversations in the data set includes both sequences of just comments, and sequences
where a post is the first comment, followed by other comments. These posts can be very long,
and since the words in the category conjunctions are generally used often, these posts contain
many of these words. Most of the time, the comments following such a post are much shorter
than the post itself. This would then be an unbalanced conversation. So, a conversation that has
a high number of 'conjuction-words', will most likely be unbalanced, which is probably why this
category performs well.

Of the eight other categories, two were not statistically significant, namely laughter and
guestions. Similar to the other insignificant LIWC categories, laughter could be present in both
balanced and unbalanced conversations. This feature only counts the instances that the regular
expression recognizes. Moreover, the regular expression used from Bao et al. also counts
laughter with the letters 'e' and 'i' instead of 'a’, for example 'hehe’ or 'hihi'. These forms were
not used, in order to keep the expression simple. Other forms of laughter such as the words 'lol'
and 'Imao' are not counted towards the total. These words were already part of the category
positive emotion, which is why it was decided not to include these in the category for laughter. It
would be interesting to see if the addition of these words plus the forms 'hehe' and 'hihi' would
result in a better score for this feature.

The feature questions had a p-value a little over 0.05, which is not bad. The value for this
feature was the total amount of question marks in the whole conversation, which does not
necessarily equal the amount of questions asked. For example, one could write "How are you?"
or "How are you????". Both of these sentences contain one question each, but the second
sentence contain more question marks. It could be that counting the amount of actual questions
rather than the amount of question marks could improve this feature.

The significant features will be used to define three new models, with different combinations of
features. The features that did not have a p-value below 0.05 will not be used any further.



Speaker 150 seared | N e s SEarT TomoiTon

Speaker 2 st do yvour Best ) gond luck!

Spe=aker 1. Thank vou |’

Speaker 2: "And remember it's not the end of the warld if you don™ do grest, even if it seems like it &. | didr’t do a3
expectad fior my finel exams |parthy my fault berause | slscked lal] but that's life, man. A% this paint there's not much you
can do to resvise, if you're ready then you're resdy. Just g=t |ots of sle=p and drnk plenty of water so you're focus=d and
alert tomarrow. Again, best of luck

Speaker 1: ) thank you so much appreciate mya

Figure 3: Example of an unbalanced conversation. Second person pronouns
(SI’I’s) are highlighted in red, and first person singular pronouns (FI’SIP’s) are
highlighted in green. The ratio of SPPPPs of speaker 1 to speaker 2 is % the ratio
of FIPSPPs of speaker 1 to speaker 2 is Ef

4 The Models
4.1 Method

Three different models will be made from the eleven features with a significant p-value.

The first model will contain four features with the best coefficients, namely overlap of words,

bigrams, ratio of FPSPs and ratio of SPPs. Four features makes the model quite simple, but since
the best four features are chosen, it could still be possible that the model will perform well. This
model will be a baseline model that more features could be added to, to increase performance.

The second model will contain all features that are highly significant plus the feature bigrams.
The highly significant features are: first person singular pronouns, second person pronouns,
conjunctions, length, overlap of words, ratio of FPSPs and ratio of SPPs.

This model is the first model with some features added to it. Adding extra features to the first
model may indicate if there is a preference towards either a simple model (only a couple of
features) or towards a more complex model (more features).

The features from the first model may be closely related to balanced participation. More
specifically, the ratio of certain words spoken by the first speaker to certain words spoken by the
second speaker may be highly correlated to the ratio of total words of the first speaker to total
words of the second speaker . It seems that these features may have a co-dependency on the
proxy, for a ratio of 1 is hardly possible in an extremely unbalanced conversation. Figure 3 shows
an unbalanced conversation where speaker 2 uses both first person singular pronouns and
second person pronouns more often than speaker 1. For the ratio to become closer to 1, speaker
1 has to add more of these words, which can only happen by adding more sentences. This would
in turn make the conversation more balanced. Another possibility is for the second speaker to
decrease the usage of these words, but this could decrease the amount of words used, which
also makes the conversation more balanced. Either way, how often these words occur may be
heavily linked to the total amount of words in the conversation. Predicting balanced
participation with features heavily correlated to balanced participation might not be very
interesting, and so the third model will not have these features.

Instead, the third model has the remaining features of the eleven with p-values below 0.05,
these are: length, first person singular pronouns, second person pronouns, conjugations,
positive emotion and perceptual processes.

All three models will be trained on the same train set the feature selection model was trained
on. They will then be tested on the test set.
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4.2 Results

Maodel 1 | Model 2 | Model 3
Accuracy (.64 (.68 .60
I’recision (.64 0.68 | 0.61
Recall 0.71 0.72 | 062
IP-score .67 (.70 .62

Table 5: Accuracy, precision, recall and F-score of all three models. Model 2
scores the highest.

Model 2 scored the best out of the three models, as can be seen in Table 5. This model was an
extension of Model 1, and thus adding more features increased performance in all four
measures (i.e., accuracy, precision, recall and f-score. Again, the four features from Model 1
have the best coefficients (Table 6). The coefficients of the other features were not as good,
which resulted in only a slight increase in performance compared to the performance of Model
1. The feature bigrams performed better in Model 2 than in Model 1, which can be seen from its
p-value and coefficient in Table 6 and 7. In Model 1 the coefficient had a value of 9.10, but in
Model 2 it had a value of 21.2, almost twice as much. The coefficients of the other features only
changed slightly.

Model 3 had the lowest performance, which was expected. This model had all significant
features minus the features ratio of questions, bigrams, overlap of words, ratio of FPSPs and
ratio of SPPs. Incidentally, these last four features had the best coefficients, and so removing
these caused the performance to drop. The remaining features had coefficients close to 1,
meaning that the effect they have on the prediction is not much. The features perceptual
processes and positive emotions have p-values above 0.05, meaning they are not statistically
significantly associated with balanced participation.

4.3 Discussion

Most of the features used in the three models were all significant, which was expected since
they were all significant in the Feature Selection Model. However, the features perceptual
processes and positive emotion were not significant. This was probably caused by the
differences between the validation set, that was used to test the Feature Selection Model on,
and the test set, on which the three models were tested.

It is clear from Model 2 that adding more features increases the performance of the model. In
this case, the coefficients of the added features were not that high, and so it would be
interesting to find more features with better coefficients and see what that does to the
performance of the model. The performance would presumably go up with the addition of
better features.
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Model 1
Feature P-value | Coefficient
Bigrams 0.0176 | 9.104402
Overlap of words | 0.0000 | 44.724235 |
Ratio of FPPSP’s | 0.0000 | 0.799528 |
Ratio of SPPs | 0.0000 | 0.870312

Table @: The p-values and coeflicients of Model 1.

Maodel 2
Feature P-value | Coefficient
Bigrams 0.0024 21.195495
Owerlap of words 0.0000 | 39.383967
Ratio of FI’SPs 0.0000 0.754414
Ratio of SI’Ps 0.0000 (.551793
Length 0.0000 1066594
First person singular pronouns | (0.0002 L.OGA L]
Second person pronouns 0.0000 1036709
Conjunctions 0.0000 0.967446

Table 7: The p-values and coefficients of Model 2.

Model 3
Feature P-value | Coefficient
Length 0.0000) 1062860
First person singular pronouns | (.0003 (.956068
Second person pronouns 0.0000 1032806
Conjunctions 0.0071 0.987378
Perceptual processes 0.0636 0.983712
Positive emotions (0.696(0 0.996988

Table & The p-values and coeflicients of Model 3.

5 Conclusion

A logistic regression model was built using 23 features, of those, 15 were LIWC categories. Based
on the significance of the features to balanced participation, a selection was made to build three
new models. In the end, nine of the remaining features were statistically significantly associated
with balanced participation, these are the features bigrams, overlap of words, ratio of FPSPs,
ratio of SPPs, length, first person singular pronouns, second person pronouns, ratio of questions
and conjunctions.

The models using these features were able to predict balanced participation with moderate
performance.

The contribution of this thesis is some further understanding as to how balanced participation
can be defined and how it exists in online conversations. Balanced participation contributes to
the quality of a conversation, and so learning about balanced participation in turn leads to
learning about quality of a conversation. Obtaining more knowledge on what makes a
conversation "good", may help guide social media platforms to become more civil and
enjoyable.
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Limitations. The data was split up into three part, that is a train, validation and test set. The total
data set consists of conversations from different subreddits, where the conversations were
grouped together by these subreddits. The conversations in the train set (partially) belong to
different subreddits than the conversations in the validation and test sets. The subreddits differ
from each other in terms of topic and types of conversations. Some features will work better on
certain subreddits than others, and so a set of features may perform well on the train set, but
perform less accurate on the validation or test set. For the features to perform more consistent
on all sets, the data could have been randomized. However, this would result in the train set for
the Feature Selection Model to be different from the train set for the three final models. But
since the features for the final three models were based on the performance of the Feature
Selection model, it was decided to keep these train sets the same, rather than randomize them.
It would be interesting to see if it would have been better to randomize the data set.
Furthermore, the data consists of extreme cases of balanced and unbalanced participation.
Conversations that were only slightly unbalanced were not used. Further research could look
into the differences between conversations that are not as extreme.
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