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#### Abstract

In the Online UAV ${ }^{1}$ Mission Planning Problem a reconnaissance mission has to be planned in a given area that contains both targets that are given beforehand and new targets that arise during the flight. The goal of the mission is to gather information from a subset of the targets, in such a way that the gathered amount of information is maximal, whilst keeping the fuel required for the mission within predefined limits. We developed five strategies by which the planned tour can be reoptimized during the flight, either for the general problem where the new targets appear in the entire target area, or for the special case where all new targets appear in some prespecified zone. All strategies were composed of two steps: finding an optimal initial tour first and adjusting the tour later on during the flight, when information about new targets was released. Theoretical as well as empirical performance bounds were found for the strategies that were developed for the general problem. Finally, the performance of the strategy for the special case was compared to the performance of the other strategies, when applied to this case.
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## 1 Introduction

Unmanned Aerial Vehicles (UAVs) provide a valuable information source for both civilian and military operations, as they can be used to gather imagery about territories that are hard to scout otherwise; in particular they can be used to gather imagery from the military theater. The goal of such reconnaissance missions is to gather as much information as possible about certain locations in a given area. Those target locations will provide information of some value, but that value may vary per location. Since it is unlikely that a UAV will be able to visit all target locations in the area of interest - mainly due to fuel capacity - it is paramount to find a feasible tour with maximal total information value.

When all target locations, all information values of those locations, and the fuel requirements to go from any target to another are known, this problem reduces to a known optimization problem. But in real-life situations, not all data might be certain or even known beforehand. We will mention four characteristics that extend the standard model, which might occur in a real-life UAV mission planning problem. First of all, weather conditions may influence the fuel consumption, both positively and negatively, which in turn can influence the optimality or even the feasibility of a chosen tour. Secondly, targets may turn out to have decreased information value, they may disappear all together, or new targets might arise, i.e. there might not be a fixed set of target locations. A problem with this extension is generally referred to as an online problem. Thirdly, it might not be possible to collect information from a target all the time. For such targets a time-window has to be taken into account. Finally, there is the case when multiple vehicles are available. This may enable a set of flight plans that covers all targets, but for these flights the same additional factors could be taken into account. And for multiple vehicles there is another factor that can be considered. It might occur that one of the vehicles cannot visit all its scheduled targets, due to one or more of the dynamic factors. Then the flight plan of one of the other vehicles could be altered, if possible, to visit such a missed target. In short, there are four extensions to the basic problem:

- uncertain fuel consumption
- time windows
- changing target set
- multiple vehicles

There are several problems that are related to the basic UAV Mission Planning Problem (UAV-MPP). By the UAV-MPP we refer to the problem with deterministic fuelconsumption, no time-sensitive targets, a fixed target set and a single vehicle. As mentioned before, the basic UAV-MPP reduces to a known optimization problem: the Orienteering Problem (OP), see [11].This problem is based on the game of 'Orienteering', where cross country runners have to navigate through unfamiliar terrain in which a number of control posts are located. A value is assigned to each control post and the runners collect
the value of a control post by visiting it. The runners have to return to the starting point within a given time limit. As they will not be able to visit all control posts, their goal is to construct a tour that passes a subset of the control posts that maximizes the total collected value.
There even are variants of the OP that can be adapted for the basic problem with some of the extensions, as is discussed in [43]. For instance, the Team Orienteering Problem (TOP) could be used for a UAV mission planning problem with multiple vehicles. The UAV mission planning problem with time-sensitive targets could be modeled using the Orienteering Problem with Time Windows (OPTW). And in [12] it becomes clear that the OP can be adapted to model the subproblem with uncertain fuel usage.

Besides the OP, there are more routing problems that can be adapted to model extensions of the UAV-MPP. There is the widely known Traveling Salesman Problem (TSP), where, given a set of cities and the distances between all those cities, a single tour of shortest length has to be planned, that visits each city exactly once. Note that this is a specific case of a larger problem, the TSP with multiple $(m)$ vehicles, where a set of $m$ tours have to be found, such that every location (except the depot) is visited by exactly one vehicle. This problem is denoted by the $m$-TSP; the well known TSP is therefore just a version of the $m$-TSP, with $m=1$. Another example is the Vehicle Routing Problem (VRP), [26], which is similar to the $m$-TSP, but with an extra constraint: the vehicles now have load capacities that cannot be exceeded. Goal for the VRP is also to minimize the total length of all tours.
A disadvantage of both $m$-TSP and VRP is that they differ from the UAV-MPP on two important properties. First of all, each city has to be visited, while in the UAV-MPP it is very likely that not all targets can be visited. Secondly, the goal of both problems is to minimize the total traveled distance, whereas the UAV-MPP has as objective to maximize the amount or value of gathered information.
But on the other hand, the VRP can be adapted with real-time elements or time-windows, as can be seen in [15]. So problems like the VRP could be used to gather insight in how to include one or more of the extensions into the associated variant of the UAV-MPP.
A question that now arises is whether or not there may be more problems that can be adapted to model the UAV-MPP with one or more extensions. Another question is which model should be adapted for which subproblem. Is the OP the best model, or can the VRP or the TSP be adapted in such a way, that the UAV-MPP can be modeled by it? We would like to know as well whether the OP can be adapted for any of the extensions, whether solution methods exists for those extensions, and whether something can be said about their performance. We also would like to know whether some of the extensions have been researched already.
Another aspect of the UAV-MPP is that it clearly has practical applications. So while it is very interesting to find theoretical bounds for the solution methods, it is also important to determine how well the methods will work in practice.

In order to determine which subproblems will be most interesting, the research started with a literature analysis. During this analysis a number of questions will be answered:

1. Literature analysis

- What research has been done on Orienteering Problems, and possibly on related problems, that can be of use for the subproblems of the UAV Mission Planning problem?
- Based on the findings of the literature analysis, which subproblem(s) will be most interesting for further investigation?

When subproblems have been chosen, the following questions will be answered:
2. How can the chosen subproblems be modeled best? What solution methods can be used?
3. Can theoretical bounds be found for the performance of the solution methods?
4. How well do the solution methods perform in practice? Are the theoretical bounds correct, or can better empirical bounds be found?

## 2 Literature analysis

A lot of research has been done on the OP and on related problems. The amount of publications on this topic is vast, and its range wide - from simple definitions of the problem and its history to detailed solution algorithms or heuristics and from the basic problem to versions with multiple extensions. It is therefore important to first get an overview of the current research, in order to be able to determine which aspects of the problem are most interesting to study.
As mentioned in the introduction, the basic UAV-MPP can probably be modeled best by the OP or a similar problem, but it has several extensions that are not necessarily embedded in those problems. These characteristics are uncertain fuel usage, time-sensitive targets, a set of targets that may change during the flight and use of multiple vehicles. For a number of papers, we have determined which of those extensions have been taken into account. Apart from the extensions, the problem type has been noted and for each article we have checked whether some form of a bound on the performance of the solution has been found.
Most of these results are summarized in table 1. Some of the papers found only discuss heuristics for solving the OP; the greater part of those are not listed in the table.

As can be seen in table 1, many of the papers found on the OP focus either on the extension with time windows, known as the Orienteering Problem with Time Windows (OPTW), or on the extension with multiple vehicles, known as the Team Orienteering Problem (TOP). Part of those papers even focus on the combined subproblem in the Team Orienteering Problem with Time Windows (TOPTW). Those papers only provide heuristics, not exact solution methods.
A few papers take non-deterministic travel times into account: [9], [39], [12] and [13]. In the former two papers the travel times are stochastic, that is, the travel times are distributed according to some specified distribution and the actual travel times only become known during the flight. This implies that there is a chance that the actual length of a planned tour exceeds its time limit, so not all planned tours turn out to be feasible. In [12] the Robust Orienteering Problem (ROP) is introduced. In this problem the travel and service times are also approximated with random variables, but no assumptions have been made on the distributions of those variables. Additional variables are introduced instead, which are used to integrate the uncertainty into the travel times, absorbing certain deviations from the actual travel times. In [13] the ROP is compared to a stochastic programming approach of the same problem.

To the best of our knowledge there are very few papers that discuss the third extension, a changing set of targets. The only paper that we did find is by [28]. In this paper a combination of 3 of the extensions is made: time windows, multiple vehicles and a changing set of targets. There is also other research on problems with this extension, but we have only seen it in combination with either the TSP, as can be seen in [3], [7] and [19] or the VRP, as in [17] and [30].

For the OP other combinations of the four characteristics have not been found, but they do exists for the other problems. For instance, the combination of non-deterministic
travel times and time-sensitive targets has been researched for both the TSP, as in [7], and the VRP, as in [17] and [30]. The combination of non-deterministic travel times and multiple vehicles for the VRP has been researched in [17], [30] and [35]. The former two papers even take all four characteristics into account, but as they investigate the VRP, their approaches can not necessarily be applied to the OP.

Whilst most of the found research is concerned with finding heuristics to solve problems of any size and usually compare their results with benchmark instances, some of the papers present exact algorithms. In a few cases a performance bound is found. Exact algorithms for the OP have been found by [27] and [33]; in [8], [18], [24], [39] and [41] algorithms were found for small instances.
When the problem is an online problem, not all information is known beforehand, so it is not possible to find an exact algorithm or an exact solution. In order to be able to say something about the performance of algorithms for online problems, their outcome, determined by the value of the objective function, is compared to the optimal so-called offline solution. Note that in the offline problem all targets that are to appear are known beforehand, and to each target a release date is assigned; some of those release dates are very likely to be 0 . The fraction of online outcome and optimal (offline) outcome is the performance ratio for the problem. When the performance ratios for all instances of a problem are compared, a lower bound for all these bounds can be found. This bound is called the competitive ratio. The notion of a competitive ratio for online algorithms was developed by [23]. For the online TSP, competitive ratios are presented by [3], [7], [19], [20] and [21].

Based on these results, we have drawn some conclusions. First of all, neither the OP with time windows, the Team OP nor the Team OP with Time Windows will be interesting to investigate for this thesis, as a lot of research has been done on those subproblems already. The same holds for the subproblem with uncertain fuel consumption.
The OP in combination with a changing set of targets will be very interesting for further study, as - as mentioned before - very little research exists on this subproblem. And while several theoretical bounds have been found for solution methods for the online TSP, to the best of our knowledge no research has been done yet on finding theoretical bounds for solution methods for the online problem. Therefore, the UAV-MPP extended with a changing set of targets is the subproblem that will be investigated further. Whilst there are many other combinations of subproblems of the UAV-MPP that might be interesting to investigate, the second part of the research for this thesis will also concern itself with the UAV-MPP extended with a changing set of targets. In that case, we will investigate the cases where the targets appear according to different arrival rates.

Table 1: Overview of characteristics in found literature
(a cross signifies that that specific characteristic has been researched in the corresponding paper. 'Fuel' means non-deterministic travel times, 'TW' means time windows, 'online' means a changing set of targets and 'team' means the use of multiple vehicles)

| Article | Fuel | TW | Online | Team | Type | Remarks |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| [2] |  |  |  | x | OP |  |
| [6] |  |  |  | x | OP |  |
| [8] |  |  |  | x | OP | exact algorithm for some cases |
| [9] | x |  |  |  | OP |  |
| [10] |  |  |  | x | OP |  |
| [12] | x |  |  |  | OP |  |
| [13] | x |  |  |  | OP |  |
| [16] |  |  |  |  | OP |  |
| [18] |  |  |  |  | OP | exact algorithm for some cases |
| [22] |  | x |  |  | OP |  |
| [24] |  |  |  |  | OP | exact algorithm for some cases |
| [25] |  | x |  | x | OP |  |
| [27] |  |  |  |  | OP | exact |
| [29] |  | x |  | x | OP |  |
| [32] |  |  |  |  | OP |  |
| [33] |  | x |  |  | OP | exact |
| [36] |  |  |  |  | OP |  |
| [37] |  |  |  | x | OP |  |
| [38] |  |  |  | x | OP |  |
| [40] |  |  |  | x | OP |  |
| [39] | x |  |  |  | OP | exact algorithm for some cases |
| [41] |  | x |  | x | OP | exact algorithm for some cases |
| [44] |  | x |  | x | OP |  |
| [45] |  |  |  | x | OP |  |
| [46] |  |  |  | x | OP |  |
| [28] |  | x | x | x | OP |  |
| [5] |  |  |  |  | OP/TSP |  |
| [3] |  |  | x |  | TSP | competitive ratio |
| [7] | x | x |  |  | TSP | competitive ratio |
| [14] |  |  |  | x | TSP | exact for single vehicles |
| [21] |  |  |  | x | TSP | competitive ratio |
| [1] |  |  | x |  | TSP |  |
| [19] |  | x | x |  | TSP | competitive ratio |
| [20] |  |  | x |  | TSP | competitive ratio |
| [17] | x | x | x | x | VRP |  |
| [30] | x | x | x | x | VRP |  |
| [35] | x |  |  | x | VRP |  |

## 3 Problem description

### 3.1 Modeling the UAV-MPP

The basic UAV-MPP will be modeled as the OP. First of all there is a set of targets $V=\{1, \ldots, n\}$ and a depot 0 , so the total set of locations is $V^{+}=V \cup\{0\}$. There is a set of arcs $A=\left\{(i, j) \mid i \neq j \in V^{+}\right\}$between all pairs of locations. This implies that we can construct a graph $G=\left(V^{+}, A\right)$ that consists of all locations and all arcs in between the locations. We assume that this graph is directed, i.e. that for any pair $i, j \in V^{+}(i \neq j)$ of locations both arc $(i, j)$ and arc $(j, i)$ exist. Each of these arcs $(i, j)$ has a length $d(i, j)$. We assume that the lengths of the two arcs between two vertices are not necessarily equal, i.e. $d(i, j) \neq d(j, i)$. Therefore, $|A|=n(n+1)$ and graph $G$ is a complete directed graph on $m+1$ vertices.
The length of arc $(i, j)$ corresponds to the amount of fuel that is required to get from $i$ to $j$. For each mission there is a fuel capacity $C$. Note that the vehicle travels at unit speed, so the concepts of time and distance can be interchanged.
Just as for the OP, the solution of the UAV-MPP will be a tour along some of the vertices from set $V^{+}$. This tour will be represented as an ordered set of vertices, and is denoted by $T$. In order to define the ordering of $T$, we first need to look at a different representation of the tour. The tour can be expressed as a sequence $A_{T}$ of $\operatorname{arcs}$ from $A$ by which the vehicle travels when following tour $T$. Now let $(i, j) \in A_{T}$. Then we can define an ordering $i<j$, where the binary relation $<$ stands for "is visited earlier than". Note that this ordering holds for any vertex $k$ that is visited after $i$.
For example, let a tour $T$ consist of vertices 7,1 and 9 . Then we can express the tour as $T=\{0,7,1,9\}$ and the set of subsequent arcs is $A_{T}=\{(0,7),(7,1),(1,9),(9,0)\}$. Note that the arc $(9,0)$ is added: the vehicle always returns to the depot after visiting the last target on the tour.
Each tour has a length $L_{T}$, which is determined by the sum of distances between the consecutive pairs of vertices on the tour. In case of the example, the length of the tour will be determined as follows: $L_{T}=d(0,7)+d(7,1)+d(1,9)+d(9,0)$.
Set $x_{i j}$ as a decision variable for whether $\operatorname{arc}(i, j)$ is on tour $T$. Then

$$
x_{i, j}= \begin{cases}1 & \text { if }(i, j) \in A_{T} \\ 0 & \text { otherwise }\end{cases}
$$

Similarly, we can define a decision variable for whether vertex $i$ is in the tour:

$$
x_{i}= \begin{cases}1 & \text { if } i \in T \\ 0 & \text { otherwise }\end{cases}
$$

Based on all these definitions, we can now formulate the optimization problem:

$$
\begin{array}{rr}
\text { (OP) } \max \sum_{i \in V^{+}} x_{i} v(i) & \\
\text { s.t. } \sum_{(i, j) \in A} x_{i, j} d(i, j) \leq C & \\
\sum_{i \in V} x_{0, i}=\sum_{i \in V} x_{i, 0}=1 & \\
x_{j}=\sum_{i \in V^{+}} x_{i, j}=\sum_{k \in V^{+}} x_{j, k} \leq 1 & \forall j \in V \\
1 \leq u_{i} \leq n & \forall i \in T \\
u_{i}-u_{j}+1 \leq\left(1-x_{i, j}\right) n & \forall i, j \in V \\
x_{i} \in\{0,1\} & \forall i \in V^{+} \\
x_{i, j} \in\{0,1\} & \forall(i, j) \in A . \tag{8}
\end{array}
$$

In this problem, (2) is the fuel constraint, (3) makes sure that the tour start and ends at the depot. Constraints (4) are the flow conservaton constraints, but they also make sure that each location gets visited at most once and assign the correct values to all decision variables $x_{i}$. Constraints (5) and (6) prohibit subtours.

### 3.2 UAV-MPP with uncertain fuel usage

For each of the extensions, ways have been found to adapt the nominal OP. As was mentioned in the introduction, [12] found a formulation for the OP with uncertain fuel usage: the ROP. This is modeled like the nominal OP, but a few constraints have been added, such that the following problem has been constructed:

$$
\begin{align*}
& \quad \max \sum_{i \in V} x_{i} v(i), \\
\text { s.t. } \sum_{(i, j) \in A} x_{i j} \bar{d}_{i j}+\sum_{s \in S} \rho_{s}\left\|y^{s}\right\|_{s}^{*} \leq C, &  \tag{9}\\
\sum_{s \in S} y_{i j}^{s}=\sigma_{i j} x_{i j}=(\sigma \otimes x)_{i j}, & \forall(i, j) \in A,  \tag{10}\\
\sum_{i \in V} x_{0, i}=\sum_{i \in V} x_{i, 0}=1, & \\
x_{j}=\sum_{i \in V^{+} \backslash\{j\}} x_{i j}=\sum_{k \in V^{+} \backslash\{j\}} x_{j k} \leq 1, & \forall j \in V, \\
u_{i}-u_{j}+1 \leq\left(1-x_{i j}\right) n, & \forall i, j \in V, \\
1 \leq u_{i} \leq n, & \forall i \in V, \\
x_{i j} \in\{0,1\}, & \forall(i, j) \in A, \\
y_{i j}^{s} \in \mathbb{R}, & \forall s \in S,(i, j) \in A, \tag{11}
\end{align*}
$$

Note that in this case, the fuel usage on arc $(i, j)$ is denoted by $\bar{d}_{i j}$ : this is the expected fuel usage from location $i$ to $j$. Also, (9) replaces (2) in the nominal OP, together with (10). For more details on how these constrants were obtained, see [12].

### 3.3 UAV-MPP with time-windows

The time-window extension can be easily included in the nominal OP, as can be seen in [43]:

$$
\begin{align*}
\text { (OPTW) } \quad \max \sum_{i \in V} x_{i} v(i), & \\
\text { s.t. } \sum_{(i, j) \in A} d(i, j) x_{i j} \leq C, & \\
\sum_{i \in V} x_{0 i}=\sum_{i \in V} x_{i 0}=1, & \\
x_{j}=\sum_{i \in V^{+} \backslash\{j\}} x_{i j}=\sum_{i \in V^{+} \backslash\{j\}} x_{j k} \leq 1, & \forall j \in V \\
t_{i}+d_{i j}-t_{j} \leq M\left(1-x_{i j}\right), & \forall i, j \in V^{+}  \tag{12}\\
r_{i} \leq t_{i}, & \forall i \in V^{+}  \tag{13}\\
t_{i} \leq d_{i}, & \forall i \in V^{+}  \tag{14}\\
x_{i j} \in\{0,1\}, & \forall(i, j) \in A
\end{align*}
$$

In this problem, Constraints (12), (13) and (14) have been added. In these constraints, a few new variables have been introduced: $t_{i}$ is the moment the vehicle arrives at target $i$, $r_{i}$ is the first moment target $i$ can be visited and $d_{i}$ the last, so $\left[r_{i}, d_{i}\right]$ is the time-window for target $i$. This implies that Constraints (13) and (14) make sure that target $i$ is visited within its time-window. Note that when $r_{i}=0$ and $d_{i}=C$, target $i$ can always be visited, i.e. it has no time-window. For $i=0$ we set $t_{0}$ as the time that the vehicle returns at the depot.
The third new constraint, (12), is a variant of the subtour-elimination constraint; it makes sure that the order of the targets, timewise, corresponds to the order of the targets in the tour. Variable $M$ is set to a large constant.

### 3.4 UAV-MPP with multiple vehicles

The OP can be adapted to model the problem with the multiple-vehicle extension as well:

$$
\begin{gather*}
\text { (TOP) } \max \sum_{i \in V} v(i) \sum_{p=1}^{P} y_{i p},  \tag{15}\\
\text { s.t. } \sum_{p=1}^{P} \sum_{(i, j) \in A} d(i, j) x_{i j p} \leq C,  \tag{16}\\
\sum_{i \in V} \sum_{p=1}^{P} x_{0 i p}=\sum_{i \in V} \sum_{p=1}^{P} x_{i 0 p}=P,  \tag{17}\\
\sum_{p=1}^{P} \sum_{i \in V^{+} \backslash\{j\}} x_{i j p}=\sum_{p=1}^{P} \sum_{k \in V^{+} \backslash\{j\}} x_{j k p} \leq 1,  \tag{18}\\
\sum_{p=1}^{P} y_{i p} \leq 1,  \tag{19}\\
1 \leq u_{i p} \leq n, \quad \forall j \in V  \tag{20}\\
\left.u_{i p}-u_{j p}+1 \leq\left(2-x_{i j p}\right) n, \quad \forall i \in V, j, \forall p \leq P\right) \in A, \forall p \in P  \tag{21}\\
x_{i j p}, y_{i p} \in\{0,1\}, \quad \forall i \in V, \forall(i, j) \in A . \tag{22}
\end{gather*}
$$

In this problem most of the constraints and variables have been replaced. Say there are $P \in$ tours, then those tours have to be nearly disjoint: they must have vertex 0 in common, but can't have any other shared vertices or arcs. The variable $x_{i j p}$ denotes whether arc $(i, j)$ lies on path $p$, so for each arc $(i, j)$ there can be only one $p$ for which this variable takes value 1, as can be seen in Constraint (18). A similar constraint is constructed for the depot in (17). Additional variables $y_{i p}$ are introduced to make sure that each vertex is on at most one tour, in Constraint (19).

For the version with a changing set of targets, a different approach has to be used. This will be discussed in the next chapter.

## 4 A changing set of targets

In the UAV-MPP with a changing set of targets, also known as the online UAV-MPP, we assume that there are two types of targets. Targets of the first type, 'fixed targets', are known in advance, and can be visited at any time. Targets of the second type, 'new targets', are not known at first, but appear at some moment during the flight and become available the moment they appear. We assume that all new targets appear at time $C$ at the latest. We also assume that targets do not disappear.
It is not obvious how this online problem should be modeled. Due to the fact that knowledge about some of the targets is only gained when those targets appear, it is very difficult to find a programming formulation like the (OP). This means that for the online problem, a different type of solution algorithm has to be found. The performance of algorithms for online problems is generally measured by comparing the outcomes of its objective function to the outcome of the objective function of the optimal solution in the so-called offline case. As mentioned in Chapter 2, these performance ratios are bounded by their competitive ratio [23], which is a worst-case ratio over all instances of the problem. For a maximization problem, this implies that we want to find a lower bound on the performance ratios of all instances. It can be determined as follows: let $I$ be an instance of some problem. Let $I^{*}$ be the optimal offline solution for this instance and $\left|I^{*}\right|$ its value of the objective function. Let $I_{A}$ be a solution for this instance by some algorithm, with objective function-value $\left|I_{A}\right|$. Then $r_{c}=\sup \left\{r \left\lvert\, \frac{\left|I_{A}\right|}{\left|I^{*}\right|} \geq r\right., \forall\right.$ instances $\left.I_{A}\right\}$ is the competitive ratio for a maximization problem. Note that in case of a minimization problem, the competitive ratio is an upper bound for the performance ratios. In that case, we express the competitive ratio as $r_{c}=\inf \left\{r \left\lvert\, \frac{\left|I_{A}\right|}{I I^{*} \mid} \leq r\right., \forall\right.$ instances $\left.I_{A}\right\}$.
The offline case differs from the online case in that the release dates of all targets are given beforehand. But when all required knowledge is known beforehand, a programming formulation can be used. We can therefore model the offline case of the online UAV-MPP as an OP with time-windows (OPTW): the $n$ fixed targets have release date 0 and end date $C$, the new targets $n+i, i \geq 1$ have a release date $r_{i}>0$ and end date $d_{i}=C$. This problem can be solved with an exact algorithm, as was shown in [33].
In case of the online UAV-MPP, there is a set of fixed locations $V^{+}=\{0,1, \ldots, n\}$. We assume that the number of targets that appears before time $C$ is equal to some random variable $\mu \in$ and that the value of both fixed and new targets is equal to 1 , i.e. $v(i)=1, \forall i \in\{1, \ldots, n+\mu\} .{ }^{2}$ This implies that in both the online and the offline version of the problem we want to maximize the number of targets in the tour. Also, we assume that no additional fuel is required at any target.
Let's first take a look at the problem without new targets. This is just a regular OP-like problem, so we can assume that an optimal solution can be found, as exact algorithms exist for the OP, see for instance [27]. Let's denote this tour, that contains $m$ targets, by $T_{m}$ and its value of the objective function, i.e. the number of targets it contains, by $\left|T_{m}\right|$. Therefore, $\left|T_{m}\right|=m$. Similarly, when considering the situation where new targets may appear, the tour found by an online algorithm is denoted by $T_{A}$ and its objective function-value by $\left|T_{A}\right|$. The optimal offline tour is denoted by $T^{*}$ and its value by $\left|T^{*}\right|$. In this chapter we will present a few algorithms that generate online tours. Each of these

[^1]algorithms only work when the ratio of existing and new targets is not too small: when the number of new targets is excessively large in comparison to the number of fixed targets, then these algorithms will probably have suboptimal results. We have not developed algorithms for such cases, as it is very unlikely that the number of new targets exceeds the number of existing targets.
For each of the algorithms it is not only important to determine the competitive ratio, but also to look at the computational time. An algorithm that has a high competitive ratio, that also takes a lot of computational time is less interesting to use, since some of the reoptimization steps should take place during the flight. Therefore, for each of the algorithms we will look at the computational time as well.

### 4.1 Insert algorithm

The first algorithm is a greedy algorithm, based on the extended model for online vehicle routing, as presented in [30]. The idea behind it is to insert new targets in the tour at the 'best' location, that is, with the least additional fuel consumption, and only when the fuel required to finish this adapted tour does not exceed the current remaining amount of fuel. This algorithm is called the 'Insert algorithm' (IA) and is defined below.
For each new target that appears, there is an arc in the tour to which it lies nearest. There are three decision rules for this nearest arc and the new target. Exactly one of the rules will be applied. The rules will therefore be checked in the following order, until the rule is reached that fits the situation:
(i) The tour has already passed the arc completely, so the target will not be visited.
(ii) The new target lies closest to the arc that the vehicle is currently traveling. Let $(i, j)$ be this arc, $k$ the new target and $l$ the current location. If $d(i, l) \geq d(i, k)$ or if $d(i, k) \geq d(i, j)$, then the target will be ignored. Otherwise, the vehicle will deviate from the planned route and visit new target $k$ directly, before continuing to target $j$ and resuming the planned route, provided that the fuel capacities are not exceeded due to the additional fuel usage.
(iii) The arc has not been passed yet, so the new target will be added to the tour between targets $i$ and $j$ if the remaining fuel allows the additional fuel usage.

The IA bears most similarities to the extended model in [30] in the rules for adding targets. The greatest difference between the IA and the extended model, is that the extended model allows the disappearance of any of the targets, whereas the UAV-MPP does not.
An example of the algorithm can be seen in figure 1.
In order to determine whether such a new target $k$ can be added to the tour, the 'remaining fuel' $C_{r}$ has to be updated, by subtracting the additional amount fuel that is required for visiting $k$ from the current remaining fuel $C_{r}$. For instance: in case of situation (ii), target $k$ is visited instead of going directly from target $i$ to target $j$. Let us assume that the current location of the vehicle is $l$, which lies somewhere on arc $(i, j)$. Then $C_{r}^{\prime}:=C_{r}+d(l, j)-d(l, k)-d(k, j)$. If $C_{r}^{\prime} \geq 0$, new target $k$ can be visited. Note that at the start of the tour, $C_{r}=C-L_{T}$.


(c) Adding feasible targets (red target: infeasible, blue target: feasible; dashed line: removed arc)

Figure 1: Example of the Insert algorithm

For each new target $v$ that appears, a certain computation time is needed to determine if, and, if so, where this target is added to the tour. Let $T^{\prime}$ be the current tour, i.e. the tour that includes all new targets that have been added to original tour $T$. Note that $\left|T^{\prime}\right| \geq|T|$.
First of all, the Euclidean distances from point $v$ to each line $(i, j), \forall(i, j) \in A_{T^{\prime}}$ (the set of all arcs on the current tour) are calculated, in order to determine which arc the new target lies closest to. This takes $m \cdot O(1)+O(m \log (m))=O(m \log (m))$ time. Let $\left(i^{\prime}, j^{\prime}\right) \in A_{T^{\prime}}$ be the closest arc for point $v$, then we have to verify whether the tour has passed $\left(i^{\prime}, j^{\prime}\right)$ already: this is done by looking at the last passed vertex $v_{\text {last }}$ of the current tour and comparing it to $\left(i^{\prime}, j^{\prime}\right)$.

Case (i): $v_{\text {last }} \geq j^{\prime}$ so new target $v$ will be ignored. Note that in comparisons between vertices, like $i<j$, the inequality symbols $<,>, \leq, \geq$ stand for the binary relations as defined on ordered set $T$.

Case (ii): $i^{\prime}=v_{\text {last }}$, then $d\left(i^{\prime}, v\right)$ and $d\left(i^{\prime}, l\right)$, the distance from vertex $i^{\prime}$ to current location $l$, are compared. If $d\left(i^{\prime}, l\right)<d\left(i^{\prime}, v\right)$ and $d\left(i^{\prime}, v\right)<d\left(i^{\prime}, j^{\prime}\right)$ and $d(l, v)+d\left(v, j^{\prime}\right)-$ $d\left(l, j^{\prime}\right) \leq C_{r}$, the target will be added to the tour. The comparisons are all simple computations; this step therefore takes $O(1)$ time in total.

Case (iii): $v_{\text {last }}<i^{\prime}$, then we have to determine whether $d\left(i^{\prime}, v\right)+d\left(v, j^{\prime}\right)-d\left(i^{\prime}, j^{\prime}\right) \leq C_{r}$. This takes $O(1)$ time.
Determining whether a new target $v$ should be added to the tour takes therefore at most $O(m \log (m)+O(1)=O(m \log (m))$ time.

Let a set of $n$ fixed targets be given and let $m$ be the maximal number of those targets that can be visited for a given fuel capacity $C$.

Theorem 1. The competitive ratio for the Insert algorithm is $\frac{m}{m+\mu}$ and this bound is tight.

Proof. The original tour on the set of fixed targets contains $m$ targets. During the flight $\mu$ new targets will appear, so at most $m+\mu$ targets can be visited within a fuel capacity $C$, no matter where the targets are located. The argument for this statement is quite clear: if $m+\mu+1$ targets can be visited, then, since only $\mu$ targets have been added, this implies that a tour along $m+1$ targets was possible in the case where the new targets were not taken into account. But the found tour with $m$ targets was the optimal tour, so this is a contradiction. Hence, the optimal offline tour consists of at most $m+\mu$ targets,
and $\left|T^{*}\right| \leq m+\mu$, so $\frac{1}{\left|T^{*}\right|} \geq \frac{1}{m+\mu}$.
Also, since the online tour will be based on the route of the tour along the fixed targets, it is clear that the online tour will consist of at least $m$ targets: in the worst case, only the $m$ (fixed) targets will be visited. This implies that $\left|T_{A}\right| \geq m$. Therefore, $\frac{\left|T_{A}\right|}{\left|T^{*}\right|} \geq \frac{m}{m+\mu}$, so for any instance $I$ of this problem, the performance ratio is at least $\frac{m}{m+\mu}$, so $r_{c}=\sup \left\{r \left\lvert\, \frac{\left|T_{A}\right|}{\left|T^{*}\right|} \geq r\right., \quad \forall\right.$ instances $\left.I\right\}=\frac{m}{m+\mu}$.
By definition, such a bound is tight when there is an instance for which that bound is attained. Let $T_{m}$ be the tour along the set of fixed targets that were known beforehand and $L_{T_{m}}$ the fuel required for this tour. Let $i$ be the first fixed target and $j$ the last fixed target of tour $T_{m}$ (so $T_{m}=(0, i, \ldots, j, 0)$ ). Based on this tour, 'reversed' tour $T_{m}^{\prime}$ can be constructed, in which the targets of $T_{m}$ are visited in opposite direction, so $T_{m}^{\prime}=(0, j, \ldots, i, 0)$. Then the length of this tour is $L_{T_{m}^{\prime}}$. Since $T_{m}$ was an optimal tour, $L_{T_{m}} \leq L_{T_{m}^{\prime}}$. We assume that both tours are feasible, i.e. $L_{T_{m}} \leq L_{T_{m}^{\prime}} \leq C$.
Now let each of the $\mu$ new targets appear at the time that the vehicle passes one of the fixed targets of the original tour $T_{m}$, at one location $l$ on $\operatorname{arc}(0, i)$ of the tour. When $\mu>m$, let the 'remaining' $\mu-m$ new targets appear at some time $t$ : $d(0, l)<t \leq L_{T_{m}^{\prime}}-d(l, 0)$. As mentioned before, the vehicle travels at unit speed, so time can be measured as distances. Since all new targets appear at location $l$, at or after time $l$, the online tour will not add any of them to the tour, either by rule (i) or rule (ii) of the Insert algorithm, and the vehicle visits only the $m$ fixed targets, so $\left|T_{A}\right|=m$.
In case of the offline tour it is known that all $\mu$ targets arrive at location $l$ before time $L_{T_{m}^{\prime}}-d(l, 0)$. The offline tour will therefore travel backwards along the route of $T_{m}$, so the initial offline tour becomes tour $T_{m}^{\prime}$. Then when the vehicle arrives at location $l$, all $\mu$ new targets have appeared there, so it can visit all of them. Hence, the number of targets in the offline tour is $\left|T^{*}\right|=m+\mu$ and the performance ratio of the Insert algorithm is $\frac{\left|T_{A}\right|}{\left|T^{*}\right|}=\frac{m}{m+\mu}$ for this instance.
Therefore, the bound $\frac{m}{m+\mu}$ on the performance ratios of the instances of the Insert algorithm is tight.

### 4.1.1 Example of an instance with improved bounds

While the bound of $\frac{m}{m+\mu}$ is tight for the Insert algorithm, we will now show that there are instances of the problem for which a better performance ratio can be found. Let there again be a set of $n$ fixed targets and a set of $\mu$ new targets, for some unknown $\mu$. On the set of $n$ targets a feasible optimal tour $T_{m}$ of $m$ targets can be constructed, so $L_{T_{m}} \leq C$. The set of arcs on tour $T_{m}$ are again denoted by $A_{T}$. Let $T_{m}^{\prime}$ be again the 'reversed tour', and $L_{T_{m}^{\prime}}$ its length. We assume that $C>L_{T_{m}^{\prime}} \geq L_{T_{m}}>\frac{1}{2} C$ and that the remaining fuel is enough to add $\min \{\mu, m\}$ new targets to either tour, using the Insert algorithm.

Let the new targets appear in such a way that when half the available time, i.e. $\frac{1}{2} C$, has passed, half of the new targets have appeared near arcs of the second part of the tour. Let $h$ be the location of the vehicle on initial tour $T_{m}$ at time $\frac{1}{2} C$. Then we can define the second part of the tour: the shortest part of the tour that starts at location $h$ and continues to depot 0 . Note that location $h$ is not necessarily one of the vertices of tour $T_{m}$, it can also lie on one of the arcs in $A_{T}$. This second part of the tour contains at

(a) Original tour $T$

(b) Arrival of new targets before $\frac{1}{2} C$ (red dots: new targets; red line: $\frac{1}{2} C$ )

(c) Adding new targets to the tour

Figure 2: Example of the Insert algorithm with a better performance ratio
least $b=\left\lfloor\left(L_{T_{m}}-\frac{1}{2} C\right) /\left(\max _{(i, j) \in A_{T}} d(i, j)\right)\right\rfloor$ complete $\operatorname{arcs}$ of $A_{T}$; we assume that this is at least 1 complete arc, so $b \geq 1$. As at least $\min \{\mu, m\}$ new targets can be added to the tour (fuelwise), this implies that either a new target can be added to each arc of the tour, or that there are less new targets than existing targets. Then at least $\min \left\{b,\left\lceil\frac{1}{2} \mu\right\rceil\right\}$ new targets can be added to the online tour, so $\left|T_{A}\right| \geq \min \left\{b,\left\lceil\frac{1}{2} \mu\right\rceil\right\}$. As at most $\min \{\mu, m\}$ targets can be added in the offline tour, the performance ratio for this special case is:
$\frac{\left|I_{A}\right|}{\left|I^{*}\right|}=\frac{m+\min \left\{b,\left[\frac{\Gamma}{2} \mu\right\rceil\right.}{m+\min \{m, \mu\}}$.
This is a better performance ratio than the general competitive ratio for the Insert algorithm. First of all: $m+\min \{m, \mu\} \leq m+\mu$, so $\frac{1}{m+\min \{m, \mu\}} \geq \frac{1}{m+\mu}$. Secondly, as $\min \left\{b,\left\lceil\frac{1}{2} \mu\right\rceil\right\}>0, m+\min \left\{b,\left\lceil\frac{1}{2} \mu\right\rceil\right\}>m$. Therefore, $\frac{m+\min \left\{b,\left\lceil\frac{1}{2} \mu\right\rceil\right\}}{m+\min \{m, \mu\}}>\frac{m}{m+\mu}$.
Hence, instances of the Insert algorithm with a better performance ratio than the competitive ratio of $\frac{m}{m+\mu}$ do exist.
See figure 2 for an example.

### 4.2 Halfway-reoptimization algorithm

The second algorithm is, just like before, based on the original optimal tour on $m$ targets, $T_{m}$. We also assume that a total of $\mu$ new targets will appear over time period $C$. The vehicle will travel exactly half of the original tour, and then a reoptimization takes place. The choice for waiting for half the tour length before reoptimization is a slightly arbitrary one, but can be explained. If we would wait a longer period, for instance until $\frac{3}{4}$ of the tour has passed, there may be more targets to add to the tour, but less possibilities to actually add the targets to the tour, as the remaining fuel capacity is smaller. If the reoptimization would take place after a shorter time period, for instance at $\frac{1}{3}$ of the tourlength, the remaining fuel capacity would be larger, so there would be more possibilities to add new targets to the tour, but there will probably be less new targets. Waiting for half the tourlength therefore is a good compromise between remaining fuel capacity and number of new targets.
Let $L_{T_{m}}$ be the duration of the original tour $T_{m}$, then at time $t=\frac{1}{2} L_{T_{m}}, \mu^{\prime}$ new targets may have appeared, for some $0 \leq \mu^{\prime} \leq \mu$ (and $\mu^{\prime} \in$ ). Then at time $\frac{1}{2} L_{T_{m}}$ we have a set $M(t)$ of new targets (with $|M|=\mu^{\prime}$ ), a set of visited fixed targets $S(t)$ and a set of unvisited fixed targets $U(t)$. Note that at any time $t,|U(t)|+|S(t)|=n$.
In the reoptimization that will take place at time $t$, a new route will be determined for the vehicle that starts at the current location on the tour, ends at 0 , that visits at least
$m-|S|$ targets from the set $M \cup U$ and that requires at most $C-\frac{1}{2} L_{T_{m}}$ fuel.
Due to the fact that only one reoptimization step takes place, approximately halfway during the tour, we call this the 'Halfway reoptimization algorithm' (HRA).For this algorithm, we cannot find a better competitive ratio than $\frac{m}{m+\mu}$ : as neither the locations nor the release times of the new targets are known, we are unable to say anything about the performance of the halfway-reoptimization algorithm, except that it is guaranteed that the vehicle will visit at least $m$ targets in the online tour. A similar argument can be found for the performance of the offline algorithm: by Theorem 1 we know that the vehicle cannot visit more than $m+\mu$ targets in the offline tour. Therefore, the competitive ratio $^{3}$ for this algorithm is: $\frac{m}{m+\mu}$.

This algorithm is based on reoptimizing half of the tour, on a set of targets that can turn out to be as large as the original set of targets. This new problem could be solved like the regular OP, but as the OP is NP-hard, it may take up to exponential time. The computation time for the reoptimization step may therefore be exponentially large. This implies that it might be necessary to use a heuristic method instead of an exact solution method and that the found solution may be suboptimal.


Figure 3: Reoptimization of a tour according to the HRA

### 4.3 Repeated-reoptimization algorithm

The third algorithm is called 'Repeated-reoptimization algorithm' (RRA) and is again based on the a-priori tour on the $n$ fixed targets. The idea behind the algorithm is that when some new targets have appeared, the tour is reoptimized, in order to add new targets to the tour when possible. This reoptimization step may be repeated several times.
Let's first define the algorithm:
We are given an a-priori optimal tour $T_{m}$ on the set of $n$ fixed targets, that consists of $m$ targets. We define $U$ as the set of unvisited targets, $S$ as the set of visited targets and $T$ as the current tour. Note that at the start of the tour, set $U$ consists of all fixed targets, so $U=\{1, \ldots, n\}$, set $S$ is empty, so $S=\emptyset$, and $T=T_{m}$.
The vehicle will start with tour $T_{m}$ and will visit at least the first original target. The

[^2]moment that a new target $v$ appears it will be added to set $U$ and a reoptimization step will be set in motion: tours will be found that start at the current next target $i$, end at the depot 0 and that visit as many of the targets from set $U \backslash\{i\}$ as possible. Such a new tour $T^{\prime}$ is called feasible if it meets two requirements. First of all, the number of targets on the new tour must be at least as large as the number of targets on the current tour, so $\left|T^{\prime}\right|+|S| \geq|T| \geq m$. Secondly, the fuel required for the current tour up to target $i$ plus the fuel required for the new tour does not exceed fuel capacity $C$.


Figure 4: Example of the Repeated-reoptimization algorithm
The reoptimization step continues until either the optimal solution is found or the vehicle reaches target $i$. In the former case, the vehicle continues with the optimal tour if it is feasible. In the latter case, the vehicle continues with the best found tour, if feasible. This best tour is defined as the tour with the highest objective value, and when there are multiple tours with the same objective value, the tour that also has the lowest fuel requirements. In both cases: if the chosen tour is not feasible, the current tour is resumed. This process is repeated for each new target, until the vehicle reaches the depot (0).
Note that it might happen that a new target appears whilst a reoptimization step is taking place, then that target will be ignored for the time being. As soon as the vehicle reaches the first planned target $i$ and either continues with a new tour or resumes the current tour, all new 'ignored' targets will be added to set $U$ and the next reoptimization step will start. An example of the algorithm is shown in figure 4.

The offline problem can be modeled as an OPTW and solved with an exact algorithm, as we mentioned earlier in this chapter. This will yield optimal solution $T^{*}$ that visits $\left|T^{*}\right|$ of the $n+\mu$ targets in $L_{T^{*}}$ time.
It's easy to see that the online tour will contain at least $m$ targets, up to $m+\mu$ targets. The offline tour can contain at most $m+\mu$ targets, by the same argument that was presented in the proof of Theorem 1. This implies that for this algorithm the same competitive ratio holds: $r_{c}=\sup \left\{r \left\lvert\, r \leq \frac{\left|T_{A}\right|}{\left|T^{*}\right|}\right., \forall\right.$ instances $\left.I\right\}=\frac{m}{m+\mu}$. Note that this bound is not necessarily attained by an instance.

In case of this algorithm, it may occur that the tour will be reoptimized for every new target. The target set available for reoptimization may contain up to $m-1+\mu$ targets, so there may be $\mu$ steps of finding a new optimal tour along at most $m-1+\mu$ targets.

Finding such a tour may take exponential time, so the computational time for this algorithm is likely to be very large. Since reoptimization takes place during the flight and there is a limited fuel capacity, this might imply that in some of the optimization steps a suboptimal tour is chosen; that is, a tour that has the best objective value so far.

### 4.4 Internal target algorithm

Let $T_{m}$ again be the tour along $m$ targets that can be found when solving the UAV-MPP on the $n$ fixed targets to optimality, and $A_{T}$ the set of arcs on this tour. When we take these $m$ targets and the depot, and take the $m+1$ arcs that the tour travels along, we get a simple ${ }^{4}$ polygon with $m+1$ vertices and $m+1$ edges. When this polytope is subdivided into non-overlapping triangles on sets of three vertices, we create target sets in which the targets lie relatively close to each other, compared to the whole target set. Note that those triangles are allowed to have vertices or edges in common. Also, a number of new targets may appear in each triangle. One such triangle, together with the new targets that will appear inside it, can be seen as a subproblem of the UAV-MPP, on which the tour can be reoptimized. Since such target sets are quite small, each reoptimization step will take little computation time. The algorithm is called the 'Internal target algorithm' (ITA) as is only concerns itself with new targets that appear inside the fore mentioned triangles.
Let $P$ be the polytope on the $m+1$ vertices of the tour. Before polytope $P$ is subdivided into triangles, the vertices on the boundary of $P$ are renumbered, such that 1 is the first target on tour $T_{m}, 2$ is the second target on the tour, etc. Then the last renumbered target is $m$. The set of edges of the polytope $A_{P}$ can now be defined as the set of edges between adjacent pairs of vertices of $P: A_{P}=\{(0,1),(1,2), \ldots,(m-1, m),(m, 0)\}$. The tour will be updated to $T_{m}^{\prime}=(0,1,2, \ldots, m)$.

The actual subdivision of $P$ is based on the fact that $P$ is very likely to be a concave polygon. The process of subdividing the polygon is based on cutting off triangles that 'cause' non-convexity of $P$. By causing non-convexity we mean for instance that there is a triangle of three vertices $(i, i+1, i+2)$ of the polygon, such that either line $(i-1, i+1)$ or line $(i+1, i+3)$ does not lie inside $P$.
The process is as follows. Starting at vertex 0 , the vertex with the lowest possible index, let $i, i+2$ be the first pair of vertices such that line $(i, i+2)$ lies inside $P$. Then the first triangle is based on vertices $i, i+1, i+2$, creating remaining polygon $P^{\prime}=P \backslash\{i+1\}$. This process is repeated for $k$ times, until vertex 0 is reached again. Then there is a remaining polygon $P^{(k)}$. If $P^{(k)}$ still has edges in common with the $P$, then the process will be continued for this polygon, again starting at the vertex with the lowest index possible. Note that triangles that are now created will not have two adjacent pairs of adjacent vertices as edges. After $s$ steps, for some $\left\lceil\frac{m}{2}\right\rceil \leq s \leq m$, all edges of $P$ will be an edge of exactly one of the $s$ triangles, creating remaining polygon $P^{(s)}$ that has no edges in common with original polygon $P$. We will not divide this polygon further, as the subsequent triangles will have no edges in common with $P$. Tours on those triangles will either involve cutting off part of the original tour or returning to a target that has already been visited, and are therefore less interesting.

[^3]An example of how this subdivision works is shown in figure 5. The original polygon is given in figure 5a. Then the first possible triangle is $P_{1}=\{1,2,3\}$, creating remaining polygon $P^{\prime}=\{0,1,3,4,5,6,7,8\}$. The subsequent triangles are $P_{2}=\{3,4,5\}$, $P_{3}=\{6,7,8\}$ and $P_{4}=\{8,0,1\}$. As $P^{(4)}=\{1,3,5,6,8\}$ still has an edge in common with $P$, namely edge $(5,6)$, the process of creating triangles is repeated. Starting from the vertex with the lowest index, vertex 1 , triangle $\{3,5,6\}$ is the first possible triangle on three adjacent vertices from set $P^{(4)}$ that has an edge in common with $P$, so $P_{5}=\{3,5,6\}$. Then as $P^{(5)}=\{1,3,6,8\}$ has no more edges in common with $P$, all necessary triangles have been found. Figure 5 b shows all constructed triangles.

(a) Initial polytope $P$ of tour $T_{m}$.

(b) Subdivision of $P$ (into triangles $P_{1}, \ldots, P_{5}$ )

(c) Reoptimized tour on $P_{1}$ (red dots: new targets, appeared early enough for reoptimization on $P_{1}$. Red lines: new tour arcs)

Figure 5: Division of polygon $P$ into triangles and first reoptimizion of the tour
If $P$ is convex, then the subdivision will be quite straightforward, and mostly based on pairs of adjacent edges of $P$. The majority of the triangles will have a set $\{i, i+1, i+2\}$ as vertices and set $\{(i, i+1),(i+1, i+2),(i, i+2)\}$ as edges. If $m$ is even, the penultimate triangle will be based on vertices $m-2, m-1, m$. In that case, the last triangle will be based on vertices $m, 0,2$ and will only have edge $(m, 0)$ in common with the edge set of $P$. The remaining polygon will then be $P^{((m+2) / 2)}=\{0, m+2, m+4, \ldots, m-1\}$, so there will be $\frac{m+2}{2}$ triangles. In case $m$ is odd, the last triangle will be based on vertices $m-1, m, 0$ and all $\frac{m+1}{2}$ triangles will have exactly two edges in common with the edge set of $P$. Note that the remaining polygon $P^{((m+1) / 2)}=\{1,3, \ldots, m-1\}$ has no edges in common with $P$.

Before the tour can be reoptimized, the triangles have to be sorted, based on the order of their appearance on the original tour. In case of the example, the visiting order of the triangles is: $P_{1}, P_{2}, P_{5}, P_{3}, P_{4}$. The reason for visiting $P_{4}$ last, instead of first - even though it contains edge $(0,1)$, which is the first edge of the tour - will be given later on in this section.
As before, an unknown number $\mu$ of targets will appear in the feasible region, over a timeperiod of $C$; it is unknown where and when the targets will appear. This implies either all new targets appear inside of $P$, or that some of the new targets appear outside of $P$. Let $\mu^{\prime} \leq \mu$ be the number of targets that appear inside $P$. Let there be $k$ subdivisions of $P$, then each of the $\mu^{\prime}$ targets will appear in either one of the $k$ triangles $P_{1}, \ldots, P_{k}$ or in remaining polygon $P^{(k)}$.

The algorithm will be as follows: the tour will start as the planned tour $T_{m}^{\prime}$ with length $L_{T_{m}}$. When the tour is near the first vertex of some triangle $P_{i}$ and new targets have appeared in that triangle, a reoptimization will take place on that triangle. The triangle has either a single edge or two adjacent edges in common with $A_{P}$ (the set of edges of polytope $P$ ). When following the direction of the tour $T_{m}^{\prime}$, let $t$ be the first vertex on the (first) edge and $u$ the last vertex on the (last) edge. Let the total length of these edge(s) of $P_{i}$ be denoted by $L_{P_{i}}$.
In the reoptimization step, a path is found from the vertex $t$ to vertex $u$ that visits at least as many targets within $P_{i}$ as the original tour on this triangle, and that uses at most $L_{P_{i}}+C-L_{T_{m}}$ fuel. An example of this can be seen in figure 5 c , where 2 new targets appear in the first subpolytope, and a new tour is constructed that visits both new targets, but cuts off target 2. This step is repeated for each triangle.
It might occur that the vehicle reaches the first vertex of a triangle, but no new targets have appeared inside it yet. Then the vehicle will continue the original tour on that triangle. When new targets appear while the vehicle is travelling the triangle, and the vehicle is not on the last fixed edge of that triangle, the tour on that triangle will be reoptimized before the vehicle reaches the second vertex.
A special rule applies for the triangle containing vertex 0 , on which 0 is either the first or the second vertex. In that case, this triangle will very likely contain the first arc of the tour. For this arc, no reoptimization can take place, as reoptimization for any arc has to be finished before the vehicle reaches that arc. If the triangle has two edges in common with $P$, then some reoptimization is possible. This is the case, if either 0 is the first vertex of the first triangle, and new targets have appeared inside the triangle whilst the vehicle is still traveling the first arc, or if 0 is the second vertex of the last triangle and new targets have appeared inside the triangle before the vehicle has reached its first vertex. Note that 'first triangle' and 'last triangle' do not necessarily refer to triangles $P_{1}$ and $P_{k}$, but to the order of the triangles along the original tour.

For this algorithm a performance ratio has been found as well, in a similar way as for the previous algorithms. The original tour contains $m$ targets. When a reoptimization step takes place on one of the subpolytopes, some of the original targets may be left out of the tour, but the algorithm requires that during that step at least as many new targets are added to the tour. Hence, the number of targets in the reoptimized tour on each subpolytope is as least as large as the number of targets in the original tour on that subpolytope, so the number of visited targets in the total reoptimized tour is at least $m$. For the offline case, the same argument holds as in the case of the previous algorithms: when it is modeled as an OPTW, it can be solved to optimality with an exact algorithm. Therefore, by Theorem 1, at most $m+\mu^{\prime}$ targets can be visited in the offline case. This implies that for the internal point algorithm, the competitive ratio is $c_{r}=\sup \left\{r \left\lvert\, \frac{\left|T_{A}\right|}{\left|T^{*}\right|} \geq r\right., \forall\right.$ instances $\left.I\right\}=\frac{m}{m+\mu^{\prime}}$.
Note that this bound is not necessarily tight, as there may not be an instance in which all $\mu^{\prime}$ new targets appear inside polytope $P$ in such a way that they can be added to the offline tour, but not to the online tour.
The computational time for this algorithm is relatively small. For each triangle a small version of the OP has to be solved; this can be done by an exact algorithm in polynomial time.

## 5 Performance of the algorithms

### 5.1 Description of the simulation settings

In the previous chapter we described theoretical results for each of the four algorithms. While such results may be adequate in some cases, it has become clear that the found results for our algorithms seem to be quite unspecific, as we found similar bounds for each of the algorithms. This can be explained by the fact that there were too many uncertainties in the general instance. In order to provide more insight into the performance of the algorithms, measured by both the objective value and the computational time, we expanded the research by applying the algorithms to testcase instances, by which empirical data have been obtained. The used testcase instance was based on benchmark instances for the OP that were presented in [42], as real data were unavailable. This instance consists of a depot and 19 targets, located in a $15 \times 15$-area, that has $(0,5)$ as the lower left corner and $(15,20)$ as the upper right corner. All locations $i, 0 \leq i \leq 19$, are further specified with a set of coordinates $(x(i), y(i))$ in the Euclidean plane and a score $s(i)$. Except for the depot, which has score 0 , these scores are multiples of five between 10 and 50 . The exact specifications of the instance can be found in table 2 and a graphical representation of the target locations is given in figure 6 .

Table 2: Target instance, as used for all simulations (i denotes the index of a target, $(x(i), y(i))$ denote the coordinates of target $i$ and $s(i)$ denotes its score)

| node $i$ | $x(i)$ | $y(i)$ | $s(i)$ |
| ---: | :---: | :---: | :--- |
| 0 | 4.6 | 7.1 | 0 |
| 1 | 5.7 | 11.4 | 20 |
| 2 | 4.4 | 12.3 | 20 |
| 3 | 2.8 | 14.3 | 30 |
| 4 | 3.2 | 10.3 | 15 |
| 5 | 3.5 | 9.8 | 15 |
| 6 | 4.4 | 8.4 | 10 |
| 7 | 7.8 | 11.0 | 20 |
| 8 | 8.8 | 9.8 | 20 |
| 9 | 7.7 | 8.2 | 20 |


| node $i$ | $x(i)$ | $y(i)$ | $s(i)$ |
| ---: | :---: | :---: | :--- |
| 10 | 6.3 | 7.9 | 15 |
| 11 | 5.4 | 8.2 | 10 |
| 12 | 5.8 | 6.8 | 10 |
| 13 | 6.7 | 5.8 | 25 |
| 14 | 13.8 | 13.1 | 40 |
| 15 | 14.1 | 14.2 | 40 |
| 16 | 11.2 | 13.6 | 30 |
| 17 | 9.7 | 16.4 | 30 |
| 18 | 9.5 | 18.8 | 50 |
| 19 | 4.7 | 16.8 | 30 |

In addition to the set of known targets, sets of new targets were necessary and have been generated according to the following requirements. First of all, all new targets will appear inside the fore mentioned $15 \times 15$-area. Secondly, all new targets will appear during the flight of the vehicle, that is, target that appear either before or after the flight of the UAV are disregarded. As all the specifications of the new targets were unknown, we used models to find these specifications. First of all, it is easy to see that the arrival of the targets can be described as a counting process, as all of the four following requirements are met with: the number of appeared targets is at least 0 at each time $t \geq 0$; the number of targets is an integer; targets do not disappear, i.e. $N(s) \leq N(t)$ for any pair $s, t \geq 0$ such that $s<t$; and finally for any pair of moments $0 \leq s<t, N(t)-N(s)$ equals the number of targets that have appeared in the interval $(s, t]$. Furthermore, we assumed that the time between any two consecutive appearances is distributed according to an


Figure 6: Location (in the Euclidean plane) of the nodes of the Tsiligirides-instance
exponential distribution with some given mean $\frac{1}{\lambda}$ and that these interarrival times are independent of each other. The arrival of new targets can therefore be described by a renewal process. See [34] for more elaborate description of these stochastic processes.
Let, for some $i>0, X_{i}$ be the interarrival time between the $(i-1)^{s t}$ and the $i^{\text {th }}$ new target, and $X_{i} \sim \exp (\lambda)$. The arrival times of the new targets can be computed when the interarrival times are known, but for the interarrival times we need to know how many new targets will arrive. The total number of new targets at some time $t>0$ can be described by Poisson random variable $N(t)$, which has rate per time unit $\lambda$. In this case, the time unit is defined to be equal to the fuel capacity, as we are only interested in targets that can be added to the tour, i.e. targets that appear before the time limit of the flight has elapsed.
We generated independent $(0,1)$-uniform random variables $U_{1}, U_{2}, \ldots$, such that

$$
N+1=\min \left\{n \mid \prod_{i=1}^{n} U_{i}<e^{-\lambda}\right\} .
$$

Then $N$ is the number of targets that have arrived before $t$. Using this value $N$, we determined the arrival times of the targets, by generating a new set of random numbers $U_{1}, \ldots, U_{N} \sim U(0,1)$ and multiplying them by $t$. The values $t U_{1}, \ldots, t U_{N}$ are the interarrival times of the $N$ new targets. The arrival times $t_{1}, \ldots, t_{N}$ can then be determined by adding the interarrival times of all targets that have appeared at that moment: $t_{i}=\sum_{j=0}^{i} t U_{j}$, for $i \in\{1, \ldots, N\}$.
In addition to the arrival times, coordinates and scores have been determined for each of the $N$ new targets. These are all based on $(0,1)$-uniform distributions as well. Let $i \leq N$ be the index of a new target, then its coordinates $(x(i), y(i))$ are determined as follows: let $\left(X_{i}, Y_{i}\right) \sim U(0,1) \times U(0,1)$, then $x(i)=15 X_{i}$ and $y(i)=5+15 Y_{i}$. The coordinates were rounded to one decimal point, just like the coordinates of the given targets.
For each of the new targets we have generated scores, similar to those of the given targets.

Since the new targets are expected to have slightly higher information values, the scores ranged from 20 to 60 and were determined as follows: let $Z_{i} \sim U(0,1), \forall i \leq N$, then $s(i)=20+40 Z_{i}$. By rounding the $s(i)$ to the nearest 5 -tuple, we obtained the score for new target $i$.

All used distances between pairs of locations were based on, but not necessarily equal to, the Euclidean metric. We assumed that at each target location some time is required for locating the actual target and gathering imagery, and have therefore used a so-called recording time equal to 2 fuel units. Note that this recording time is only necessary at targets and not at the depot. In order to make the computations easier, we have added this recording time to the distance between two locations. We assumed that the recording takes place after the vehicle has flown from one location to the next, so for any pair $i \neq j, 0 \leq i, j \leq N+19$ with $j \neq 0$, the distance $d(i, j)$ is computed as follows: $d(i, j)=\sqrt{(x(i)-x(j))^{2}+(y(i)-y(j))^{2}}+2$. When $j=0$, recording time is not necessary, so in those cases $d(i, j)=\sqrt{(x(i)-x(j))^{2}+(y(i)-y(j))^{2}}$. Note that $N+19$ refers to the indices of all locations: there were 20 given locations, with indices $0, \ldots, 19$, and $N$ new targets, so $N+19$ is the index of the new target that appears last.
The fuel capacity was set to 65.0 in each of the simulations. We have considered multiple rates for the arrival of the targets: in any testcase we set the rate to a value of either 3 , 5,10 or 20 .

In addition to the testcases mentioned so far, we had a second, similar set of testcases, in which all scores, both those of the given targets and those of the new targets, were set to 1 . This means that there were two types of scores, four options for the arrival rate of the new targets and four algorithms. This results in 32 different testcases; an overview of the cases is given in table 3. We generated four sets of 10.000 new target instances, i.e. one set of 10.000 instances for each of the four arrival rates, and used these as new target instances for the testcases, as to be able to compare the results of similar testcases. The models have all been implemented in Eclipse 3.7.2, combined with Cplex 12.2 for the optimization steps.

Table 3: Overview of the settings of all 32 testcases (per algorithm there are 2 scoretypes; per scoretype there are 4 different rates)

| Algorithm | IA / HRA / RRA / ITA |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Score | 1 |  |  |  | varying |  |  |  |
| Rate | 3 | 5 | 10 | 20 | 3 | 5 | 10 | 20 |

### 5.2 Evaluation of the results

As mentioned in the previous paragraph, we had two sets of 16 testcases. For both testcases a solution to the basic problem with only the given targets was found first; these basic solutions, combined with the original data, were used as input for any of the instances in any of the testcases. The basic solution for the target set with so-called 'full scores', i.e. the scores ranging from 10 to 50 , was a tour with an objective value of 360 , that required 64,94 fuel units and visited 13 targets along the way. The basic solution
for the target set with score 1 had an objective value of 15 and had a length of 63,44 fuel units. See also figure 7 for a graphical representation. Note that these tours are quite different: in the case where all scores are set to 1 , the resulting tour visits two targets more than the tour for the target set with full scores. Such a result is not quite unexpected when looking at the data: targets 3 and 14 through 19 may have higher scores, but also lie relatively far from the depot. When only the number of visited targets, instead of the values of those targets, is important - as it is in this case - the fore mentioned targets are less likely to be visited.

(a)

(b)

Figure 7: Basic solutions for the cases with score 1 (a) and varying scores (b), shown in the Euclidean plane

### 5.2.1 First case: equal scores

The testcases in which all scores were set to 1 were meant first and foremost for the determination of performance ratios of the algorithms. They can also be used for different analyses, however. First of all, the results show for each of the algorithms whether it is possible to add targets to the existing tour under the given conditions, and if so, how many. As all four methods require a solution to be at least as good as the basic solution, each of the found tours contains at least 15 targets. The methods result in addition of 0 up to 5 targets to the tour. The results of the simulations can be seen in table 4 in more detail. Note that these results are determined by taking the averages of all 10000 outcomes. The average fuel consumptions, that are mentioned in the fourth column, are based on the fuel consumptions of the updated tours. The last column contains average computation times in milliseconds. More detailed results can be found in appendices A and B.
The fact that the average objective values are equal to the average number of visited targets is easy to explain: the value of each of the targets is 1 , so the objective value is equal to the number of visited targets for each tour. Hence, the average objective value is equal to the average number of visited targets.

Table 4: Results of the testcases with score 1. (Results in columns 3 up to 7 are averages over 10000 instances. Fuel consumption of denotes the fuel consumption of a reoptimized tour; computation time is given in ms)

| Algorithm | Rate | Objective value | Fuel consumption | Number of visited targets | Computation time |
| :---: | :---: | :---: | :---: | :---: | :---: |
| IA | 3 | 15 | 63.448 | 15 | 0.0 |
| IA | 5 | 15 | 63.448 | 15 | 0.0 |
| IA | 10 | 15 | 63.448 | 15 | 0.1 |
| IA | 20 | 15 | 63.448 | 15 | 0.2 |
| HRA | 3 | 15.035 | 59.218 | 15.035 | 18.9 |
| HRA | 5 | 15.085 | 58.448 | 15.085 | 24.4 |
| HRA | 10 | 15.253 | 58.116 | 15.253 | 33.9 |
| HRA | 20 | 15.591 | 58.326 | 15.591 | 56.0 |
| RRA | 3 | 15.098 | 63.611 | 15.098 | 710.6 |
| RRA | 5 | 15.227 | 63.690 | 15.227 | 1153.3 |
| RRA | 10 | 15.617 | 63.802 | 15.617 | 2587.1 |
| RRA | 20 | 16.291 | 63.963 | 16.291 | 7633.6 |
| ITA | 3 | 15.000 | 63.437 | 15.000 | 0.3 |
| ITA | 5 | 15.000 | 63.433 | 15.000 | 0.5 |
| ITA | 10 | 15.000 | 63.418 | 15.000 | 0.9 |
| ITA | 20 | 15.000 | 63.393 | 15.000 | 2.1 |

Table 5: Results of the testcases with varying scores (Results in columns 3 up to 7 are averages over 10000 instances. Fuel consumption denotes the fuel consumption of reoptimized tour; computation time is given in ms)

| Algorithm | Rate | Objective value | Fuel consumption | Number of visited targets | Computation time |
| :---: | :---: | :---: | :---: | :---: | :---: |
| IA | 3 | 360 | 64.937 | 13 | 0.0 |
| IA | 5 | 360 | 64.937 | 13 | 0.0 |
| IA | 10 | 360 | 64.937 | 13 | 0.0 |
| IA | 20 | 360 | 64.937 | 59.213 | 13 |
| HRA | 3 | 372.950 | 58.179 | 12.856 | 0.1 |
| HRA | 5 | 380.782 | 57.585 | 12.880 | 29.2 |
| HRA | 10 | 400.301 | 57.534 | 13.231 | 41.1 |
| HRA | 20 | 434.425 | 64.397 | 12.821 | 70.7 |
| RRA | 3 | 383.677 | 64.074 | 12.817 | 187.2 |
| RRA | 5 | 397.172 | 64.434 | 12.946 | 1458.6 |
| RRA | 10 | 427.196 | 64.438 | 13.400 | 1709.1 |
| RRA | 20 | 475.109 | 64.907 | 13.001 | 4118.5 |
| ITA | 3 | 361.245 | 64.885 | 13.001 | 14251.9 |
| ITA | 5 | 362.107 | 64.838 | 13.002 | 0.5 |
| ITA | 10 | 364.101 | 64.745 | 13.011 | 1.0 |
| ITA | 20 | 368.312 |  | 2.1 |  |
|  |  |  |  | 5.7 |  |

### 5.2.2 Second case: varying scores

An overview of the results of the second set of 16 testcases, with scores ranging from 10 to 50 for the given targets and ranging from 20 to 60 for the new targets, can be found in table 5. Note that the fuel consumptions in this table are based on the amounts of fuel required for the reoptimized tours, just as in table 4.
A first impression is that the results of either case are quite similar, that is, when the two sets of results of an algorithm are compared to each other.
The third algorithm (RRA), that reoptimizes the tour whenever a new target appears, seems to yield the best results overall: its objective values range from 510 to 675 . This was to be expected, as the remaining part ${ }^{5}$ of the tour is reoptimized each time a new target arrives and/or as soon as the current reoptimization is finished, and only solutions are allowed that have equal or better objective values. The algorithm therefore allows tours that are quite different from the basic solution. In instances where the arrival rate is high, the new targets lie relatively close to the depot and their scores are relatively high, when compared to the scores of the targets in the remaining part of the tour, the algorithm might produce tours that have relatively high objective values.
The second algorithm (HRA) has relatively good results for the same reasons as the third algorithm. The average objective values for the instances with either rate 5 , rate 10 or rate 20 are relatively high in case of the third algorithm, when compared to the results of the second algorithm. This is easy to explain: in case of the third algorithms, many reoptimizations may take place, since many new targets arrive, whilst the second algorithm allows only one reoptimization step. When looking at the average results for instances with rate 3 , the difference in results is a lot smaller. This could be explained by the fact that there were only a few new targets, so also only a few reoptimization steps were possible.
The Internal Target Algorithm also finds better solutions than the original solution, though those solutions are not as good as those found by either the HRA or the RRA. This is due to the structure of the algorithm and the fact that the remaining capacity of the basic solution does not allow addition of new targets to the tour at first. This means that, in any of the instances, no more than two extra targets have been added to a tour. The Insert algorithm seems to be performing the worst in either case: it does not produce any improved solutions at all. This was to be expected: the IA only allows addition of new targets to the current tour, but for each additional target 2 extra fuel units are necessary for recording. Since the length of original tour is more than 63 fuel units already, this is not possible, even if the remaining fuel capacity would allow visiting a new target. The current settings of the testcases are therefore unsuitable for the IA.

With the possible application of the algorithms to real life situations in mind, there are two more factors that should be taken into account. First of all, the computation time of the algorithms is important. An algorithm that finds tours with very high objective values ${ }^{6}$, may not be so interesting for further research when it also takes a relatively long time before the tours are found. We therefore have to evaluate the durations of the

[^4]simulations. For this, we measured the time required by the reoptimization process in each of the algorithms.
As expected, based on the complexity analysis in Chapter 3, the simulations for both the first (IA) and the fourth (ITA) algorithm took very little time, even for a relatively large set of new targets. The largest computation time was 121 ms ; the average computation time was less than 6 ms .
For both the second (HRA) and the third (RRA) algorithm, more computation time was required, as can be seen in tables B. 1 and B. 2 in appendix B. For both algorithms we found that the simulations with so-called full scores took more time than the simulations were all targets had score 1. For the HRA with score 1, the average computation time ranged from 19 ms , in case of the instances with rate 3 , to 56 ms , in case of the instances with rate 20 . For the HRA with full scores, the average computation time ranged from 29 ms for rate 3 to 187 ms for rate 20.
Simulations of the RRA with score 1 took 710 ms to 7633 ms on average, for rate 3 and rate 20 respectively; simulations for the RRA with full scores took 1459 ms to 14252 ms on average, for rate 3 and rate 20, respectively.
Secondly, the RRA may yield tours that differ greatly from the basic solution, or even from tours found in previous reoptimization steps. In real life, for instance in military situations, this may be an undesirable result and it might make the RRA less interesting. When comparing all results, the repeated reoptimization algorithm (RRA) seems to yield the best tours; the theoretical performance of the algorithm is clearly the best. But as not only the theoretical performance is important, we need to take the computation times into account as well. As can be seen in appendix B, the maximal measured computation time was about 143 seconds, for an instance of RRA with full scores and arrival rate 20. Note that this is the computation time for the entire instance. That particular instance contained 21 new targets, so the computation time per reoptimization step was about 7 seconds on average. While a reoptimization time of 7 seconds may seem quite acceptable in real-life situations, we would like to remark that it could also occur that in a worstcase scenario just one of the steps took 143 seconds. In real life situations there may not be much time available for reoptimization, so such processes would have to be stopped prematurely, which could result in less-than-optimal solutions. Both this fact, and the fact that the optimal tours found by the reoptimization steps in the RRA might differ greatly from the original tour, lead to the conclusion that the RRA does not seem to perform well in practice.
The HRA, on the other hand, does. Its computation times are relatively small, the reoptimized tour cannot differ too greatly from the original one, as the first half overlaps, and the reoptimized tours have better objective values in more than half the cases. The HRA therefore seems more a suitable algorithm.

### 5.2.3 Offline solutions and competitive ratios

For determining the performance ratios, we needed to determine the offline solutions first. In this case, only four sets of 10000 solutions were necessary: one set per arrival rate. Finding such a solution is similar to finding online solutions, but in this case, all data on the new targets were known in advance. The offline variant of the UAV-MPP with a changing set of targets can be therefore modeled as an OPTW. We used the programming
formulation as mentioned in Section 3.3, but made some minor changes to it to improve its efficiency.
Let set $W$ be the set of new targets. We added a dummy depot to set $V^{+}$, that coincides with the original depot, for programming reasons. The dummy depot has index $l=|V|+$ $|W|+1$. Then $V^{++}=V \cup\{0\} \cup\{l\}$ denotes the set of all given locations, including both the actual depot and the dummy depot. Note that not all $\operatorname{arcs}(i, j)$ with $i, j \in V^{++} \cup W, i \neq j$ are used. The set of arcs is constructed as follows: $A=\{(0, i) \mid i \in V \cup W\} \cup\{(i, j) \mid i, j \in$ $V \cup W i \neq j\} \cup\{(i, l) \mid i \in V \cup W\}$. As the set of locations has been expanded, we have adapted most of the constraints:

\[

\]

Note that variables $d_{i j}, v(i), r_{i}$ and $d_{i}$, constants $C$ and $M$ and decision variables $x_{i}$ and $x_{i j}$ are similar to the ones used in the original OPTW-model. Constraint (3) have been split up into two new ones: (24) for the original depot and (25) for the dummy depot. Both constraints now take both sets of targets into account, instead of only set $V$. This last change has been made to all constraints of the original OPTW that concerned itself with set $V$.
The changes to Constraints (28) and (29) were made mostly for computational reasons. This way, when the tour does not include location $i, t_{i}$ is automatically set to 0 . Note that both sets of constraints still contain only linear constraints, as all values of $r_{i}$ and $d_{i}$ are input parameters of the OPTW'-model. Also, we defined $t_{i}$ as the time that the vehicle leaves location $i$ and adapted the values of most of the $r_{i}$ and $d_{i}$. Since the vehicle cannot leave a target earlier than the Euclidean distance between the depot and the target plus the recording time, $r_{i}=d_{0 i}+2.0, \forall i \in V$. The vehicle cannot leave a new target earlier than the moment of arrival of the new target plus recording time, so $r_{i}=t(i)+2.0, \forall i \in W$, where $t(i)$ is the arrival time of new target $i$. The vehicle cannot leave the last target in the tour later than the fuel capacity minus the distance from that target back to the depot, so $d_{i}=C-d_{i l}, \forall i \in V \cup W$. The vehicle has to start at the depot at $t=0$, so $r_{0}=d_{0}=0.0$, and the vehicle cannot go from the depot directly to the depot, so $r_{l}=2.0$ and $d_{l}=C$. The value of 2.0 refers to recording time. Note that
we deviated from the values $r_{i}, d_{i}, \forall i \in\{1, \ldots, 19\}$, as they were mentioned in Section 3.3. The reason for this is mainly a practical one: smaller time windows $\left[r_{i}, d_{i}\right]$ implies that there are less possibilities for $t_{i}$ and therefore results in less computing time.

The value of constant $M$ has some influence on the efficiency of the solution process as well. It is therefore important to pick a value that is not too high, but does allow any feasible combination of values for $t_{i}$ and $t_{j}$. As $t_{i}-t_{j} \leq C, \forall(i, j) \in A$ and $d_{i j} \leq 15 \sqrt{2}+2, \forall i, j \in V^{++} \cup W, i \neq j, M$ can be set to $C+2+15 \sqrt{2}$. Note that a slightly smaller $M$ would suffice as well, as a combination of $t_{i}=65.0, t_{j}=0.0$ and $d_{i j}=15 \sqrt{2}+2$ will not occur.

We solved the offline problem with 500 new target instances for each of the arrival rates, in order to determine the empirical performance ratios. In some cases, finding an exact solution proved to be rather difficult, which can be explained by the fact that all scores were equal, some of the sets of new targets were quite large and some the new targets were located close to each other or close to the given targets. In such a case, the solution of that particular instance was ignored if an exact solution had not been found after 10 minutes. Also, when the set of new targets is empty, no reoptimization takes place and the corresponding solution is trivial. Such instances were ignored as well. We therefore only used the solutions for the first 500 non-empty instances that could be solved in 10 minutes.
The performance ratios were determined per algorithm, per arrival rate, by comparing the objective value of the online solution and the objective value of the offline solution for each of the target instances. This means that, for instance, the solution of the HRA for the fifth set of new targets, generated according to an arrival rate of 10.0 , was compared to the offline solution on the same set of new targets.
For each of the 16 combinations of type of algorithm and arrival rate, we determined the minimal performance ratio, the maximal performance ratio and the average performance ratio. The results can be found in tables 6 and 7 .

Table 6: Empirical performance ratios for rate 3.0 (left) and rate 5.0 (right) (Results refer to minimal found performance ratio, maximal found performance ratio and average of the found performance ratios)

| Algorithm | Min | Max | Average |
| :---: | :---: | :---: | :---: |
| IA | $\frac{15}{18}$ | 1 | 0.979 |
| HRA | $\frac{15}{18}$ | 1 | 0.982 |
| RRA | $\frac{15}{18}$ | 1 | 0.987 |
| ITA | $\frac{15}{18}$ | 1 | 0.979 |


| Algorithm | Min | Max | average |
| :---: | :---: | :---: | :---: |
| IA | $\frac{15}{18}$ | 1 | 0.957 |
| HRA | $\frac{15}{18}$ | 1 | 0.962 |
| RRA | $\frac{15}{17}$ | 1 | 0.972 |
| ITA | $\frac{15}{18}$ | 1 | 0.957 |

For each of the algorithms and each of the rates, the maximum performance ratio was 1. While this seems like a good result, we would like to remark that there are cases where the offline solution does not contain more targets than the original solution of 15 targets. In these cases the online solution will have an equal objective value, as we allow only online solutions that have an objective value that is as least as large as the original objective value. This results in a performance ratio of 1 , but does not say much about

Table 7: Empirical performance ratios for rate 10.0 (left) and rate 20.0 (right) (Results refer to minimal found performance ratio, maximal found performance ratio and average of the found performance ratios)

| Algorithm | Min | Max | Average |  | Algorithm | Min | Max | Average |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| IA | $\frac{15}{19}$ | 1 | 0.917 |  | IA | $\frac{15}{20}$ | 1 | 0.865 |
| HRA | $\frac{15}{19}$ | 1 | 0.932 |  | HRA | $\frac{15}{19}$ | 1 | 0.897 |
| RRA | $\frac{15}{18}$ | 1 | 0.954 |  | RRA | $\frac{15}{18}$ | 1 | 0.935 |
| ITA | $\frac{15}{19}$ | 1 | 0.917 |  | ITA | $\frac{15}{20}$ | 1 | 0.865 |

the performance of the online algorithm. In some cases, however, both the offline and the online solution have an equal objective value higher than 15 ; this has occurred for each of the rates for both the RRA and the HRA, so we may conclude that both algorithms perform optimal for some instances.

First of all, there may be circumstances under which the Internal Algorithm (IA) performs better than it has for the given circumstances. Two simple adaptations of the given settings, that may lead to better performance, are shorter recording times and adding some slack to the fuel capacity. By adding slack we mean that part of the fuel capacity will remain reserved for reoptimization purposes, and cannot be used for the initial tour. Another adaptation that may result in better performance involves an adaptation of the objective function. While the optimal solutions for either basic problem are tours with the highest objective value, their tours may not be of 'minimal' length, as the length of the tours are not taken into account in the objective function. There may be tours with equal objective values of shorter length; such a tour might prove to be more suitable as a basic solution, since it might create enough slack for adding one or more targets to the existing tour. When a penalty for fuel consumption is added to the objective function, the optimal tour will be optimal on both aspects. A slight disadvantage of such objective functions is that it will take more time to optimize the corresponding problems.

Another part of the research that might be interesting to investigate further, is an adaptation of the Internal Target algorithm. When a new target appears close to one of the arcs of the tour before the vehicle has reached that arc, the remaining fuel is such that the target could be added to the tour, but the target lies outside of the tour, instead of inside, this target will be ignored, even though it would lead to an improvement of the objective value. A way to correct this problem is not to look at triangles that lie 'inside' the tour, but find other areas in the vicinity of the arcs, in which we look for new targets.

## 6 A changing set of rates

In the previous chapters we described which solution strategies might be useful for solving the UAV-MPP with a changing set of targets. For these strategies we assumed that all new targets appear according to the same arrival rate. But in real-life situations this might not necessarily be true. The arrival rate might be higher in some reasons, due to presence or absence of habitation, for instance. For such situations, the found strategies might not be optimal.
In this part of the thesis we will determine whether the four found strategies can be successfully applied to instances with both a changing set of targets and varying arrival rates. We will start by developing a new strategy, designed for the instances where the new targets appear in one prespecified zone only.

### 6.1 Delay algorithm

For the new strategy, we assumed that all new targets appear in some zone that is located inside the area of interest, and that both the fact that all new targets appear in a certain area and the specific location of this area are known beforehand. The strategy is based on the idea of delaying the arrival of the vehicle at the specified new target zone, so that as many new targets can be visited as possible. Our way to model this is by use of the variables $u_{i}$, that were used for instance in Constraints (6) of the nominal OP.
These constraints were introduced in the paper on Integer Programming for the TSP, by Miller et al. [31] and can be seen as an alternative to the subtour elimination constraints that are more commonly known, i.e. those that were mentioned for instance in [4]. The commonly known constraints consist of two sets of constraints:

$$
\begin{array}{r}
\sum_{e \in \delta(\{i\})} x_{e}=2, i \in N \\
\sum_{e \in E(S)} x_{e} \leq|S|-1, S \subset N, s \neq \emptyset, N \tag{31}
\end{array}
$$

In these constraints, $x_{e} \in\{0,1\}$ is a decision variable for each edge $e \in E . E$ is the set of edges of some graph $G=(N, E), N$ is the set of nodes, $S$ is a subset of nodes, $E(S)=\{(i, j) \in E \mid i, j \in S\}$ and $\delta(\{i\})$ denotes the set of edges incident to $i$. Constraints (30) ensure that exactly two edges are incident to each node; Constraints (31) ensure that for each subset of nodes $S$, there are at most $|S|-1$ edges, so no so-called subtours are possible. Note that the first set of constraints are useless in case of the OP, as it is very likely in the OP that not all nodes are visited. While both these constraints are quite straightforward, they are not very efficient: let $|N|=n$, then (31) consists of $\sum_{k=1}^{n-1}\binom{n}{k}=-2+\sum_{k=0}^{n}\binom{n}{k}=2^{n}-2 \sim O\left(2^{n}\right)$ constraints. The constraints introduced by Miller et al., here on after denoted as the MTZ-constraints, are based on the set of arcs:

$$
\begin{equation*}
u_{i}-u_{j}+1 \leq|V|\left(1-x_{i j}\right), \forall(i, j) \in A . \tag{32}
\end{equation*}
$$

In these constraints $V$ is the set of nodes, $A$ is the set of arcs, the $x_{i j} \in\{0,1\}$ are decision variables for the arcs and $1 \leq u_{i} \leq|V|, i \in\{1,2, \ldots,|V|\}$. As there is such a constraint for each of the arcs in $A$, set (32) consists $n(n-1) \sim O\left(n^{2}\right)$ constraints. This is a
significantly smaller set of constraints for most of the problems, as it is very likely that $n \gg 4$.
The MTZ-constraints ensure the formation of subtour-free tours as follows: to each of the $u_{i}$ an integer between 1 and $|V|$ is assigned.
Let's assume that all MTZ-constraints are satisfied. If some $\operatorname{arc}(i, j) \in A$ is part of the tour, the $x_{i j}=1$, so $u_{i}-u_{j}+1 \leq 0$. Then $u_{j} \geq u_{i}+1$, for each of the arcs $(i, j)$ in the tour. This implies that when the $u_{i}$ are ordered based on the position of their corresponding vertex $i$ in the tour, their values form an increasing sequence of integers. Let $\left\{i_{1}, \ldots, i_{s}\right\} \subset V\left(s \in \mathbb{N}_{\geq 3)}\right)$, be a subtour on a subset of vertices of $V$, then $u_{i_{1}}+1 \leq u_{i_{2}}, u_{i_{2}}+1 \leq u_{i_{3}}, \ldots, u_{i_{s-1}}+1 \leq u_{i_{s}}$. But, as this is a tour, the successor of vertex $i_{s}$ in this tour is $i_{1}$, so $u_{i_{s}}+1 \leq u_{i_{1}}$. This implies that $u_{i_{s}}+1 \leq u_{i_{1}} \leq u_{i_{s}}-1$. \& Therefore, if the MTZ-constraints are satisfied, subtours cannot exist.
This notion of assigning integer values to the $u_{i}$ forms the basis of the fifth algorithm. Let the depot be denoted by vertex 0 and let the indices of the targets be $1, \ldots, n$. Let $N^{\prime} \subset N$ be the set of targets which lie inside the new target zone, or if no targets lie within this zone, a prespecified set of targets which lie close to the zone of new targets. Finally, let delay factor $k>0$ be some prespecified integer, that denotes the delay of the visit to the zone of new targets. Note that this integer $k$ indicates how many targets $i \in N \backslash N^{\prime}$ have to be visited before any of the targets $j \in N^{\prime}$, located in or near the zone of new targets, can be visited. The 'Delay algorithm' (DA) consists of 2 parts. First an initial solution is found, that consists of a tour on the set $N$ of vertices of optimal value and of optimal duration, which requires at most $C^{\prime}<C$ fuel units, for some $C^{\prime}>0$. Let $C$ be the total available amount of fuel. Then the so-called slack in fuel, $C-C^{\prime}$, is reserved for the reoptimization step. If multiple optimal tours with similar objective values can be found, then a tour is chosen that has both the optimal value and minimal length. An additional requirement for the initial solution is that in this tour at least one of the $j \in N^{\prime}$ are visited, in such a way that all of the $j \in N^{\prime}$ are either visited as the $k^{t h}$ target or later, or not at all. Finally, the values of the $u_{i}, \forall i \in V$ have to be chosen in such a way that for any target $i \in V$, its corresponding value $u_{i}$ reflects its position in the tour. This implies that if target $i$ is the $m^{t h}$ target in the tour, $u_{i}=m$. Note that, as not all vertices are part of the tour, the reverse is not necessarily true and that there may be $i \neq j \in V$, such that $u_{i}=u_{j}$. In that case, at least one of the vertices $i$ and $j$ is


Figure 8: Example of the Delay algorithm
not part of the tour.
The second part of the algorithm takes place during the flight: let $j$ be the first target of the tour that lies in the zone of new targets, and let $k^{\prime} \geq k$ be the position of this target on the tour. Then a reoptimization step will take place just before the vehicle reaches the $\left(k^{\prime}-1\right)^{\text {st }}$ target. Let $C_{r}$ be the amount of fuel that was required for the part of the initial tour that started at this target and ended at the depot.
During the reoptimization step a path will be found that starts at the $\left(k^{\prime}-1\right)^{s t}$ vertex of the tour and ends at the depot, and that visits a subset of the set of targets that are available at that moment. This set consists of all new targets that have appeared before the start of the reoptimization process and all fixed targets that have not been visited yet and which can be visited without intersecting the first part of the tour. The length of this path is restricted by the remaining fuel plus the predetermined amount of slack: $C-C^{\prime}+C_{r}$. The objective of the reoptimization process is again to obtain a path of maximal objective value.
For the first part of the algorithm we used the following model:

$$
\begin{align*}
& \max \sum_{i \in V} x_{i} v(i)-0.1 \sum_{(i, j) \in A} y_{i j} d(i, j)  \tag{33}\\
& \text { s.t. } \sum_{(i, j) \in A} y_{i j} d(i, j) \leq C^{\prime}  \tag{34}\\
& x_{0}=\sum_{i \in V} y_{0 i}=1  \tag{35}\\
& x_{l}=\sum_{i \in V} y_{i l}=1  \tag{36}\\
& x_{j}=\sum_{i \in V \cup\{0\} \backslash\{j\}} y_{i j}=\sum_{i \in V \cup\{l\} \backslash\{j\}} y_{j i} \leq 1, \forall j \in V  \tag{37}\\
& \sum_{i \in V^{\prime}} x_{i} \geq i  \tag{38}\\
& u_{i}-u_{j}+1 \leq|V|\left(1-y_{i j}\right), \forall(i, j) \in A  \tag{39}\\
& 0 \leq u_{i} \leq|V|, \forall i \in V^{++}  \tag{40}\\
& u_{i} \geq k, \forall i \in V^{\prime}  \tag{41}\\
& u_{0}=0  \tag{42}\\
& u_{l}=\sum_{i \in V \cup\{l\}} x_{i}  \tag{43}\\
& y_{i j} \in\{0,1\}, \forall(i, j) i n A  \tag{44}\\
& x_{i} \in\{0,1\}, \forall i \in V^{++} \tag{45}
\end{align*}
$$

In this model, $V$ is the set of fixed targets, 0 is the depot and $l$ is a dummy depot, similar to the one mentioned in Section 5.2.3; $V^{++}=V \cup\{0\} \cup\{l\}$. Then $A$ is the set of all arcs. Note that $A$ contains neither $(0, l)$, nor arcs of the type $(i, 0), \forall i \in V$ or $(l, i), \forall i \in V$. As mentioned before, the set $V^{\prime}$ consists of either the fixed targets that lie inside the new target zone, or, if such targets do not exits, of targets that lie close to the new target zone. Note that Constraint (38) forces the initial tour to visit at least one of these targets. Other additional constraints are the constraints (41), which makes sure that if a target
$i \in V^{\prime}$ is visited, it has at least $k$ predecessors. To the objective value (33), a penalty function has been added in order to find tours with maximal objective value that have a minimal fuel consumption. The importance of minimizing the fuel consumption lies in the fact that when an initial tour requires less fuel, the amount of remaining fuel is larger, which may result in possibly better reoptimized tours.
The last new Constraint, (43), corrects a problem that arises when not all targets are visited, as is the case with most instances of the OP. In the TSP all vertices are visited, so when $u_{i} \in\{1, \ldots,|V|\}, \forall i \in V$, all values between 1 and $|V|$ are assigned to exactly one of the $u_{i}$. In the OP it is very likely that not all vertices are visited, and consequently that not all values between 1 and $|V|$ are used. This implies that there may be 'gaps' larger than 1 between the values of $u_{i}$ of two vertices that are adjacent in the tour, as the MTZ-constraints only ensure sure that $u_{j}-u_{i} \geq 1$, for any arc $(i, j)$ on the tour. In such cases, the values of the $u_{i}$ do not reflect the positions of the corresponding targets in the tour. A way to solve this is to make sure that the value of $u_{l}$, where $l$ is the dummy depot, is equal to its position in the tour, i.e. the number of targets in the tour, including $l$ itself. As the number of targets in the tour can be determined by adding the values of the $x_{i}, u_{l}=x_{l}+\sum_{i \in V} x_{i}$.
The model for the second part of the algorithm is similar to the one for the first part. Some small changes have to be made: in this case, the set of available targets is not $V$, but $V^{\prime \prime} \cup W^{\prime}$, where $V^{\prime \prime}$ is the set of targets that have not been visited in the first part of the tour and which can be reached without intersecting the first part of the tour. Note that as before, $l \notin V^{\prime \prime} . W^{\prime} \subseteq W$ is the subset of new targets that have appeared prior to the arrival of the vehicle at the $(k-1)^{s t}$ target of the tour. As the vehicle now departs from the $(k-1)^{s t}$ target, and not the depot, Constraints (35) and (42) have to be replaced by $x_{k-1}=\sum_{i \in V^{\prime \prime}} y_{k-1 i}=1$ and $u_{k-1}=0$, respectively. Constraint (41) is superfluous, as the delay factor was only necessary for determining the initial tour. Furthermore, the set of $\operatorname{arcs} A$ has to be expanded with arcs leading to and coming from all new targets.

### 6.2 Description of the simulation settings

For determining the performance of the Delay algorithm, the same target set has been used as for the other algorithms; see Section 5.1 for more details. The set of fixed targets was again expanded by a set of new targets, but these were generated differently, as the new targets only appear in a prespecified zone. In this case, the zone of new targets is a rectangle located between $(8.8,15.9)$ and $(14.2,19.3)$; see figure 9 . Arrival times and scores were generated the same way as before; coordinates were generated slightly different, as the zone in which the new targets appeared was different. Let the number of new targets be $N$ and $1 \leq i \leq N$ the index of one of the new targets, then its coordinates $(x(i), y(i))$ are determined as follows: let $\left(X_{i}, Y_{i}\right) \sim U(0,1) \times U(0,1)$, then $x(i)=5.4 X_{i}+8.8$ and $y(i)=3.4 Y_{i}+15.9$. The distances between any pair of targets were computed the same way as before. Let $N$ be the number of new targets and let the number of fixed targets be 19. Then for any pair $0 \leq i, j \leq N+19$, such that $i \neq j$ and $j \neq 0$, the distance from target $i$ to target $j$ is $d(i, j)=\sqrt{(x(i)-x(j))^{2}+(y(i)+y(j))^{2}}+2$. If $j=0$, the distance from target $i$ back to the depot is $d(i, 0)=\sqrt{(x(i)-x(0))^{2}+(y(i)-y(0))^{2}}$.

Figure 9: Location in the Euclidean plane of the nodes of the Tsiligirides-instance and the zone of new targets (red rectangle).

Just as for the first four algorithms, we determined the performance of the DA on 10000 simulated instances. It is clear that for each of these instances the same initial solution should be used. There were two additional parameters that had to be taken into account: the amount of fuel that is reserved for the reoptimization step, here after denoted as the 'slack value', and the number of targets that have to be visited before the vehicle is allowed to visit a target in the new target zone, here on after denoted as the 'delay factor'. It was not obvious which value to choose for either parameter, or whether some combinations of slack value and delay factor may lead to better initial solutions or better reoptimized solutions, so for both parameters a number of values was chosen. For the slack value we choose $10.0,15.0$ or 20.0 fuel units; for the delay factor we chose 5,6 or 7 . This leads to 9 combinations of parameter settings. Each of these settings were combined with an arrival rate of $3.0,10.0$ or 20.0 , in order to determine how well the DA would perform under different circumstances. An overview of the settings can be seen in table 8 .

Table 8: Overview of all 27 simulation settings for the Delay algorithm (per slack value there are 3 options for the delay factor, per delay factor there are 3 options for the arrival rate)

| Slack value | 3.0 // 10.0 // 20.0 |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Delay factor | 5 |  |  | 6 |  |  | 7 7 |  |  |
| Arrival rate | 3 | 10 | 20 | 3 | 10 | 20 | 3 | 10 | 20 |

The total fuel capacity in each case was 65.0 , as before, so for the initial tours there were either $55.0,50.0$ or 45.0 fuel units available. For each of these simulation settings, we determined the optimal initial solution. These solution tours were optimal on two accounts, as mentioned before: their objective value was maximal and their fuel consumption relatively minimal. The optimal solutions for all of the settings are depicted in figures C.1, C. 2 and C. 3 in appendix C.

Table 9: Initial solutions for all simulation settings

| Slack value | Delay factor | Objective value | Fuel consumption | Number of targets |
| :---: | :---: | :---: | :---: | :---: |
| 10 | 5 | 290 | 54.546 | 9 |
| 10 | 6 | 290 | 54.603 | 9 |
| 10 | 7 | 285 | 51.290 | 9 |
| 15 | 5 | 250 | 49.196 | 8 |
| 15 | 6 | 250 | 49.196 | 8 |
| 15 | 7 | 245 | 49.055 | 8 |
| 20 | 5 | 210 | 44.633 | 6 |
| 20 | 6 | 205 | 44.820 | 7 |
| 20 | 7 | 205 | 44.820 | 7 |

Apart from these simulation settings, we also determined how well the first four algorithms perform under these new circumstances, and whether the DA performs better or not. For this we only chose some combinations of slack value and delay factor, as the reoptimization process took quite some time in case of the HRA and the RRA. The chosen settings were a slack value of 15.0 combined with a delay factor of 5 and a slack value of 20.0 combined with a delay factor of 6 . In all cases the arrival rate was set to 20.0 . Due to limitations on the time available for the simulations, we only applied the algorithm to the first 1000 sets of new targets that arrive according to an arrival rate of 20.0. In addition to the lower number of simulations, the computation time for some of the algorithms had to be restricted, in order to be able to obtain results within acceptable time periods. For the HRA, the computation time was restricted to 900 seconds for the entire reoptimization process of one instance. The time limit for each of the reoptimization steps of the RRA was set to 15 seconds. Setting a time limit implies that if an algorithm cannot find the optimal solution within the given time frame, the best found solution so far will be used as the optimal solution.
In addition to setting a time limit, the computation time of the RRA was reduced further by removing the fuel-penalty from the objective function.

### 6.3 Evaluation of the results

### 6.3.1 Results of the Delay algorithm

An overview of the results of all 27 simulations can be found in table 10. In this table, only the averages of the results are mentioned; the complete set of results are shown in appendices D and E , where the data are sorted by slack value and by arrival rate, respectively. The found results can be analysed from several points of view.
In the table in appendix D we can see that for any combination of slack value and delay factor, when comparing the average results, the DA seems to find tours with higher objective values in instances with a higher rate. When all results for one of the slack values are compared, i.e. when the slack value is fixed, but both delay factor and arrival rate vary, we obtain sets of results that are quite similar; there does not seem to be a delay factor for which significantly better results are found.

Table 10: Results of the Delay algorithm ('Targets': number of visited targets in total, reoptimized tours. Objective value and fuel consumption refer to the total, reoptimized tours)

| Slack <br> value | Delay <br> factor | Rate | Objective value <br> Average | Fuel consumption <br> Average | Targets <br> Average | Computation time <br> Average (ms) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 5 | 3 | 368.864 | 64.253 | 13.396 | 76.4 |
| 10 | 5 | 10 | 420.903 | 64.382 | 13.788 | 93.7 |
| 10 | 5 | 20 | 489.676 | 64.347 | 14.533 | 318.7 |
| 10 | 6 | 3 | 377.473 | 64.162 | 13.819 | 75.0 |
| 10 | 6 | 10 | 432.294 | 64.370 | 14.161 | 130.4 |
| 10 | 6 | 20 | 503.542 | 64.365 | 14.975 | 1070.0 |
| 10 | 7 | 3 | 374.933 | 64.651 | 13.715 | 57.1 |
| 10 | 7 | 10 | 429.655 | 64.364 | 13.838 | 204.1 |
| 10 | 7 | 20 | 486.912 | 64.441 | 14.277 | 2576.2 |
| 15 | 5 | 3 | 377.473 | 64.162 | 13.819 | 77.3 |
| 15 | 5 | 10 | 432.921 | 64.381 | 14.216 | 300.5 |
| 15 | 5 | 20 | 503.542 | 64.365 | 14.975 | 1071.6 |
| 15 | 6 | 3 | 377.473 | 64.162 | 13.819 | 74.3 |
| 15 | 6 | 10 | 432.921 | 64.381 | 14.216 | 336.8 |
| 15 | 6 | 20 | 503.542 | 64.365 | 14.975 | 1065.9 |
| 15 | 7 | 3 | 383.749 | 64.545 | 14.002 | 63.8 |
| 15 | 7 | 10 | 439.251 | 64.323 | 14.649 | 193.1 |
| 15 | 7 | 20 | 507.770 | 64.379 | 15.350 | 1288.4 |
| 20 | 5 | 3 | 368.864 | 64.253 | 13.396 | 135.3 |
| 20 | 5 | 10 | 420.903 | 64.382 | 13.788 | 127.7 |
| 20 | 5 | 20 | 489.676 | 64.347 | 14.533 | 335.1 |
| 20 | 6 | 3 | 382.105 | 64.162 | 13.435 | 83.9 |
| 20 | 6 | 10 | 441.224 | 64.367 | 14.260 | 323.6 |
| 20 | 6 | 20 | 505.577 | 64.443 | 14.807 | 2567.8 |
| 20 | 7 | 3 | 382.105 | 64.162 | 13.435 | 84.9 |
| 20 | 7 | 10 | 441.224 | 64.367 | 14.260 | 314.4 |
| 20 | 7 | 20 | 505.577 | 64.443 | 14.807 | 2371.1 |
|  |  |  |  |  |  |  |

Table 11: Overview of the simulation results of all reoptimization algorithms, based on the settings for the Delay algorithm ('Fuel': average fuel consumption of complete, reoptimized tours; 'Targets': number of visited targets in reoptimized tours)

| Algorithm | Slack value | Delay factor | Objective value |  |  | Fuel Average | Targets Average | Computation time Average (ms) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Min | Max | Average |  |  |  |
| IA | 15 | 5 | 295 | 500 | 387.705 | 63.977 | 13.459 | 0.1 |
|  | 20 | 6 | 230 | 475 | 329.015 | 63.833 | 12.104 | 0.2 |
| HRA | 15 | 5 | 350 | 610 | 466.965 | 55.890 | 12.725 | 1160.2 |
|  | 20 | 6 | 205 | 615 | 486.336 | 59.753 | 14.646 | 20976.6 |
| RRA | 15 | 5 | 405 | 670 | 543.020 | 64.533 | 14.014 | 7882.2 |
|  | 20 | 6 | 385 | 660 | 530.155 | 64.573 | 13.792 | 25427.3 |
| ITA | 15 | 5 | 250 | 540 | 308.675 | 53.245 | 10.447 | 8.6 |
|  | 20 | 6 | 205 | 290 | 208.589 | 45.005 | 8.091 | 0.7 |
| DA | 15 | 5 | 360 | 660 | 503.080 | 64.364 | 14.962 | 810.7 |
|  | 20 | 6 | 380 | 625 | 505.576 | 64.451 | 14.779 | 3809.1 |

When looking at the computation times of each of the simulation sets, we see that most of the reoptimizations take very little time on average. For small sets of new targets, i.e. in case of arrival rate 3.0, the maximal computation time is 2.5 seconds. When the arrival rate was set to 10.0 , the maximal computation time was approximately 405 seconds, but for each of the simulation sets with rate 10.0 , there were not more than 8 instances with a computation time higher than 10 seconds. For the instances with arrival rate 20.0, the maximal computation time was about 3126 seconds.

Similar observation can be made about the results sorted by arrival rate, shown in appendix E. As previously stated, the results for an arrival rate of 20.0 seem most promising, but when all results of the simulations with arrival rate 20.0 are compared, it not clear which settings yield the best results. We can only observe that the results for a combination of a slack value of 15 and a delay factor of 5 , and a slack value of 20 and a delay factor of 6 seem to the most 'stable', that is, the intervals in which the objective values lie are smallest for these two combinations of settings.

From these results we may conclude that the DA does not perform relatively better or relatively worse under any of the combinations of settings.

### 6.3.2 Comparison of all five algorithms

An overview of the averages of the results can be seen in table 11; a more extensive set of results can be found in tables F. 1 and F. 2 in appendix F. It is easy to see that all four algorithms yield tours with objective values that are higher than the initial tours with objective values 250 and 205, respectively. The IA and the ITA do not perform very well, when compared to the other three algorithms, but they do find better tours than the initial solution. The IA finds better tours for all instances; the ITA finds better tours for about $76 \%$ of the instances with slack value 15.0 and delay factor 5 , but for the instances with slack value 20.0 and delay factor 6 it finds a better solution in only $2.5 \%$ of the cases. The RRA seems to yield tours with the highest objective values, on average. When looking at the computation times for the HRA, RRA and DA, we see that the DA requires, on average, far less time for its reoptimization step than the other two algorithms. The maximal computation time for the DA seems quite large, but we must remark that this concerns a single instance, and that among the used test instances, the second largest computation time for the DA is about 59 seconds.
Note that, as the computation times were restricted for both the HRA and the RRA, it is very likely that for some of the instances these algorithms were not able to find an optimal solution. For the HRA less than $1 \%$ of the reoptimizations were cut short in case of the instances with slack value 20 and delay factor 6 . It could reoptimize all of the instances with slack value 15 and delay factor 5 within the time limit, however. The RRA finished the entire reoptimization process within 15 seconds for $81.0 \%$ of the instances with slack value 15 and delay factor 5 , so at least $81 \%$ of the found solutions were optimal. By a similar argument, in case of the instances with slack value 20.0 and delay factor 6 , at least $31.3 \%$ of the instances were solved to optimality.
The fact that the reoptimization by either the HRA or the RRA takes a lot of time for most instances with slack value 20.0 and delay factor 6 can be easily explained. As
mentioned before, during the reoptimization steps a set of both fixed and new targets are considered, but those targets have to meet some prespecified requirements. For the instances that were used in this case, the only requirement for the fixed targets is that they have not been visited yet and that they can be reached without intersecting any of the arcs that the vehicle has to travel before arriving at the zone of new targets. When we look at the initial solution for the instances with slack value 20.0 and delay factor 6 , we see that upon arrival at target 16, all unvisited fixed targets meet this requirement, so the set of targets that will be used for reoptimization consist of all fixed targets, except $8,9,13$ and 16 . This may result in very large target sets for the reoptimization steps. In table 12 we can see the number of solutions that were found by the DA, HRA or RRA within certain time periods.

Table 12: Overview of the number of reoptimization instances, out of 1000 instances, that were solved by the DA, HRA or RRA within time periods of $3,5,10$ or 15 seconds

| Algorithm | Slack | Delay | Time limit (s) |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | value | factor | 3 | 5 | 10 | 15 |  |
| DA | 15 | 5 | 968 | 979 | 989 | 992 |  |
|  | 20 | 6 | 928 | 958 | 978 | 987 |  |
| HRA | 15 | 5 | 941 | 966 | 980 | 986 |  |
|  | 20 | 6 | 752 | 812 | 859 | 879 |  |
| RRA | 15 | 5 | 291 | 546 | 763 | 810 |  |
|  | 20 | 6 | 70 | 121 | 241 | 313 |  |

From these results we may conclude that the IA and the ITA perform not so well as the DA. The performances of the HRA and RRA may be similar to or slightly better than the performance of the DA, but their computation times are a lot longer on average. A second factor that has to be taken into account is the fact that the tours found by the RRA may differ greatly from the initial tour, which may be unacceptable in real-life situations. When taking all the important factors into account, the Delay algorithm seems to perform best.

## 7 Conclusions and future research

### 7.1 Conclusion

In this thesis we investigated the Online UAV mission planning problem (UAV-MPP). The research started with a literature analysis, in which we discovered that the Online UAV-MPP was one of the extensions of the basic UAV-MPP that was most interesting to investigate, and that the model for the UAV-MPP could best be based on the 'Orienteering problem'.
We found models for each of the other three extensions of the basic UAV-MPP, based on the Orienteering Problem and determined that for the Online UAV-MPP a similar model does not exist. We then developed four strategies for solving this problem: the Insert Algorithm (IA), partly based on a solution approach for the Vehicle Routing Problem with dynamic travel times [30], the Halfway Reoptimization Algorithm (HRA), the Repeated Reoptimization Algorithm (RRA) and the Internal Target Algorithm (ITA). Each of the algorithms was based on first determining an optimal solution for the problem without new targets, and successively reoptimizing it by either adding new targets to the predetermined tour (IA) or replacing part of the predetermined tour (HRA, RRA and ITA) according to certain rules.
By counting the total number of visited targets in the reoptimized tour, which was achieved by setting the scores of both given and new targets to 1 , and comparing the scores of the resulting solutions to the scores of the solutions for the same instances by an offline solution method, we were able to determine theoretical performance bounds for all four algorithms. These bounds, the so-called competitive ratio, were $\frac{m}{m+\mu}$ for the IA, HRA and RRA, where $m$ is the number of targets in the original tour on only given targets, and $\mu$ is the number of new targets that have appeared. We proved that the bound found for the IA is tight. For the ITA a similar bound was found: in that case, we only looked at the $\mu^{\prime} \leq \mu$ new targets that would appear 'inside' the original tour, and the competitive ratio was set to $\frac{m}{m+\mu^{\prime}}$.
We performed simulations in order to gain insight into the actual performance of all four algorithms, both in comparison to the found competitive ratios and in real-life situations, based on a benchmark instance and generated sets of new targets. These simulations showed us that the RRA yields tours with the highest average objective value, i.e. the highest sum of target scores, and the HRA yields tours with the second best average objective value. However, the time required for one of the reoptimization steps of the RRA could be as much as 140 seconds. Another issue for the RRA is that the reoptimized tours may differ greatly from the original tour. Both issues might be unacceptable in real-life situations; the HRA therefore seems more suitable. The IA did not yield any improved solutions, due to the fact that there was not enough sufficient fuel remaining to allow addition of new targets to the original tour. A similar argument can be applied to the ITA, which only yielded improved solutions for a few of the instances.
We performed a second series of simulations in which all scores - both for the fixed targets and the new ones - were equal, in order to find empirical performance bounds. We found that the RRA and the HRA yield the best tours, that is, tours that contain the most targets. Both algorithms found optimal solutions for some of the generated sets of targets.

In the last part of the thesis we presented a solution strategy developed specifically for cases where all new targets appear in a prespecified, smaller zone inside the target area, the Delay Algorithm (DA). The strategy was based on the idea of both forcing the tour to pass through this zone and delaying its arrival there, and reserving part of the fuel for the reoptimization step. We performed simulations in order to determine the performance of this algorithm, in which we varied 3 factors: the number of targets that had to be visited before arriving at the zone of new targets, the amount of fuel that was reserved for the reoptimization step, and the number of new targets. From these simulations we concluded that only the last factor had significant influence on the objective value, i.e. that in instances with more new targets, the objective value is relatively higher.
Finally, we compared the performance of the DA to the performance of the first four algorithms, based on the initial solutions and simulation settings for the DA. The results for the DA, RRA and HRA were similar and better than those for the IA or ITA. Whilst the results for the DA were not significantly higher than those for the HRA or the RRA, we may conclude, due to secondary factors like computing times and overlap between the reoptimized tour and initial tour, that the DA performs best.

### 7.2 Future research

First of all, there may be circumstances for which the IA performs better than it has for the given circumstances. Two simple adaptations of the given settings, that may lead to better performance, are shorter recording times and incorporating some slack in the fuel capacity. By this we mean that part of the fuel capacity will remain reserved for reoptimization purposes, and cannot be used for the initial tour. A second adaptation of the IA that may result in improved performance involves an alteration of the objective function. As mentioned before, tours of optimal value for either basic problem are not necessarily of minimal length. When a penalty for fuel consumption is added to the objective function, the optimal tour will be optimal on both aspects, and more fuel remains for adding new targets to the tour. A slight disadvantage of such objective functions is that it will take more time to optimize the corresponding problems.
Another part of the research that might be interesting to investigate further, is an adaptation of the Internal Target algorithm. When the algorithm is not based on looking for targets only in triangles 'inside' the tour, but on looking for targets in larger regions in the vicinity of the tour, it will allow the vehicle to visit a possibly larger subset of the new targets, and thud increase the possibility of yielding tours of higher objective value. An example of such a larger region is a circle that encloses multiple arcs of the tour.
The Delay algorithm may be adapted to situations where the new targets appear in multiple zones within the target area. A suggestion for such an adaptation is to visit at least one given target inside or near each of the zones of new targets, and appointing a different delay factor to each of the zones. The delay factors could, for instance, be based on importance of a certain zone or arrival rate of the targets in that zone.

And finally, an aspect of the Online UAV-MPP that was not researched in this thesis, but will be very interesting to study, is the case where targets can either appear or disappear.
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## A Detailed results of the first four online algorithms

Table A.1: Overview of all data for the instances with varying scores
(Results in columns 5 up to 7 are averages over 10000 instances. Fuel consumption denotes the fuel consumption of reoptimized tour; computation time is given in ms )

| Algorithm | Rate | Objective value |  |  | Fuel consumption | Computing time <br> $(\mathrm{ms})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Min | Max | Average |  | 0.0 |
| IA | 3 | 15 | 15 | 15 | 63.448 | 0.0 |
|  | 5 | 15 | 15 | 15 | 63.448 | 0.1 |
|  | 10 | 15 | 15 | 15 | 63.448 | 0.2 |
| HRA | 20 | 15 | 15 | 15 | 63.448 | 18.9 |
|  | 3 | 15 | 16 | 15.035 | 59.218 | 24.4 |
|  | 10 | 15 | 17 | 15.085 | 58.448 | 33.9 |
|  | 20 | 15 | 17 | 15.253 | 58.116 | 56.0 |
| RRA | 3 | 15 | 17 | 15.591 | 58.326 | 710.6 |
|  | 5 | 15 | 17 | 15.098 | 63.611 | 1153.3 |
|  | 10 | 15 | 19 | 15.227 | 63.690 | 2587.1 |
|  | 20 | 15 | 20 | 16.2910 | 63.802 | 7633.6 |
|  | 3 | 15 | 15 | 15 | 63.437 | 0.3 |
| ITA | 5 | 15 | 16 | 15.000 | 63.433 | 0.5 |
|  | 10 | 15 | 16 | 15.000 | 63.418 | 0.9 |
|  | 20 | 15 | 16 | 15.000 | 63.393 | 2.1 |

Table A.2: Overview of all data for the instances with equal scores (Results in columns 5 up to 7 are averages over 10000 instances. Fuel consumption denotes the fuel consumption of reoptimized tour; computation time is given in ms)

| Algorithm | Rate |  | Objective value |  |  | Fuel consumption |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Min | Max | Average |  | Computing time <br> $(\mathrm{ms})$ |
| IA | 3 | 360 | 360 | 360 | 63.937 | 0.0 |
|  | 5 | 360 | 360 | 360 | 63.937 | 0.0 |
|  | 10 | 360 | 360 | 360 | 63.937 | 0.0 |
|  | 20 | 360 | 360 | 360 | 63.937 | 0.1 |
| HRA | 3 | 360 | 500 | 372.950 | 59.213 | 29.2 |
|  | 5 | 360 | 510 | 380.782 | 58.179 | 41.1 |
|  | 10 | 360 | 520 | 400.301 | 57.585 | 70.7 |
|  | 20 | 360 | 580 | 434.425 | 57.534 | 187.2 |
| RRA | 3 | 360 | 510 | 383.677 | 64.397 | 1458.6 |
|  | 5 | 360 | 535 | 397.172 | 64.074 | 1709.1 |
|  | 10 | 360 | 595 | 427.196 | 64.434 | 4118.5 |
|  | 20 | 360 | 675 | 475.109 | 64.438 | 14251.9 |
| ITA | 3 | 360 | 420 | 361.245 | 64.907 | 0.5 |
|  | 5 | 360 | 420 | 362.107 | 64.885 | 1.0 |
|  | 10 | 360 | 430 | 364.101 | 64.838 | 2.1 |
|  | 20 | 360 | 460 | 368.312 | 64.745 | 5.7 |

## B Computation times

Table B.1: Overview of the computation times for the instances with equal scores (The results in columns 3, 4 and 5 are: minimal found value, maximal found value and average value over 10000 instances, respectively, all given in ms)

| Algorithm | Rate |  | Computation time |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Min | Max | Average |  |
| IA | 3 | 0 | 15 | 0.0 |  |
|  | 5 | 0 | 16 | 0.0 |  |
|  | 10 | 0 | 16 | 0.1 |  |
|  | 20 | 0 | 16 | 0.2 |  |
| HRA | 3 | 0 | 157 | 18.9 |  |
|  | 5 | 0 | 157 | 24.4 |  |
|  | 10 | 0 | 173 | 33.9 |  |
|  | 20 | 15 | 407 | 56.0 |  |
|  | 3 | 0 | 4529 | 710.6 |  |
| RRA | 5 | 0 | 4528 | 1153.3 |  |
|  | 10 | 78 | 13319 | 2587.1 |  |
|  | 20 | 687 | 38454 | 7633.6 |  |
|  | 3 | 0 | 117 | 0.3 |  |
| ITA | 5 | 0 | 119 | 0.5 |  |
|  | 10 | 0 | 121 | 0.9 |  |
|  | 20 | 0 | 120 | 2.1 |  |

Table B.2: Overview of the computation times for the instances with varying scores (The results in columns 3, 4 and 5 are: minimal found value, maximal found value and average value over 10000 instances, respectively, all given in ms)

| Algorithm | Rate | Computation time |  |  |
| :---: | :---: | :---: | :---: | :---: |
|  |  | Min | Max | Average |
| IA | 3 | 0 | 15 | 0.0 |
|  | 5 | 0 | 1 | 0.0 |
|  | 10 | 0 | 16 | 0.0 |
|  | 20 | 0 | 16 | 0.1 |
| HRA | 3 | 0 | 249 | 29.2 |
|  | 5 | 0 | 298 | 41.1 |
|  | 10 | 0 | 609 | 70.7 |
|  | 20 | 16 | 3028 | 187.2 |
|  | 3 | 0 | 21790 | 1458.6 |
| RRA | 5 | 0 | 6854 | 1709.1 |
|  | 10 | 63 | 27129 | 4118.5 |
|  | 20 | 422 | 142740 | 14251.9 |
|  | 3 | 0 | 98 | 0.5 |
| ITA | 5 | 0 | 100 | 1.0 |
|  | 10 | 0 | 86 | 2.1 |
|  | 20 | 0 | 82 | 5.7 |

## C Initial solutions for the Delay algorithm



Figure C.1: Initial solutions for the Delay algorithm, with slack value 10.0 and delay factor 5,6 or 7 .


Figure C.2: Initial solutions for the Delay algorithm, with slack value 15.0 and delay factor 5,6 or 7 .


Figure C.3: Initial solutions for the Delay algorithm, with slack value 20.0 and delay factor 5, 6 or 7 .

## D Detailed results of the Delay algorithm

Overview of all simulation results of the Delay algorithm, sorted by slack value. min: minimal value; max: maximal value; av: average value

| Slack | Delay | Rate | Objective value |  |  | Fuel consumption |  |  | Number of visited targets |  |  | Computation time (ms) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | Min | Max | Av | Min | Max | Av | Min | Max | Av | Min | Max | Av |
| 10 | 5 | 3 | 340 | 505 | 368.864 | 63.153 | 64.999 | 64.253 | 12 | 15 | 13.396 | 15 | 686 | 76.4 |
| 10 | 5 | 10 | 340 | 620 | 420.903 | 62.866 | 65.000 | 64.382 | 12 | 16 | 13.788 | 15 | 18606 | 93.7 |
| 10 | 5 | 20 | 345 | 705 | 489.676 | 62.864 | 65.000 | 64.347 | 12 | 17 | 14.533 | 15 | 179194 | 318.7 |
| 10 | 6 | 3 | 350 | 530 | 377.473 | 63.005 | 65.000 | 64.162 | 12 | 16 | 13.819 | 15 | 1250 | 75.0 |
| 10 | 6 | 10 | 350 | 640 | 432.294 | 62.865 | 65.000 | 64.370 | 12 | 17 | 14.161 | 15 | 11318 | 130.4 |
| 10 | 6 | 20 | 350 | 685 | 503.542 | 62.881 | 65.000 | 64.365 | 13 | 17 | 14.975 | 15 | 1337311 | 1067.0 |
| 10 | 7 | 3 | 355 | 520 | 374.933 | 62.867 | 65.000 | 64.651 | 12 | 16 | 13.715 | 15 | 1233 | 57.1 |
| 10 | 7 | 10 | 355 | 600 | 429.655 | 62.868 | 65.000 | 64.364 | 12 | 16 | 13.838 | 15 | 39682 | 204.1 |
| 10 | 7 | 20 | 355 | 620 | 486.912 | 62.875 | 65.000 | 64.441 | 12 | 16 | 14.277 | 15 | 1644976 | 2576.2 |
| 15 | 5 | 3 | 350 | 530 | 377.473 | 63.005 | 65.000 | 64.162 | 12 | 16 | 13.819 | 15 | 1264 | 77.3 |
| 15 | 5 | 10 | 350 | 640 | 432.921 | 62.965 | 65.000 | 64.381 | 12 | 17 | 14.216 | 15 | 63972 | 300.5 |
| 15 | 5 | 20 | 350 | 685 | 503.542 | 62.881 | 65.000 | 64.365 | 13 | 17 | 14.975 | 17 | 1340865 | 1071.6 |
| 15 | 6 | 3 | 350 | 530 | 377.473 | 63.005 | 65.000 | 64.162 | 12 | 16 | 13.819 | 15 | 1218 | 74.3 |
| 15 | 6 | 10 | 350 | 640 | 432.921 | 62.965 | 65.000 | 64.381 | 12 | 17 | 14.216 | 15 | 73184 | 336.8 |
| 15 | 6 | 20 | 350 | 685 | 503.542 | 62.881 | 65.000 | 64.365 | 13 | 17 | 14.975 | 16 | 1344782 | 1065.9 |
| 15 | 7 |  | 360 | 525 | 383.749 | 62.915 | 65.000 | 64.545 | 13 | 16 | 14.002 | 15 | 1138 | 63.8 |
| 15 | 7 | 10 | 360 | 635 | 439.251 | 62.922 | 65.000 | 64.323 | 13 | 17 | 14.649 | 15 | 71761 | 193.1 |
| 15 | 7 | 20 | 360 | 665 | 507.770 | 62.890 | 65.000 | 64.379 | 13 | 18 | 15.350 | 15 | 1476317 | 1288.4 |
| 20 | 5 | 3 | 340 | 505 | 368.864 | 63.153 | 64.999 | 64.253 | 12 | 15 | 13.396 | 15 | 1785 | 135.3 |
| 20 | 5 | 10 | 340 | 620 | 420.903 | 62.866 | 65.000 | 64.382 | 12 | 16 | 13.788 | 15 | 28170 | 127.7 |
| 20 | 5 | 20 | 345 | 705 | 489.676 | 62.865 | 65.000 | 64.347 | 12 | 17 | 14.533 | 17 | 188465 | 335.1 |
| 20 | 6 | 3 | 355 | 520 | 382.105 | 62.929 | 65.000 | 64.162 | 13 | 15 | 13.435 | 15 | 2472 | 83.9 |
| 20 | 6 | 10 | 355 | 615 | 441.224 | 62.897 | 65.000 | 64.367 | 13 | 17 | 14.260 | 15 | 405412 | 323.6 |
| 20 | 6 | 20 | 355 | 655 | 505.577 | 62.911 | 65.000 | 64.443 | 13 | 17 | 14.807 | 31 | 3126091 | 2567.8 |
| 20 | 7 | 3 | 355 | 520 | 382.105 | 62.929 | 65.000 | 64.162 | 13 | 15 | 13.435 | 15 | 1718 | 84.9 |
| 20 | 7 | 10 | 355 | 615 | 441.224 | 62.897 | 65.000 | 64.367 | 13 | 17 | 14.260 | 17 | 392399 | 314.4 |
| 20 | 7 | 20 | 355 | 655 | 505.577 | 62.911 | 65.000 | 64.443 | 13 | 17 | 14.807 | 31 | 2484651 | 2371.1 |

## E Detailed results of the Delay algorithm（2）

Overview of all simulation results of the Delay algorithm，sorted by arrival rate． min：minimal value；max：maximal value；av：average value

| ［＇LL\＆Z | L9978才て | I¢ | 208．${ }^{\text {I }}$ | LI | \＆I | ¢もだも9 | 000•99 | LL6．79 | LLGGOG | g．9 | g98 | $L$ | 07 | 07 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8．299\％ | L6097IE | IE | 208． ［ $^{\text {I }}$ | LI | \＆I | \＆゙でも9 | 000＊99 | LL6 79 | LLCGOG | 999 | 998 | 9 | 07 | 07 |
| ［＇GE\＆ | 99788I | LI | 8\＆9＇ti | LI | ZI | LTE＇F9 | 000＊99 | ¢98． 79 | 929＊68t | 902 | 9tE | 9 | 07 | 07 |
| ¢．887I | LIE92もI | GI | 098．gT | 8I | \＆I | 6L8＇¢9 | 000＊99 | 68.79 | 0LL：20G | 999 | 098 | 2 | GI | 07 |
| 6．990I | Z8LItEI | 9I |  | LI | \＆I | 998．79 | 000＊99 | L88．79 | てஏ¢ ¢0¢ | 989 | 098 | 9 | GI | 07 |
| 9＊LLOL | 9980才EL | LI | 9L6＇tI | LI | \＆I | c98．$¢ 9$ | 000＊99 | L88．79 | て币¢ ¢0¢ | 989 | 098 | 9 | gI | 07 |
| 7．929\％ | 9267も9I | GI | LLZ＇ti | 9I | ZI |  | 000＊99 | 928＇79 | てI6．98も | 079 | G98 | $L$ | 0I | 02 |
| 0．020 | LIELEEI | GI | 9L6 T $^{\text {c }}$ | LI | \＆I | 998＇も9 | 000＊99 | L88． 79 | 7ヵ¢ ¢0¢ | 989 | 098 | 9 | 0I | 02 |
| L．8L8 | D6L6LI | gI | \＆\＆G＇ti | LI | ZI | LもE＇79 | 000＊99 | ¢98．79 | 929687 | 902 | 9tE | g | 0I | 02 |
| も゙もI¢ | 66\＆768 | LI | 097＇も | LI | \＆I | L98＇79 | 000＊99 | L68＇ 79 |  | ¢L9 | 998 | 2 | 07 | 0I |
| 9 9\％\％ | てLもS0才 | GI | 09\％＇ti | LI | \＆I | L98．79 | 000＊99 | L68＇79 | も¢て＇IもT | ¢T9 | 998 | 9 | 07 | 0I |
| L．LZI | 02L83 | gI | 882．8L | 9I | ZI | 788．79 | 000＊99 | 998．79 | 806：07T | 079 | 078 | 9 | 02 | OL |
| I＇86I | L94IL | GI | 679 ¢T | LI | \＆I | \＆\％\％＇¢9 | 000＊99 | 776． 79 | โ9Z：68t | GE9 | 098 | 2 | ¢I | 0I |
| 8．98¢ | ¢8LEL | ¢I | 9LZ＇も | LI | ZI | L88＇79 | 000＊99 | 996． 99 | L $76.78 \square$ | 079 | 098 | 9 | GI | 0I |
| ¢．008 | 72689 | GI | 9Lて＇も | LI | ZI | L88＇¢9 | 000＊99 | ¢96． 79 | L $76.78 \pm$ | 079 | 098 | 9 | ¢I | 0I |
| ［＇も0 | 78968 | GI | $888^{\circ} \mathrm{EL}$ | 9I | ZI | モ98．79 | 000＊99 | 898 ${ }^{\text {7 }} 9$ | 9¢9 67ヶ | 009 | 998 | $L$ | 0I | 0I |
| も゙0¢L | 8LELI | ¢I | L9［＇も | LI | ZI | 028＇79 | 000＊99 | 998． 79 | モ67： $78 \pm$ | 079 | 098 | 9 | 0I | 0I |
| L＇¢6 | 9098I | ¢I | 882．EL | 9I | ZI | 788．$¢ 9$ | 000＊99 | 998 79 | 806：07t | 079 | 078 | 9 | 0I | 0I |
| 6.78 | 8LLI | GI | C87．8L | GI | \＆I | 791．79 | 000＊99 | 676.79 | ¢01＇788 | 07¢ | 998 | 2 | 02 | $\varepsilon$ |
| 6.88 | ZL才を | GI | C87．8L | ¢I | \＆I | 79L＇も9 | 000＊99 | 676.79 | 90T＇788 | 079 | 998 | 9 | 02 | $\varepsilon$ |
| \＆CeI | 98LI | ¢I | $968 \cdot 81$ | 9I | ZI | と¢でも9 | 666．79 | \＆¢T•89 | ¢98．898 | 909 | 078 | 9 | 02 | $\varepsilon$ |
| $8 \cdot 89$ | 88II | GI | 700＇もL | 9I | \＆I | cts．t9 | 000＊99 | ¢L6．79 | 67L＇ 888 | 979 | 098 | $L$ | GI | $\varepsilon$ |
| 8．72 | 8LZI | GI | 6 L8＊$¢ 1$ | 9I | ZI | 79L＇も9 | 000＊99 | ¢00＇89 | \＆Lt＇LLE | 0¢¢ | 098 | 9 | GI | $\varepsilon$ |
| \＆L 2 | モ97I | ¢I | 6 I8．$¢ 1$ | 9I | ZI | 791＇も9 | 000＊99 | ¢00＇89 | \＆LF゙LLE | 0¢9 | 098 | 9 | ¢I | $\varepsilon$ |
| I． 29 | £๕ZI | GI | ¢TL．EL | 9I | ZI | L99＊「9 | 000＊99 | 998＇ 79 | ¢ $¢ 66^{\circ} \mathrm{F}$ ¢ | 079 | 998 | $L$ | 0I | $\varepsilon$ |
| $0 \cdot 9$ | 09ZI | GI | 6 L ¢ $¢ \mathrm{~L}$ | 9I | ZI | 79L＇も9 | 000＊99 | ¢00＇¢9 | ELF＊LLE | $0 ¢ ¢$ | 098 | 9 | 0I | ¢ |
| $\downarrow \cdot 92$ | 989 | GI | 968.81 | GL | ZI | \＆¢でも9 | 666.79 | \＆¢L｀¢9 | 798．898 | 909 | 078 | 9 | 0I | $\varepsilon$ |
| $\begin{gathered} \wedge \mathrm{V} \\ (\mathrm{su}) \end{gathered}$ | xed <br> ио！̣セモも | $\begin{aligned} & \text { U!़N } \\ & \text { Iuoo } \end{aligned}$ | $\begin{gathered} \wedge \mathrm{V} \\ \text { słə....7 } \mathrm{p} \end{gathered}$ | $\begin{gathered} \text { xeJN } \\ \Lambda \text { fo də } \end{gathered}$ | $\begin{aligned} & \mathrm{u}!\mathrm{N} \\ & \mathrm{un}_{\mathrm{N}} \mathrm{~N} \end{aligned}$ | $\begin{gathered} \wedge \mathrm{V} \\ \text { uo!̣ } \end{gathered}$ | $\begin{gathered} \text { xeJN } \\ \text { dumsuoo } \end{gathered}$ |  | $\begin{aligned} & \Lambda V \\ & \text { әп } \Gamma^{\ominus \Lambda} \end{aligned}$ |  | $\mathrm{u}!\mathrm{N}$ | Кегә | צวセIS | әтеу |

## F Detailed results of all algorithms

Table F.1: Detailed results of objective values and fuel consumptions for all algorithms, applied to the settings and new target instances for the DA, with arrival rate 20.0. (Min: minimal value; Max: maximal value; Av: average value; Objective value and fuel consumption refer to the total reoptimized tour)

| Algorithm | Slack | Delay | Objective value |  |  | Fuel consumption |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | value | factor | Min | Max | Av | Min | Max | Av |
| IA | 15 | 5 | 295 | 500 | 387.705 | 56.308 | 64.997 | 63.977 |
|  | 20 | 6 | 230 | 475 | 329.015 | 50.961 | 64.997 | 63.833 |
| HRA | 15 | 5 | 350 | 610 | 466.965 | 54.448 | 56.494 | 55.890 |
|  | 20 | 6 | 205 | 615 | 486.336 | 44.820 | 60.352 | 59.753 |
| RRA | 15 | 5 | 405 | 670 | 543.020 | 62.999 | 65.000 | 64.533 |
|  | 20 | 6 | 385 | 660 | 530.155 | 63.059 | 65.000 | 64.573 |
| ITA | 15 | 5 | 250 | 540 | 308.675 | 49.196 | 64.937 | 53.245 |
|  | 20 | 6 | 205 | 290 | 208.589 | 44.820 | 49.990 | 45.005 |
| DA | 15 | 5 | 360 | 660 | 503.080 | 62.881 | 64.998 | 64.364 |
|  | 20 | 6 | 380 | 625 | 505.576 | 63.006 | 65.000 | 64.451 |

Table F.2: Detailed results of the number of visited targets and computing times for all algorithms, applied to the settings and new target instances for the DA, with arrival rate 20.0 .
(Min: minimal value; Max: maximal value; Av: average value; number of targets: all visited targets in the total reoptimized tour; computation time of the entire reoptimization process)

| Algorithm | Slack |  | Delay | Number of targets |  |  | Computation time (ms) |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | value | factor | Min | Max | Av | Min | Max | Av |  |  |
| IA | 15 | 5 | 12 | 16 | 13.459 | 0 | 16 | 0.1 |  |  |
|  | 20 | 6 | 10 | 15 | 12.104 | 0 | 16 | 0.2 |  |  |
| HRA | 15 | 5 | 10 | 15 | 12.725 | 15 | 67231 | 1160.2 |  |  |
|  | 20 | 6 | 9 | 17 | 14.646 | 0 | 900140 | 20976.6 |  |  |
| RRA | 15 | 5 | 12 | 16 | 14.014 | 187 | 60861 | 7882.2 |  |  |
|  | 20 | 6 | 12 | 16 | 13.792 | 359 | 91610 | 25427.3 |  |  |
| ITA | 15 | 5 | 9 | 16 | 10.447 | 0 | 375 | 8.6 |  |  |
|  | 20 | 6 | 8 | 10 | 8.091 | 0 | 171 | 0.7 |  |  |
| DA | 15 | 5 | 13 | 17 | 14.962 | 31 | 41766 | 810.7 |  |  |
|  | 20 | 6 | 13 | 17 | 14.779 | 31 | 2549001 | 3809.1 |  |  |


[^0]:    ${ }^{1}$ Unmanned Aerial Vehicle

[^1]:    ${ }^{2}$ Note that at the depot no information can be gathered, so $v(0)=0$.

[^2]:    ${ }^{3}$ Note that this does not imply that this bound is attained by one of the instances.

[^3]:    ${ }^{4}$ A polytope is called simple when it has no self-intersecting edges

[^4]:    ${ }^{5}$ By 'remaining part' we imply the part of the current tour that starts at the next target that is to be visited, i.e. the target that the vehicle is currently traveling to.
    ${ }^{6}$ I.e. when the results of specific instances are compared with each other

