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Chapter 1

Introduction

This thesis reviews the theory of global analysis, using Fréchet spaces and manifolds, as
�rst described in Richard Hamilton's paper [Ham82b] on the Nash-Moser inverse function
theorem, with a particular focus on real geometry. In addition, a chapter is devoted to
applications, some of which are original work.

The inverse function theorem, smooth maps are locally invertible at regular points,
is an important and well-known tool in �nite dimensional analysis. It readily general-
izes to smooth maps between Banach spaces and, accordingly, to maps between Banach
manifolds. Typical examples of Banach spaces are the Ck(M) of k-times di�erentiable
functions on a compact manifold, while typical examples of smooth maps between Banach
spaces are partial di�erential operators, seen as maps Ck+r(M) → Ck(M). The inverse
function theorem, produces solutions under some conditions, but is typically rather re-
strictive: Even if the function in the codomain is smooth, solutions are at most k+r-times
di�erentiable.

For Fréchet spaces, most typically the spaces of smooth functions C∞(M), the inverse
function theorem generally fails. Moser [Mos66] suggested an algorithm, or method of
proof, similar to Newton-Raphson iteration, to �nd solutions to PDEs. Hamilton used
this method to prove a general theorem, and a useful implicit function variant, and gave
several applications, see e.g. [Ham82b,Ham77,Ham82a].

The theorem has some disadvantages over the Banach inverse function theorem. Most
clamorously, in the Banach case it is su�cient for the map under scrutiny to just be
regular in a point. It then follows that it is invertible in a neighborhood � in particular it
is regular. While for Fréchet spaces the map is required to be regular in a neighborhood
of the point. There are examples of smooth maps whose set of singular points has regular
limit points, there is a sequence of singular points converging to a regular point, hence
this condition is necessary.

As an example consider the Fréchet space C∞[−1, 1] of smooth functions f : [−1, 1] →
R, whose semi-norms are given by the Ck-norms,

‖f‖n =
∑
k≤n

sup
x∈[−1,1]

∣∣∣∣ dkdxk f(x)

∣∣∣∣ .
The partial di�erential operator

P : C∞[−1, 1] → C∞[−1, 1], Pf = f − xf
df

dx
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is a smooth Fréchet map and its derivative is given by

DP (f)g = g − xg
df

dx
− xf

dg

dx
.

It is clearly invertible at f = 0, since DP (0) = id is the identity. Yet the sequence of
smooth maps gn = 1

n
+ xn

n!
converges to 0 in C∞[−1, 1] and none of the gn lie in the image

of P . The latter is seen by a simple computation with formal power series. This and
more examples can be found in [Ham82b].

The second glaring di�erence is that only a particular (non-full) subcategory of Fréchet
manifolds will do. The Fréchet spaces require extra structure in the form of a `grading',
a choice of incremental order of seminorms generating the topology. Fittingly maps are
required to suitably interact with this grading. In addition of requiring a linear map
L : E → F to be continuous, which means one can estimate ‖Le‖m ≤ C ‖e‖n if n is
su�ciently larger then m (recall that the grading is incremental), one requires an upper
bound on the di�erence n−m independent of m. Such maps are called `tame'. A similar
notion of tameness exists for non-linear maps, and manifolds are required to be tame
in the sense that the local model has a canonical grading and the transition maps are
tame. This gives rise to an abundance of technical conditions that must be checked in
applications.

The tameness condition on Fréchet manifolds is restrictive. Although in general the
space of smooth maps C∞(M,Rn) is a Fréchet space, there is no canonical choice of
grading if M is not compact. When M is compact however, this problem is easily solved
and the transition maps are tame. Accordingly, many applications require manifolds to
be compact.

An additional requirement on the graded Fréchet spaces is the existence of `smooth-
ing operators'. They are a family of linear automorphisms that allows one to `truncate'
the elements of a graded Fréchet space in a controlled manner. In the Newton-Raphson
itteration, a linear automorphism L : Ck(M) → Ck(M) is repeatedly applied to a start-
ing element, one shows that L is a contraction and hence the resulting sequence Lkf
converges. In the setting of graded Fréchet spaces, say C∞(M), one can at most prove
an estimate of the form ‖Lf‖n ≤ θ ‖f‖n+r. As the index tends to in�nity, this doesn't
show that Lkf is Cauchy. This phenomenom is named 'loss of derivatives' by Moser.
The smoothing operators allow for a di�erent iteration that counters the e�ects of loss
of derivative. It is the main ingenuity in the Nash-Moser inverse function theorem. In
contrary to the choice of grading, it is su�cient for the smoothing operators to merely
exist � the local model of a tame Fréchet manifold must merely allow the existence of
smoothing operators.

The Nash-Moser theorem is most notably applicable in geometry. It provides an ana-
lytical tool to answer question revolving around deformations and stability. The primary
example, of the method, not the theorem, is found in Nash' paper [Nas56] on the embbed-
ding problem of Riemannian manifolds. Hamilton gave several example applications, in
particular to embedding manifolds with positive curvature into Rn, the shallow water
equations, and the stability of symplectic and contact strutctures in [Ham82b,Ham77].
In an unpublished paper, he additionally applies it to stability of foliations. The resulting
conditions for a foliation to be stable are sadly too strict to be useful. In this thesis we
apply Nash-Moser to the classical example of stability of smooth maps between mani-
folds, as �rst conceived and proven by Mather [Mat69], and group actions for a �xed
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manifold and compact Lie group, see e.g. [Pal61]. The latter is also proven to work for
compact Lie groupoids actions with a �xed moment map.

6



Chapter 2

Graded Fréchet spaces and examples

We begin with a short introduction to only the most relevant parts of the theory of
Fréchet spaces and Fréchet calculus. Most statements in this section are given without
proof. For a more detailed discussion of Fréchet spaces we refer to one of the many
textbooks on functional analysis. As the main focus of this thesis is understanding, and
applying to geometry, the theory presented in [Ham82b,Mos66,Nas56], we will quickly
continue towards the notions of gradings and tame maps. All vector spaces are assumed
to be over R.

2.1 Fréchet spaces

Recall that a semi-norm on a vector space F is a function ‖−‖ : F → R+, where, from
now on, R+ indicates the set of r ∈ R with r ≥ 0, satisfying the usual norm properties

• subadditivity : ‖f + g‖ ≤ ‖f‖+ ‖g‖,

• positive homogeneity : ‖λf‖ = |λ| ‖f‖,

except possibly failing to separate points, that is, ‖f‖ = 0 doesn't necessarily imply
f = 0. A family of semi-norms {‖−‖k}k∈I induces a topology on F with a basis of
topology given by the intersection of �nitely many open balls,

Br1
k1

(f) ∩ . . . ∩Brn
kn

(f), Br
k(f) = {g ∈ F | ‖f − g‖k < r} .

This topology is usually called the initial topology of the seminorms. It makes F a
topological vector space of the locally convex kind. A sequence in F converges if and
only if it converges with repect to each of the semi-norms, that is, fn → f exactly when
‖fn − f‖k → 0 for all indices k ∈ I.

De�nition 2.1.1 (Fréchet space). A Fréchet space is a locally convex space with the
following additional properties:

1. F is Hausdor�;

2. The topology can be induced by countably many semi-norms;

3. F is complete. 4
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Note that the �rst property is equivalent to: if ‖f‖k = 0 for all k, then f = 0. The
second property holds if and only if the topology is �rst countable. Note that every locally
convex vector space F satisfying the �rst property is metrizable. For let the topology of
F be given by a countable family {‖−‖k}k∈N of seminorms. Then

d(f, g) =
∞∑
k=0

2−k
‖f − g‖k

1 + ‖f − g‖k
,

de�nes a metric on F that induces the same topology. A sequence {fn} ⊆ F is Cauchy
with respect to this metric if and only if for every k ∈ N the seminorm

‖fm − fn‖k → 0

as m,n→∞.
Next we point out some facts about di�erentiable caluculus on Fréchet spaces.

De�nition 2.1.2. Let E and F be Fréchet spaces, U ⊆ E an open, and P : U → F a
continuous possibly non-linear map. Then P is called di�erentiable at e ∈ U if the limit

DP (e)h := lim
t→0

P (e+ th)− P (e)

t
,

exists for every h ∈ E. In this case DePh = DP (e)h is the directional derivative of
P at e in the direction of h. P is di�erentiable if the limit exists for every e ∈ U and
h ∈ E. 4

Note that this is the usual Gâteaux di�erential. One should emphasize that P is
assumed to be continuous in the de�nition of di�erentiability. This implies that the
notions of Fréchet di�erential and Gâteaux di�erential coincide, see for example [Tay37].

De�nition 2.1.3. Let E and F be Fréchet spaces, U ⊆ E an open, and P : U → F a
continuous map. Then P is called continuously di�erentiable, or P ∈ C1(U, F ), if the
derivative is continuous as a map

DP : U × E → F.

By recursion, it is of class Ck if DP ∈ Ck−1(U × E,F ), and P is called smooth, or of
class C∞, if it is Ck for every k ∈ N. 4

Remark 2.1.4. The directional derivative of P : U → F is linear in the sense that if
P is C1, and e ∈ U , then the map DP (e) : E → F is a linear map. For a proof of this
statement we refer to lemma 3.2.3 and theorem 3.2.5 of [Ham77]. The requirement that
P is continuously di�erential seems to be essential to the proof. 4

Some caution is needed with the above de�nitions. A map Q : B ⊇ V → C between
Banach spaces is called continuously di�erentiable in the Banach sense if its derivative

DQ : V → B(B,B′)
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is well-de�ned and continuous. If Q is C2 in the Fréchet sense de�ned above, then

‖DQ(g)h−DQ(f)h‖ =

∥∥∥∥∫ 1

0

D2Q(f + t(g − f))[h, g − f ]dt

∥∥∥∥ ≤ C ‖g − f‖ ‖h‖

for all g ∈ V su�ciently close to f . Hence it is C1 in the Banach sense. By induction on
k, Q is of class Ck in the Banach sense if it is of class Ck+1 in the Fréchet sense. On the
other hand, it is of class Ck in the Fréchet sense if it is of class Ck in the Banach sense.
Both notions are, however, not equivalent.

Since the space F(E,F ) of continuous maps between Fréchet spaces is not a Fréchet
space in a natural way, this ambiguity isn't as relevant in the category of Fréchet spaces.

Remark 2.1.5. In this thesis we use, both for maps between Fréchet spaces as between
�nite dimensional spaces, the notation DfPh = DP (f)h to indicate the derivative of P
at f in the direction of h. Hence DP is seen as a map

DP : U × E → F.

The tangent map of P is then the map

TP : U × E → F × F

with TP = (P,DP ). In the more intrinsic setting of Fréchet manifolds this translates,
for P : M→N , to

DP : TM−→P ∗TN

and

TP : TM−→TN .

For a map P : E ⊇ U → R we will sometimes write dP = DP ; although viewing the
derivative as a di�erential dP : U → E∗ is less useful in the Fréchet setting, since the
cotangent bundle of a Fréchet manifold doesn't have a natural structure of a Fréchet space.

Eventhough a Fréchet space isn't necessarily a normed space, the Hahn-Banach the-
orem still holds for Fréchet spaces. In particular, points of F are separated by the
continuous linear functionals on F in the sense that if f ∈ F is non-zero then then there
is a continuous linear functional l : F → R such that l(f) = 1. This can be used to
extend some basic results from real �nite dimensional analysis to Fréchet spaces. First
we introduce the space C0([a, b], F ) of continuous paths in F .

Proposition 2.1.6. Let [a, b] ⊆ R be a compact interval, and F a Fréchet space with
seminorms {‖−‖i}i∈I . Then the space C0([a, b], F ) of continuous paths in F is a Fréchet
space with seminorms de�ned by

‖f‖i = sup
t∈[a,b]

‖f(t)‖i

for all f ∈ C0([a, b], F ).

9



Proposition 2.1.7 (Integration). Let [a, b] ⊆ R be a compact interval, and F a Fréchet
space. Let C0([a, b], F ) denote the space of continuous paths in F . Then there is a unique

continuous linear map
∫ b
a
dt : C0([a, b], F ) → F such that

l

(∫ b

a

f(t)dt

)
=

∫ b

a

l(f(t))dt

for every continuous linear functional l : F → R, and every f ∈ C0([a, b], F ). It satis�es∥∥∥∥∫ b

a

f(t)dt

∥∥∥∥
i

≤ |b− a| · ‖f‖i

for every f ∈ C0([a, b], F ).
Moreover, if f ∈ C1([a, b], F ) is continuous di�erentiable, then∫ b

a

f ′(t)dt = f(b)− f(a).

Proof. It follows directly from Hahn-Banach that there is at most one such map. To prove
existence, �rst note that it is obvious how to de�ne the integral for piecewise linear paths.
Suppose that a = a0 < a1 < . . . < an = b is a partition of [a, b], and f ∈ C0([a, b], F ) is a
continuous, piecewise linear path in F given by

f(t) = αkt+ βk,

for t ∈ [ak−1, ak], αk, βk ∈ F , and 1 ≤ k ≤ n. Then the integral should be given by∫ b

a

f(t)dt :=
n∑
k=1

(ak − ak−1)

(
βk +

1

2
(ak−1 + ak)αk

)
.

Note that
∫ b
a
dt is linear on the space of continuous, piecewise linear paths, and∥∥∥∥∫ b

a

f(t)dt

∥∥∥∥
i

≤
n∑
k=1

|ak − ak−1|
∥∥∥∥f (1

2
(ak−1 + ak)

)∥∥∥∥
i

≤ |b− a| · ‖f‖i .

Since the continuous, piecewise linear paths lie dense in C0([a, b], F ), conclude that
∫ b
a
dt

extends to a continuous linear map on C0([a, b], F ).

Integration along continuous paths allows one to prove many basic results about the
directional derivative of a smooth map P : E → F . For us the most essential ones are
listed below.

Lemma 2.1.8. Let E and F be Fréchet spaces, U ⊆ E an open, and P : E ⊇ U−→F a
continuous map. Then P is of class C1 if there is a continuous map

l : U × U × E → F,

linear in the last component, such that

P (g)− P (f) = l(f, g)(g − f).

10



Proof. The proof is the same as in Banach calculus. If P is C1, l is given by

l(f, g)h =

∫ 1

0

DP (f + t(g − f))h dt,

and, conversely, DP (f)h = l(f, f)h.

Corollary 2.1.9. A continuous map P : E ⊕ F ⊇ U −→G from the direct sum of two
Fréchet spaces is smooth if and only if P (e,−) and P (−, f) are smooth for every e ∈ E
and f ∈ F .

Finally, Fréchet calculus shares many properties with ordinary calculus in Rn, such as
the chain rule, linearity of the directional derivative DfP , that higher order derivatives
Dk
fP are symmetric multi-linear, and Taylor's theorem with integral remainder:

P (f + h) = P (f) +
n−1∑
k=1

1

k!
DkP (f)hk +Rn(f, h),

where

Rn(f, h) =
1

(n− 1)!

∫ 1

0

(1− t)n−1DnP (f + th)hn dt.

One proves these statements by using that the linear functionals separate the points of a
Fréchet space F .
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2.2 Graded Fréchet spaces

Let ‖−‖ and ‖−‖′ be two seminorms on a vector space F . We say that ‖−‖ ≤ ‖−‖′ if
‖f‖ ≤ ‖f‖′ for every f ∈ F . This de�nes a partial order on the family of seminorms on
the vector space F .

De�nition 2.2.1 (Graded Fréchet space). Let F be a Fréchet space. A grading on F is
a particular choice of an increasing sequence

‖−‖0 ≤ ‖−‖1 ≤ ‖−‖2 ≤ . . .

of semi-norms which induce the topology on F . A graded Fréchet space is a Fréchet space
together with a �xed choice of grading. 4

In foresight, the archetypal example of a graded Fréchet space will be the space C∞(V )
of smooth functions f : V → R on the closure V of a relatively compact, open subset of
Rn. The grading is given by the so-called Ck-norms, that is, the norms

‖f‖k =
∑

|α|≤k
sup
x∈V

∣∣∣∣ ∂α∂xαf(x)

∣∣∣∣ .
Each of these semi-norms is actually a norm, since it takes the supremum of f on V , and
C∞(V ) is easily seen to be complete and Hausdor�. It is, however, not complete to any
of the norms individually; the completions (C∞(V ), ‖−‖k) are just the regular Banach
spaces Ck(V ).

Every Fréchet space can be seen as a graded Fréchet space, for if {‖−‖n : n ∈ N} gives
the topology of F , then the semi-norms

‖−‖′n =
n∑
k=0

‖−‖k

induce the same topology and are ordered increasingly. It is, however, obvious that such
a choice of grading is highly non-canonical. The grading will turn out to play an essential
role in the statement and proof of the Nash-Moser inverse function theorem; it allows one
to de�ne tame maps, which are, in some sense, a nice generalisation of continuous maps
between Banach spaces.

Remark 2.2.2. Any Banach space can be seen as a graded Fréchet space with the constant
grading ‖−‖ ≤ ‖−‖ ≤ . . ..

A graded Fréchet space comes with a sequence of topologies W1 ⊇ W2 ⊇ . . . of
increasing re�nement.

De�nition 2.2.3 (Wk-topologies). Let F be a graded Fréchet space. Then for every
k ∈ N the Wk-topology on F is de�ned as the topology induced by the family of open balls

Br
k(f) := {g ∈ F : ‖g − f‖k < r}

for all f ∈ F and r ∈ R>0. For every l ≥ k we have that Wl is a re�nement of Wk. 4
These topologies give additional means to prove the continuity of maps between graded

Fréchet spaces. In later chapters we give a more geometrical description of the Wk

topologies in the case of the graded Fréchet spaces ΓME of sections of a vector bundle
equipped with the Ck-norms.
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2.2.1 Tame maps

Hamilton [Ham82b] introduces the notion of a tame map between graded Fréchet spaces.
It is a continuous map with a clear upper bound on the increase of index of the semi-
norms.

De�nition 2.2.4 (Tame linear maps). Let E and F be graded Fréchet spaces. A linear
map L : E → F is called tame linear of base b and degree r, in short r-tame of base b, if
it satis�es the following estimates:
For every n ≥ b there is a constant Cn > 0 such that

‖Le‖n ≤ Cn ‖e‖n+r

for all e ∈ E. Let TameL denote the category of graded Fréchet spaces with tame linear
maps. 4

In words, a tame linear map has an upper bound to the increase of index and this
bound may fail for only a �nite number of semi-norms. Since this has no in�uence on the
convergence of sequences, not even on the topology of E and F , we allow some leeway in
the tameness condition by means of the base. Note that, with this de�nition, the degree
refers only to an upper bound of the growth of index. We do not assume it to be the
smallest of these upper bounds by de�nition, but this can be done in practice. Note that
it also makes sense to speak of a negative degree when the index actually lowers.

We will always assume that �nite dimensional manifolds are in the smooth category,
and that the spaces of sections consists of the smooth sections. Let E →M and F →M
be two vector bundles over a �nite dimensional manifold. A map P : ΓME → ΓMF
between the respective spaces of sections is said to be local if supp(Pσ) ⊆ supp(σ)
for all σ ∈ ΓME. A local operator is by de�nition a local, linear morphism of sheafs
ΓME → ΓMF . The Peetre theorem [J.P59] states the following.

Theorem 2.2.5 (Peetre). Every local operator P : ΓME → ΓMF is locally a di�erential
operator in the sense that around every point x ∈M there is an open subset U ⊆M such
that the restriction of P to U is the composition

i ◦ jk : ΓME → Jk(E) → ΓMF

of a linear map i and the k-th jet for some k depending on U .

Remarkably enough, no continuity conditions on P are necessary. In section 2.3.1
on page 23 we describe a graded Fréchet space structure on the spaces ΓME of sections
given that the base manifoldM is compact. In this case it follows that any local operator
P : ΓME → ΓMF is a di�erential operator of order k for a �xed k ∈ N. It is in particular
a k-tame linear map.

De�nition 2.2.6 (Smooth tame maps). Let E and F be graded Fréchet spaces, U ⊆ E
an open subset, and P : U → F a continuous possibly non-linear map. Then P is tame
if there is a covering {Ui} of U such that:

13



For every Ui there is a base bi and degree ri so that for every n ≥ bi there is a C
i
n > 0

such that the following estimates are ful�lled:

‖Pf‖n ≤ Ci
n(1 + ‖f‖n+ri

), ∀f ∈ Ui.

A smooth map P : U → G is called smooth tame if it and all its derivatives are tame.
Let TameS denote the category of graded Fréchet spaces with smooth tame maps. 4

Remark 2.2.7. For the tameness of the derivatives of P one needs to view U ×E as an
open subset of a graded Fréchet space E ×E. The grading on the latter space is given by
taking the sum ‖e1‖n + ‖e2‖n for every index n ∈ N and e1, e2 ∈ E. In section 2.2.3 on
page 19 we approach this more systematically.

Note that we do not require that P satis�es the tameness estimates globally on U but
only on the open sets in an open cover of U . In later chapters we work with the notion
of tame maps between tame Fréchet manifolds, manifolds which locally look like graded
Fréchet spaces and whose transition maps are also tame. Then the notion of tameness
for continuous non-linear maps directly globalizes to these tame Fréchet manifolds.

Remark 2.2.8. We assume that P is continuous as part of the de�nition of tameness.
For non-linear maps continuity doesn't necessarily follow from the tameness estimates.

Note that we allow the degree, base and the constants Ci
n to vary from open to open.

In most examples we are able to obtain a bound on the degrees ri and bases bi. In such a
case it makes sense to speak of an r-tame (non-linear) map of base b. Where possible, we
will keep track of the degree and base of a map. These computations are often not very
challenging once one has established that the map in question is tame. One can make,
for example, the following observation that helps tremendously in computing degrees and
bases.

Lemma 2.2.9. Both TameL and TameS are categories. More speci�cally, the compo-
sition P ◦ Q of an r-tame map of base b and an r̃-tame map of base b̃ respectively, with

r, r̃ ≥ 0, is (r + r̃)-tame of base max
{
b, b̃− r

}
.

Proof. We will only look at the smooth tame maps. For k ≥ max
{
b, b̃− r

}
one can

make estimates of the form

‖P (Q(f))‖k ≤ C1(1 + ‖Q(f)‖k+r)
≤ C1(1 + C2(1 + ‖f‖k+r+r̃))
≤ C3(1 + ‖f‖k+r+r̃).

This leads to the usual de�nitions of isomorphisms in TameL and TameS.

De�nition 2.2.10. A tame linear isomorphism, or tame isomorphism is a tame linear
map with a tame inverse.

Likewise, a smooth tame isomorphism, or tame di�eomorphism is a smooth tame
map with a smooth tame inverse. 4

14



Clearly, by the above corollary, such tame isomorphisms do not always preserve the
notion of degree and base. If one wishes to preserve these notions nonetheless, one should
work with the notion of a 0-tame isomorphism as de�ned below.

De�nition 2.2.11 (0-tame maps). A linear 0-tame isomorphism is a tame linear iso-
morphism of degree 0 with an inverse of degree 0. The graded Fréchet spaces with the
0-tame linear maps form a category denoted by TameL0.

A smooth 0-tame map is a smooth map which and whose derivatives are all 0-tame.
Consequently, a 0-tame di�eomorphism is a smooth 0-tame map with a smooth 0-tame
inverse. The graded Fréchet spaces with smooth 0-tame maps form a category denoted by
TameS0. 4

Analogously, one can give the de�nitions of r-tame linear isomorphisms and smooth
r-tame maps. However, they do not form a category, as per lemma 2.2.9 on the facing
page. Moreover note that a smooth r-tame map is not the same as smooth tame map
of degree r. The former requires that all derivatives are at most of degree r, while the
latter only restricts the degree of the map itself.

Remark 2.2.12. It often seems interesting to restrict our attention to the categories
TameL0 and TameS0. In the next chapter we encounter several examples of tame Fréchet
manifolds. These are manifolds whose charts take values in graded Fréchet spaces, and
whose transition maps are smooth tame maps. In nearly all of these examples the tran-
sition maps turn out to be 0-tame di�eomorphisms. This allows us to speak of the degree
of a tame map between these manifolds.

Since there are now two di�erent de�nitions of tameness for linear maps, namely in
TameL and TameS, we should better argue that this gives no ambiguity. Moreover, if F
is a graded Fréchet space, recall that Wk denotes the topology on F induced by the k-th
seminorm. We will also give a description of the tame linear maps in terms of continuity
conditions with relation to the family of topologies {Wk}k∈N.

Proposition 2.2.13. A map L : E → F between graded Fréchet spaces is tame linear if
and only if it is linear and tame. Moreover, a linear map L : E → F is tame linear of
degree r and base b if and only if it is continuous as a map

L : (E,Wk+r)−→(F,Wk)

for every k ≥ b.

Proof. Suppose L is linear and tame. Then it satis�es tame estimates, ∀n ≥ b,

‖Lf‖n ≤ C(1 + ‖f‖n+r), ∀f ∈ U

for some neighborhood U ⊆ E of the origin. We may assume U =
{
f ∈ E : ‖f‖b+r ≤ ε

}
for some ε > 0 and a su�ciently large b ∈ N. Let g ∈ E and δ > 0 be arbitrary, and
de�ne f = εg/(‖g‖b+r + δ). Then ‖f‖b+r ≤ ε, so the tame estimate holds for such an
f ∈ E. Use the linearity of L and multiply on both sides with (‖g‖b+r + δ)/ε to get

‖Lg‖n ≤ C

(‖g‖b+r + δ

ε
+ ‖g‖n+r

)
≤ C ‖g‖n+r .
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Now use that ‖g‖b+r ≤ ‖g‖n+r and take the limit δ → 0. The converse of the �rst
statement is trivial.

For the second statement, consider the set U = {f ∈ E : ‖Lf‖k < 1}. By the as-
sumption that L : (E,Wk+r) −→ (F,Wk) is continuous, there is a ε > 0 such that U
contains the open

{
f ∈ E : ‖f‖k+r < ε

}
. Now if g ∈ E and δ > 0 are arbitrary, de�ne

f = εg/(‖g‖k+r + δ). Then ‖f‖k+r < δ, and we have

1 >

∥∥∥∥L( εg

‖g‖k+r + δ

)∥∥∥∥
k

=
ε

‖g‖k+r + δ
‖Lg‖k .

Hence ‖Lg‖k ≤
1
ε
(‖g‖k+r + δ), and we may take δ → 0 to obtain the required estimate.

The converse statement is again trivial.

Remark 2.2.14. Later on, in particular when we look at the proof of the Nash-Moser
theorem, we often encounter long series of estimates in which there occur repeatedly in-
creased constants. We take the habit from Hamilton to denote these constants with a
`C' throughout, giving no reference to the fact that these are consecutive and di�erent
estimates. If indices occur at all, they indicate the parameters on which the C's depend.
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2.2.2 Tame linear subspaces and quotients

Let F be a Fréchet space. If j : E → F is continuous linear injection of Fréchet spaces,
then by completeness of E, the image is closed. Moreover, by the open mapping theorem
for Fréchet spaces, j is a topological linear isomorphism from E onto a closed subspace
of F . A (topological) linear subspace of F is hence naturally de�ned as a Fréchet space
E together with a continuous linear inclusion E ↪→ F . In the category TameL of tame
linear maps, this notion needs to be re�ned slightly more.

De�nition 2.2.15 (Tame linear susbspace). Let F be a graded Fréchet space. An r-tame
linear subspace of F , denoted E ≤r F , is a graded Fréchet space E together with an
r-tame linear inclusion E ↪→ F of base 0.

Every closed linear subspace E of F can be seen as a 0-tame linear subspace of F
by restricting the seminorms to E. Note that an r-tame linear subspace E ≤r F isn't
necessarily an 0-tame linear subspace, or an s-tame linear subspace with s < r. One can,
however always de�ne a new grading on E by

‖e‖′k := ‖i(e)‖k ,

but these seminorms might behave di�erently. In particular, rede�ning a grading like this
de�nes a graded space that isn't 0-tame isomorphic to E.

De�nition/Proposition 2.2.16 (Quotients). Let F be a graded space, and E ≤r F an
r-tame linear subspace. Then the quotient E/F is a graded Fréchet space with seminorms

‖f + E‖k := inf {‖f + e‖k : e ∈ E} .

The projection π : F → F/E is an 0-tame linear map of base 0. It has the property that,
if L : E → G is an r-tame map of base b with E ⊆ kerL, then there is a unique r-tame
linear map L̃ : F/E → G of base b such that

F G

E/F.

L

π L̃

commutes.

Proof. It is clear that the seminorms de�ned for F/E are in fact a grading of seminorms.
That π is 0-tame of base 0 follows from the fact that 0 ∈ E. Next we will show that F/E
is complete.

Let {fn + E}n∈N be a Cauchy sequence in F/E. By taking an appropriate subsequence
we may assume that

‖fn − fn−1 + E‖n < 2−n,

so that in particular

‖fn − fn−1 + E‖k ≤ ‖fn − fn−1 + E‖n < 2−n
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for every k ≤ n. We de�ne a sequence {en} ⊆ E recursively. Let e0 = 0, and choose for
every n ≥ 1 an element en ∈ E such that

‖(fn + en)− (fn−1 + en−1)‖n ≤ ‖fn − fn−1 + E‖n + 2−n ≤ 2 · 2−n.

Then the sequence {fn + en} is Cauchy in F . For suppose that k ∈ N, l ∈ N, and n ≥ k.
Then we compute

‖(fn+l + en+l)− (fn + en)‖k ≤
l∑

i=1

‖(fn+i + en+i)− (fn+i−1 + en+i−1)‖n

≤
l∑

i=1

2 · 2−n−l+1

≤ 21−n
∞∑
l=1

2−l ≤ 21−n,

which tends to 0 as n → ∞. Since F is complete, there exists an element f ∈ F such
that {fn + en} converges to f . By the continuity of π, the sequence {fn + E} converges
to f + E in F/E. Now note that if a subsequence of a Cauchy sequence converges to f ,
then so does the original sequence.

Finally, we should check that L̃ is r-tame of base b. This follows directly from∥∥∥L̃(f + E)
∥∥∥
k

= ‖L(f + e)‖k ≤ C ‖f + e‖k

for every e ∈ E, since E lies in the kernel of L.

18



2.2.3 The direct sum

We de�ne the direct sum of graded Fréchet spaces.

De�nition/Proposition 2.2.17 (Direct sum). Let E1 and E2 be two graded Fréchet
spaces with gradings

{
‖−‖1

k

}
and

{
‖−‖2

k

}
respectively. We de�ne the direct sum of E1

and E2 as the coproduct E1 ⊕ E2 in TameL0.
Hence it is a graded Fréchet space E1 ⊕ E2 together with 0-tame linear inclusions

i1 : E1 → E1 ⊕ E2

i2 : E2 → E2 ⊕ E2

such that if a : E1 → F and b : E2 → F are 0-tame linear maps, then there is a unique
0-tame linear map

a+ b : E1 ⊕ E2 → F

such that (a+ b) ◦ i1 = a and (a+ b) ◦ i2 = b.
The direct sum is given by the vector space E1 ⊕ E2 := E1 × E2 equipped with the

grading

‖e1 ⊕ e2‖k := ‖e1‖1
k + ‖e2‖2

k .

The graded Fréchet space E1 ⊕ E2 is actually the biproduct in TameL0. Moreover, it
satis�es nice estimates in TameL, as speci�ed in the proof below.

Proof. The uniqueness of E1⊕E2 up to 0-tame linear isomorphisms follows directly from
the usual categorical argument.

It is directly clear that the ‖−‖k de�ne a grading on E1 ⊕ E2, and that E1 ⊕ E2 is
Hausdor� and complete.

Let a : E1 → F and b : E2 → F be an r-tame and s-tame linear map of base b and c
respectively. Then de�ne the map also the categorical product, hence it is the biproduct
in the category of graded Fréchet with tame maps.

a+ b : E1 ⊕ E2 → F, (a+ b)(e1 ⊕ e2) = a(e1) + b(e2).

Then a+ b is max(r, s)-tame of base max(b, c), for we can make estimates of the form

‖(a+ b)(e1 ⊕ e2)‖k = ‖a(e1) + b(e2)‖k
≤ ‖a(e1)‖k + ‖b(e2)‖
≤ C(‖e1‖k+r + ‖e2‖k+s
≤ C(‖e1 ⊕ e2‖k+max(r,s)

for all k ≥ max(b, c).
On the other hand, let a : E → E1 and b : E → E2 be an r-tame and s-tame linear

map of base b and c respectively. Then de�ne the map

(a, b) : E → E1 ⊕ E2, (a, b)e = a(e)⊕ b(e).
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Then a⊕ b is max(r, s)-tame of base max(b, c), for we can make estimates of the form

‖(a, b)e‖k = ‖a(e)⊕ b(e)‖k
= ‖a(e)‖k + ‖b(e)‖k
≤ C(‖e‖k+r + ‖e‖k+s)
≤ C ‖e‖k+max(r,s)

for all k ≥ max(b, c).

Remark 2.2.18. Equivalently, we could have equipped E1 ⊕ E2 with the seminorms

‖(e1, e2)‖k = max(‖e1‖1
k , ‖e2‖

2
k),

since max(r, s) ≤ r + s ≤ 2 max(r, s) for any r, s ∈ R>0.

Remark 2.2.19. Note that a tamely equivalent direct sum E1 ⊕′ E2 in TameL might
fail to be 0-tamely equivalent to the direct sum de�ned above. Therefore the direct sum
we work with is always the 0-tame direct sum de�ned here.

Let E1,2 and F1,2 be graded Fréchet spaces, and let a : E1 → F1 and b : E2 → F2

be an r-tame and s-tame linear map of base b and c respectively. Then by the previous
lemma the map

a⊕ b : E1 ⊕ E2 → F1 ⊕ F2, (a⊕ b)(e1 ⊕ e2) = a(e1)⊕ b(e2)

is max(r, s)-tame linear of base max(b, c). Conversely, a and b are r-tame linear of base
b if a⊕ b is.

The interchange map is worth mentioning at this point. The graded Fréchet spaces
E1 and E2 give rise to four 0-tame linear inclusions, namely two into E1 ⊕ E2 and two
into E2 ⊕E1. Since the tame direct sum is also the coproduct of 0-tame maps, it follows
that there is a 0-tame linear isomorphism

τ : E1 ⊕ E2−→E2 ⊕ E1.

Next we will discuss the tame direct summands of graded Fréchet spaces. Note that a
tame linear subspace of a graded Fréchet space F isn't necessarily a tame direct summand
of F .

De�nition/Proposition 2.2.20. Let E and F be two graded Fréchet spaces. E is a
tame direct summand of F if there are tame linear maps

E
i
↪→ F

p−→ E

of degre r and degree s, and of base b and base s, respectively, such that p ◦ i = id. One
can de�ne r-tame direct summands by stipulating that r = s.

In this case, there is a 0-tame linear subspace E ′ ↪→ F such that F is max(r, s)-tame
isomorphic to E ⊕ E ′.
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Proof. Let E ′ := ker(p) be equipped with the grading induced by F . Since p is continuous,
E ′ is closed subspace of F , hence it is a graded Fréchet space. The inclusion j : E ′ ↪→ F
is by de�nition 0-tame linear of base 0, and the projection id − p : F → E ′ is s-tame
linear of base c. We conclude that the map

i+ j : E ⊕ E ′ → F

is r-tame linear of base b, and its inverse

(p, id− p) : F → E ⊕ E ′

is s-tame linear of base c.

Sometimes one might wish to measure tameness separately in either component, for
example to simplify estimates. The de�nition below can be extended to arbitrary �nite
direct sums of graded Fréchet spaces.

De�nition 2.2.21. Let U and V be open subsets in graded Fréchet spaces, F a graded
Fréchet space, and P : U × V → F a continous map. Then P is (r, s)-tame of base b if:
For every n ≥ b there is a constant Cn > 0 such that

‖P (f, g)‖n ≤ C(1 + ‖f‖n+r + ‖g‖n+s)

for all (f, g) ∈ U × V . 4

Remark 2.2.22. This de�nition appears not to be consistent with de�nition 2.2.6 on
page 13, where an open cover enters. One can give a de�nition of tameness of degree r and
base b like the de�nition above, without introducing a cover, to give a de�nition of `global'
tameness. Then one wants to use this de�nition locally for tame Fréchet manifolds. This
gives back an extended de�nition of tameness for open subsets of graded Fréchet spaces,
as in de�nition 2.2.6. With the latter de�nition it makes less sense to speak of degree
and base globally. Even when one can �nd an open cover which provides a bound on
the degrees and bases corresponding to open subsets of the cover, the constants Ci in
the tameness estimates might still depend on these open subsets. We mainly encounter
de�nition 2.2.21 in the proof of the Nash-Moser theorem. Here we are allowed to restrict
to just one open subset in the cover such that we can utilize the degree of a tame map.
On the other hand, the notion of tameness should be such that it applies to the general
setting of continuous maps between tame Fréchet manifolds.

The following proves to be useful in such situations. Its proof is completely analogous
to lemma 2.2.13 on page 15, see [Ham82b] if more details are necessary.

Lemma 2.2.23. Let U be an open subset in a graded Fréchet space, E and F graded
Fréchet spaces, and

P : U × E−→F

a continuous map that is linear in the second component. If P is (r, s)-tame of base b,
then for every n ≥ b there is a constant Cn > 0 such that

‖P (f)g‖n ≤ Cn(‖g‖n+s + ‖f‖n+r ‖g‖b+s),

for all f ∈ U , and g ∈ E.
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The above lemma obviously extends to arbitrary multi-linear tame maps. We will
write down the bilinear case explicitely, since we use it repeatedly in the proof of the
Nash-Moser theorem.

Lemma 2.2.24. Let U be an open subset in a graded Fréchet space, E1, E2, and F graded
Fréchet spaces, and

P : U × E1 × E2 → F

a continuous map that is bilinear in the last two components. If P is (r, s1, s2)-tame of
base b, then for every n ≥ b there is a constant Cn > 0 such that

‖P (f){g, h}‖n ≤ Cn
(
‖g‖n+s1

‖h‖b+s2 + ‖h‖n+s2
‖g‖b+s1 + ‖f‖n+r ‖g‖b+s1 ‖h‖b+s2

)
for all (f, g, h) ∈ U × E1 × E2.
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2.3 Examples of graded Fréchet spaces

This section introduces the main examples of graded Fréchet spaces. Most results proven
here are used in later chapters, since these graded Fréchet spaces are the local models of
most tame Fréchet manifolds. Let E →M be a vector bundle over a compact base. The
prototype graded Fréchet space is the space of smooth sections,

ΓME = {σ : M → E : p ◦ σ = id} .

The vector bundles over M form a full subcategory of the category BundM of bundles
over M , that is, the surjective submersions onto M . The morphisms BundM(E,E ′) are
the (non-linear) smooth bundle maps

E E ′

M.

f

p q

They give rise to smooth 0-tame maps by composition on the left, that is, they give a
smooth tame map

ΓMf = f∗ : ΓME−→ΓME
′,

hence we may view ΓM as a functor VectM −→Graded, from the category of vector
bundles over M with bundle maps to the graded Fréchet spaces with smooth tame maps.
Moreover, if f is a vector bundle map, in the sense that it is linear on each of the �bers,
these maps f∗ are 0-tame linear.

2.3.1 Sections of a vector bundle

The following is the most important class of examples. Let M be a compact smooth
manifold and E

p−→ M a vector bundle over M . The space ΓME of smooth sections is a
graded Fréchet space in the following way. It will be the generic local model of the spaces
C∞(M,N) in the sense that each connected component has a ΓME as local model; which
are not necessarily isomorphic on di�erent connected components.

Suppose that (U,ϕ) is a chart on M that admits a local trivialization

ψ : EU → U × Rn

of the vector bundle E. Let V be a relatively compact, open subset such that V̄ ⊆ U ,
and ϕ(U) is an open neighborhood of the origin. To simplify notation we will identify V
with its image ϕ(V ). Every section σ ∈ ΓME can locally be represented by a function

(id, σ̃) = ψ ◦ σ ◦ ϕ−1|V : V → V × Rn.

Now one may de�ne seminorms on ΓME by choosing a �nite cover of such charts {(Uα, ϕα)}α∈A
and corresponding local trivializations ψα such that the relatively compact subsets Vα
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cover all of M . The de�nition of the semi-norms becomes

‖σ‖k =
k∑
j=0

maxα∈A supx∈Vα

∥∥Djσ̃(x)
∥∥ ,

where the norms on the right-hand-side are the norms induced on the space of j-linear
maps induced by the Euclidean norms.

Alternatively one can use the partial derivatives of the components of σ̃. For multi-
indexes γ, δ ∈ Nn we use the common conventions

∂γ

∂xγ
= ∂γ =

∂γ1

∂xγ11

. . .
∂γn

∂xγn
n

;

|γ| =
n∑
i=1

γi;

(γ + δ)i = γi + δi.

Note that the local representative σ̃ is actually de�ned on the closure of V , which is
compact, so that the supremum is always �nite. The seminorms are now de�ned by

‖σ‖k =
∑
|γ|≤k

∑
1≤i≤n

maxα supx∈Vα
|∂γσ̃i(x)| .

Here we have written σ̃ = (σ̃1, . . . , σ̃n). In words, we take the supremum over all partial
derivatives up to order k for all components of σ̃.

Alternatively, choose Riemannian metrics on E and TM respectively and connections
∇ and ∇̄ respectively. Let

Σk(M,E) := Γ(M,Sk(T ∗M)⊗ E)

denote the space of symmetric k-forms on M with values in V . Then de�ne a R-linear
di�erential operator

D : Σk(M,E) → Σk+1(M,E)

in the following way:

D(ω)(M0, . . . ,Mk) =
∑

i
∇Mi

ω(. . . , M̂i, . . .)−
∑

i<j
ω([Mi,Mj]+, . . . , M̂i, . . . , M̂j, . . .),

where [M,N ]+ = ∇̄MN + ∇̄NM and the circum�ex indicates omission of the indicated
vector �eld. Locally we obtain an expression of the form

Dkσ =
∑
i,I

∂kσi
∂xi1 . . . ∂xik

dxi1 ⊗ . . .⊗ dxik ⊗ vi

+
∑
l<k,I,J

AI,Ji,j
∂lσj

∂xi1 . . . ∂xil
dxi1 ⊗ . . .⊗ dxik ⊗ vi,
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where the I run through nk = {1, . . . , n}k and the J through nl. The AI,Ji,j are smooth
functions further left unspeci�ed, as the local formula really isn't relevant to the con-
struction. Now de�ne semi-norms on ΓME by

‖σ‖k :=
k∑
j=0

sup
x∈M

∣∣Djσ(x)
∣∣ ,

where the absolute values indicate the norms on (Sk(T ∗M)⊗E)x induced by the metrics.

Proposition 2.3.1. Let E → M be a vector bundle over a compact base. The space of
sections ΓME is graded Fréchet space with any of the above equivalent gradings. Moreover,
these are independent of the choices made in the sense that di�erent choices give 0-tame
equivalent graded Fréchet spaces.

Proof. The Hausdor�ness is obvious, since the supremum norm ‖−‖0 is already a norm.
As for completeness, take a Cauchy sequence {σn}. Locally on a ball V , it converges to a
smooth map σ : V → Rn, and this convergence is uniform for all partial derivatives. For
this we just need the usual argument that the point-wise limit of a uniform converging
sequence of continuous maps is continuous; it is, after all, su�cent to check this locally.
These maps coincide on the intersections, hence collate to a smooth section σ ∈ ΓME to
which the sequence converges.

For the second part of the lemma it is su�cient to check that for any two charts (U,ϕ)
and (U ′, ϕ′), and respective local trivializations ψ and ψ′, there is an estimate

max
|α|≤k

max
i

supx∈V ∩V ′
∣∣∂αψiσϕ−1(x)

∣∣ ≤ Cmax
|β|≤k

max
j

supy∈V ∩V ′
∣∣∂βψ′jσϕ′−1(y)

∣∣
for some constant C = C(U,U ′) > 0. For if {(U,ϕ, ψ)} and {(U ′, ϕ′, ψ′)} are two choices
of coverings, then one can take the maximum of the constants C(U,U ′) over all U and
U ′, since these are only �nite in number.

Fix some x ∈ ϕ(U ∩ U ′) and let y = ϕ′ϕ−1(x) ∈ ϕ′(U ∩ U ′) be the corresponding
coordinate in the other chart. Let dxi = dxxi denote the unit vector in i-th direction at
x. Note that

Tx(ϕ
′ϕ−1)dxi =

∑
j

cij(x)dyj

for some smooth functions cij. Moreover, introduce the notation

dxα = dxα1
1 . . . dxαm

m

so that the partial derivative can be written as

∂ασ̃i(x) = (T |α|x σ̃i)dx
α.

Observe the trivial identities ψi = ψiψ
′−1ψ′ and likewise ϕ−1 = ϕ′−1ϕ′ϕ−1. We now have
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the estimates

|∂ασ̃i(x)| =
∣∣T |α|y (ψiψ

′−1ψ′σϕ′−1)T |α|x (ϕ′ϕ−1)dxα
∣∣

≤ C(x) max
|β|=|α|

∣∣T |α|y (ψiψ
′−1ψ′σϕ′−1)dyβ

∣∣
= C(x) max

|β|=|α|

∣∣∣T |α|ψ′σϕ′−1(y)(ψiψ
′−1)T |α|y (ψ′σϕ′−1)dyβ

∣∣∣
≤ C2(x) max

|β|=|α|
max
j

∣∣T |α|y (ψ′jσϕ
′−1)dyβ

∣∣
= C(x) max

|β|=|α|
max
j

∣∣∂βσ̃′(y)∣∣ .
Here the constants C(x) depend continuously on x ∈ ϕ(U ∩ U ′). Hence these constants
have a bound C(x) ≤ C on the compact set V ∩ ϕ(U ′).

Remark 2.3.2. The construction of the norms on ΓME works equally well for compact
manifolds M with boundary. As it turns out, it is sometimes useful to work in such a
setting. Luckily, there are no signi�cant complications in the proofs if M has boundary.

All of the above fails if M is not compact. Even for the trivial line bundle, where
we have ΓME = C∞(M), there are many functions which are not bounded by the 0-th
seminorm. The construction above fails at chosing the cover {Vα}α∈A. One can cover M
with relatively compact open sets Vα. One can �nd a �nite cover {Uα} for any manifold
M ; this can be proven using dimension theory. But, clearly, one cannot �nd both at once
if M is not compact.

A common solution is to de�ne seminorms ‖−‖K,k for every compact subset K ⊆ M
in the same way as above, but by only taking the supremum over all x ∈ K. This
de�nes a Fréchet topology; it is already de�ned by a choosing a countable exhaustion
K0 ⊆ K1 ⊆ K2 ⊆ . . . ⊆ M of M in the sense that all the Ki are compact, Ki ⊆ K◦

i+1,
and M = ∪iKi. This actually allows one to de�ne a graded Fréchet space, by taking
‖−‖k := ‖−‖Kk,k

, but this cannot be done in a cannonical way. The graded Fréchet
spaces de�ned by choosing di�erent compact exhaustions are not tamely isomorphic.
For de�ne a new compact exhaustion K ′

i = K2i, and de�ne the corresponding grading
‖−‖′k = ‖−‖K′k,k. Then one can at best obtain estimates of the form

‖f‖′k ≤ C ‖f‖2k .
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2.3.2 Jet bundles and the Whitney C∞ topology

Let E → M be a vector bundle over a compact base. We will spend some time giving a
alternative description of the topology on ΓME. This will aid us with identifying open
subsets, and proving continuity of maps. There is a natural topology on ΓME known
as the Whitney C∞-topology, see for example [Mat69]. We will give its de�nition for a
vector bundle E → M with possibly non-compact base, and show it coincides with the
topology induced by the Ck-norms whenever M is compact.

We begin by introducing jet bundles. For now assume that M and N are possibly
non-compact manifolds. For every k ∈ N and x ∈ M two smooth maps f : U1 → N
and g : U2 → N , de�ned on open subsets x ∈ Ui ⊆ M , are said to be k-tangential if
y = f(x) = g(x), and there exist charts (U,ϕ) around x and (V, ψ) around y such that

Dj(ψ ◦ f ◦ ϕ−1)(0) = Dj(ψ ◦ f ◦ ϕ−1)(0)

for all 1 ≤ j ≤ k. A k-jet of M into N with source x and target y is an equivalence class
of smooth maps U → N with x ∈ U . In particular, given a smooth map f : M → N ,
the k-jet of f at x is denoted by jk(f)(x). Let Jk(M,N)x,y denote the set of all k-jets
with source x and target y, Jk(M,N)x = ∪y∈NJk(M,N)x,y the k-jets with source x, and
Jk(M,N) = ∪x∈MJk(M,N)x the set of all k-jets of M into N . There is an obvious map

π : Jk(M,N) →M ×N,

projecting onto the source and target of a k-jet. We will show that this makes Jk(M,N)
a �ber bundle over M × N . Moreover, the obvious maps πM : Jk(M,N) → M and
πN : Jk(M,N) → N , and for l ≤ k the map

πkl : Jk(M,N)−→J l(M,N)

that forgets the last (k−l)-derivatives are �ber bundles. In particular note that J0(M,N) =
M ×N , so that π = πk0 .

Let U be an open subset in Rm and V an open subset in Rn. One easily makes the
identi�cation

Jk(U, V ) = U × V × S1(Rm)∗ ⊗ Rn × . . .× Sk(Rm)∗ ⊗ Rn,

where the Sj(Rm)∗ ⊗ Rn are the spaces of symmetric multi-linear maps, by choosing a
representative f of z ∈ Jk(U, V )x and evaluating the �rst k derivatives in the point x,

(x, f(x), D1f(x), . . . , Dkf(x)).

This is independent of the representative, and de�nes a bijection. This identi�es Jk(U, V )
as a �nite dimensional manifold.

Suppose that M ′ and N ′ is a second pair of manifolds, with x′ ∈M ′ and y′ ∈ N ′. Let
ϕ be a di�eomorphism from an open neighborhood of x′ onto an open neighborhood of
x, and, likewise, ψ a di�eomorphism from an open subset around y onto an open subset
around y′. The former map induces a bijection

ϕ∗ : Jk(M,N)x,y−→Jk(M ′, N)x′,y
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by ϕ∗(jk(f)(x)) = jk(f ◦ ϕ)(x), and the latter a bijection

ψ∗ : Jk(M,N)x,y−→Jk(M,N ′)x,y′

by ψ∗(j
k(f)(x)) = jk(ψ ◦ f)(x). Both maps are obviously independent of the chosen

representatives, hence well-de�ned. Now if (U,ϕ) is a chart around x and (V, ψ) is a
chart around y, then the composition

ψ∗(ϕ
−1)∗ : Jk(M,N)U,V −→Jk(ϕ(U), ψ(V ))

de�nes a chart for Jk(M,N). It is easy to check that these charts coincide and all the
maps mentioned above are �ber bundles.

Moreover, for any smooth map f : N → N ′, the map f∗ : Jk(M,N) → Jk(M,N ′)
de�ned by composition on the left is a smooth �ber bundle map. In particular we can
identify J1(R, N)0 with the tangent space TN and f∗ : TN → TN ′ is just the tangent
map of f .

We are now ready to de�ne the Whitney C∞ topology of C∞(M,N).

De�nition 2.3.3 (Whitney C∞ topology). Let M and N be two manifolds. For every
k ∈ N and open subset U of Jk(M,N), de�ne

M(U) :=
{
f ∈ C∞(M,N) : jk(f)(M) ⊆ U

}
.

Then M(U) ∩M(V ) = M(U ∩ V ), so the M(U) form a basis of topology. This corre-
sponding topology is the Whitney Ck topology on C∞(M,N). Whenever no confusion
arises, both the topology and this basis of topology are denoted by Wk.

Since Wk ⊆ Wl for every pair k ≤ l, the union W∞ = ∪kWk is also the basis of a
topology. The corresponding topology is the Whitney C∞ topology on C∞(M,N). 4

For every k ∈ N, the Whitney Ck topology can actually be de�ned on the space
Ck(M,N) of k-di�erentiable mappings. Of course, one needs to adjust the de�nition of
the jet bundles accordingly to account for all the Ck-maps. In particular, the topology
W0 on C0(M,N) contains the compact-open topology: for every compact set K ⊆ M
and and open set U ⊆ N , the sets

M(K,U) =
{
f ∈ C0(M,N) : f(K) ⊆ U

}
form a basis of the compact-open topology on C0(M,N). Each of these sets M(K,U) is
open with respect to the W0-topology. Namely, the set V = K × U ∪ π−1

1 (M −K), with
π1 : M×N →M the projection, is clearly open inM×N , and we haveM(V ) = M(K,U).

The compact-open topology and the W0-topology are obviously equivalent if M is
compact. However, if M is not compact, then the W0-topolgy is strictly �ner then the
compact open topology. One can for example take M = N = R. The set

A :=
{
f ∈ C0(M,N) : |f(x)| < e−x

2 ∀x ∈ R
}

is an open subset with respect to the W0-topology. However it cannot be open in the
compact-open topology. The sequence of constant maps {fk}k∈N de�ned by fk(x) = 1

k
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for x ∈ R is fully contained in the complement of the set A. Yet fk tends to the constant
zero map with respect to the compact-open topology while the zero map is contained in A.

We will give an alternative description of the topologies Wk, by describing a local
basis around an arbitrary member of C∞(M,N). Its similarities to the Fréchet topology
on ΓME are unmistaken.

Let (U,ϕ) and (V, ψ) be charts of M and N , K a compact subset of U , ε > 0, and
f : M → N a smooth map such that f(K) ⊆ V . Let N(f,K, ϕ, ψ, ε) denote the set of
all smooth maps g : M → N such that g(K) ⊆ V and∥∥ψ ◦ f ◦ ϕ−1 − ψ ◦ g ◦ ϕ−1

∥∥
ϕ(K),k

< ε,

where ‖−‖ϕ(K),k is the regular C
k-norm, but only taking the supremum over the x ∈ K.

More generally, let {(Uα, ϕα)}α∈A is a cover by charts of M , {(Vα, ϕα)}α∈A a cover by
charts of N , K = {Kα} a locally �nite cover ofM by compact subsets such thatKα ⊆ Uα,
and ε = {εα > 0} a family of constants. Let f : M → N be a smooth map such that
f(Kα) ⊆ Uα for all α ∈ A, then set

N(f,K, ϕ, ψ, ε) :=
⋂

α∈A
N(f,Kα, ϕα, ψα, εα).

Lemma 2.3.4. LetM and N be two manifolds. For any k ∈ N, the collection {N(f,K, ϕ, ψ, ε)}ε
running over all families of positive numbers ε = {εα > 0} is a basis of the Wk topology
around f .

Proof. Let π : Jk(M,N) → M denote the projection. It is straightforward to see that
for each α ∈ A there exists an open subset Uα of π−1(Kα) such that

N(f,Kα, ϕα, ψα, εα) =
{
g ∈ C∞(M,N) : jk(g)(Kα) ⊆ Uα

}
.

The intersection

W = ∩α∈A
(
Wα ∪ π−1(N −Kα)

)
is open, since the family {Kα}α∈A is locally �nite. The equality

N(f,K, ϕ, ψ, ε) = M(W )

folows directly. The converse is even simpler. Let U ⊆ Jk(M,N) be an open subset such
that f ∈M(U). For every α ∈ A we must �nd a constant εα > 0 such that

N(f,Kα, ϕα, ψα, εα) ⊆
{
g ∈ C∞(M,N) : jk(g)(Kα) ⊆ U

}
.

But since Kα is compact, and the fact that Jk(M,N) is trivial over any product of charts
Uα × Vα this can be done easily.

Let E →M be a vector bundle and consider again the space of sections ΓME. IfM is
not compact, the topology W∞ seems to be too �ne to allow a grading of seminorms. In
fact, ΓME isn't even a R-linear topological vector space if it is equipped with the Whitney
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C∞ topology. For suppose that σ ∈ ΓME is an arbitrary section. Then the sequence
σn = 1

n
σ should converge to the zero section. If we choose a vector bundle metric g on

E, then we can de�ne an open subset

U = {ex ∈ E : d(0x, ex) < ϕ(x)d(0x, σ(x))}

of E, where ϕ : M → R a smooth map, ϕ > 0, that tends to zero at in�nity. Now M(U)
de�nes an open neighborhood of the zero section in ΓME, yet none of the

1
n
σ lie inM(U).

Remark 2.3.5. Let E → M be a vector bundle with a compact base. As for any �ber
bundle one can also de�ne the k-th jet bundle Jk(E) by only considering the k-jets of
sections of E. This is a submanifold of Jk(M,E), hence the topologies on ΓME induced
by Jk(E) and Jk(M,E) coincide.

Lemma 2.3.6. Let E → M be a vector bundle over a compact manifold. Then the
Fréchet topology on ΓME from proposition 2.3.1 on page 25 coincides with the Whitney
C∞ topology. Moreover, if U ⊆ E is an open, then

M(U) = {σ ∈ ΓME : σ(M) ⊆ U} .

Proof. This follows directly from lemma 2.3.4 on the previous page by using local trivi-
alizations of E →M .
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2.3.3 Basic properties of ΓME

The following lemma contains useful observations about graded Fréchet spaces of the
form ΓME.

Lemma 2.3.7. Let E1 →M and E2 →M be two vector bundles over the same compact
base.

• If E1 ' E2 are isomorphic vector bundles than ΓME1 and ΓME2 are 0-tamely linear
isomorphic.

• The natural map

ΓM(E1 ⊕ E2) ' ΓME1 ⊕ ΓME2

is a 0-tame linear isomorphism.

• If E1 is a sub vector bundle of E2, then ΓME1 is a 0-tame direct summand of ΓME2.

Proof. The �rst statement follows directly from the de�nitions.
For the second statement one can choose local trivializations of the Whitney sum

E1 ⊕ E2 such that for

ψ : (E1 ⊕ E2)|U → U × Rk1 × Rk2

the �rst k1 coordinates trivialize E1 and the latter k2 trivialize E2. Hence this speci�es a
grading for which

‖−‖E1⊕E2

k = ‖−‖E1

k + ‖−‖E2

k .

For the third statement one can choose a vector bundle metric on E2. Then the
decomposition E2 = E1 ⊕ E⊥

1 implies that ΓME2 is 0-tamely isomorphic to ΓME1 ⊕
ΓME

⊥
1 .

Remark 2.3.8. Every vector bundle on a second countable Hausdor� manifold M is the
direct summand of a trivial vector bundle M ×Rd for su�ciently high dimension d ∈ N.
In particular, if E → M is a vector bundle with compact base, then ΓME is a 0-tame
subspace of

ΓM(M × Rd) = C∞(M,Rd) ' C∞(M)d.

Hence one can de�ne the graded Fréchet space structure on ΓME by starting from the
structure on C∞(M).

This can be used in combination with lemma 2.3.7 to simplify some estimates. Suppose
thatM and N are compact manifolds and f : M → N is a smooth map. One can consider
ΓN as a functor between the category of vector bundles on N with vector bundle maps and
the category of graded Fréchet spaces with tame linear maps. Likewise, one can consider
ΓMf

∗ as a functor on the category of vector bundles on N with vector bundle maps by
�rst pulling back along f and then applying ΓM . Now suppose that α : ΓMf

∗ → ΓN is a
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natural transformation, which in particular implies that every component αE is a tame
linear map. If E → N is a vector bundle, then the tameness estimates for

αE : ΓMf
∗E → ΓNE

follow directly from the estimates for αM×R : C∞(M) → C∞(N). This for example
happens in lemma 2.3.12 on page 38.

The vector space C∞(M) = ΓM(M × R) hence also plays an important role in the
category of graded Fréchet spaces. It is a smooth 0-tame ring in the sense that point-wise
addition and multiplication are 0-tame bilinear maps. We will state this in a more general
result.

Lemma 2.3.9. Let E →M be a vector bundle over a compact base manifold, then ΓME
is a 0-tame C∞(M)-module in the sense that point-wise addition

+E : ΓME ⊕ ΓE−→ΓME, (σ + τ)(x) = σ(x) + τ(x)

and point-wise multiplication

·E : C∞(M)⊕ ΓME−→ΓME, (f · σ)(x) = f(x)σ(x)

are 0-tame bilinear maps of base 0.

Proof. The addition is 0-tame bilinear by the de�nition of the tame direct sum, and the
fact that ΓME is a topological vector space. Note that this is a slightly stronger statement
than just saying that addition is continuous, as it depends on the choice of grading on
the direct sum.

For the product, note that there exists a �ber-wise product

µ : (M × R)⊕ E−→E : (f, e) 7→ f · e,

for all f ∈ R, e ∈ Ex, x ∈ M . This map is a smooth �ber-preserving map. Hence, by
proposition 2.3.11 on page 34, the map

µ∗ : ΓM((M × R)⊕ E) → ΓME

de�ned by left-composition by µ is a 0-tame bilinear map. Now note that ΓM((M×R)⊕E)
is 0-tame isomorphic to C∞(M)⊕ ΓME.

The following lemma is trivial, yet it is still worth mentioning. Recall that a compact
region R ⊆M is the closure of a relatively compact open submanifold, such that R has a
smooth boundary. As noted in remark 2.3.2 on page 26 the spaces sections ΓRE, where
E → R is a vector bundle, are also graded Fréchet spaces. The norms are de�ned in
exactly the same way as for compact manifolds without boundary.

Lemma 2.3.10. Let E → M be a vector bundle over a compact base manifold and
N ⊆M either a closed submanifold or a compact region in M . Then the restriction map

ρ : ΓME → ΓNE|N

is 0-tame linear.
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In fact, one can show that if f : N → M is a smooth map with N compact as well,
then the map

f ∗ : ΓME → ΓN(f ∗E)

de�ned by composing a section on the right is a 0-tame linear map as well. We will not
prove this, as it will be a consequence of proposition 3.2.16 on page 72.
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2.3.4 Left composition by a �ber preserving map

We will prove the smooth tameness of a the collection of useful non-linear maps between
graded Fréchet spaces of the form ΓME. Consider two vector bundles E → M and
E ′ → M with the same compact base. Let BundM(E,E ′) be the set of bundle maps

E → E ′ over M , that is, the smooth maps E
f−→ E ′ such that

E E ′

M

f

p q

commutes; in other words, these are smooth maps that map �bers into �bers over the
same base point, but are not necessarily linear when restricted to a �ber. Such bundle
maps induce a particularly useful class of smooth tame maps, since they will function as
the coordinate charts of all of our examples of Fréchet manifolds.

In the statement of the following lemma we identify the sections ν ∈ ΓME with the
vertical vector �elds X ∈ X vert(E) that are constant on the �bers of E via the formula

Xe =
d

dt

∣∣∣∣
t=0

(e+ tνm),

for e ∈ Em, and m ∈M .
Let U ⊆ E be an open subset. Recall from de�nition 2.3.3 on page 28 and lemma 2.3.6

on page 30 that the set M(U) ⊆ ΓME is de�ned by

M(U) := {σ ∈ ΓME : σ(M) ⊆ U} .

Proposition 2.3.11. Let E →M and E ′ →M be vector bundles over the same compact
base, and f : U → E ′ a �ber preserving map de�ned on an open subset U ⊆ E. Then the
map

f∗ : M(U) → ΓME
′ : σ 7→ f ◦ σ

is a smooth 0-tame map. Its tangent map at σ ∈M(U) is given by

Tσf∗ : ΓME → ΓME
′ : ν 7→ Tf ◦ ν.

If f is a vector bundle map instead, then the map f∗ is 0-tame linear.

Proof. Without much loss of generality we may assume that U = E.
First we will show that f∗ is a continuous map. The induced map

f̃ : Jk(E) → Jk(F )

de�ned by pushing forward k-jets is smooth. Hence any open in U ⊆ Jk(E) gives rise to
an open subset f̃−1(U) ⊆ Jk(E) and the sets

M(f̃−1(U)) =
{
g ∈ ΓME : jk(g)(M) ⊆ f̃−1(U)

}
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and f−1
∗ (M(U)) coincide. This shows that the preimage f−1

∗ (M(U)) is a Wk-open, and
thus that f∗ is continuous.

Next we will show that f∗ is a smooth map. Around any point x ∈M one can choose
an open subset U ⊆M such that there are local trivializations

ψ : EU
'−→ U × Rm,

ψ′ : E ′
U

'−→ U × Rn

of both vector bundles. The bundle map f is now locally represented by

ψ′ ◦ f ◦ ψ−1 = (id, f̃) : U × Rm → U × Rn,

where f̃ : U ×Rm → Rn is the appropriate map. Since the latter is a smooth map, there
exists a continuous map

l̃ : U × Rm × Rm × Rm → Rn,

linear in the last component, such that

f̃(x, y1)− f̃(x, y0) = l̃(x, y0, y1)(y1 − y0).

It is a well-known principle that such a map can be de�ned as

l̃(x, y0, y1)z =

∫ 1

0

Df̃ (x, y0 + t(y1 − y0)) zdt

and that it satis�es Df̃(x, y)z = l̃(x, y, y)z. In the global picture this de�nes a continuous
bundle map

lU = ψ′−1 ◦ (id, l̃) ◦ (ψ, ψ, ψ) : EU ⊕ EU ⊕ EU → E ′
U

that is a vector bundle map, that is, linear on each �ber, in the last summand. The open
subsets U cover M and by choosing a partition of unity {χU} with respect to a locally
�nite subcover {U} we obtain a global continuous bundle map

l : E ⊕ E ⊕ E−→E ′

(y0, y1, z) 7→
∑
p(z)∈U

χU (p(z)) lU(y0, y1)z.

Each summand (χU ◦ p)lU de�nes a continuous map EU ⊕EU ⊕EU → E ′
U that vanishes

on the �bers above the boundary of U . Hence it extends by zero to a continuous bundle
map on the entire vector bundle. For every point x ∈M , the map l is a �nite sum of these
bundle maps on the �bers above an open neighborhood of x, hence l is also continuous.
If ∆E : E → E ⊕ E is the diagonal map of E, then the composition

l ◦ (∆× id) : E ⊕ E → E ′

is given by l(y, y)z = Df(y)z, hence it is actually a smooth bundle map.
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Moreover, it has the property

l(y0, y0)(y1 − y0) =
∑

χU(x)lU(y0, y1)(y1 − y0)

=
∑

χU (f(y1)− f(y0))

= f(y1)− f(y0)

for every pair y0, y1 ∈ Rm. Hence we found a continuous bundle operator map

l∗ : ΓME × ΓME × ΓME ' ΓM(E ⊕ E ⊕ E)−→ΓME
′,

(σ0, σ1, ζ) 7→ l ◦ (σ0, σ1, ζ)

for which f∗(σ1)− f∗(σ0) = l∗(σ0, σ1) (σ1 − σ0). This implies that f∗ is continuous di�er-
entiable with derivative given by

(Df∗(σ)ν) (x) = l(σ(x), σ(x))ν(x) = Tσ(x)fν(x).

Since the derivative Df∗ = (l ◦ (∆E × id))∗, with ∆E : E → E ⊕ E the diagonal map of
E, is itself a bundle operator map, we conclude that f∗ is smooth. Note that for this part
of the proof the compactness of M isn't directly necessary.

Next we proof the tameness of f∗ following the proof of Hamilton [Ham82b]. Note
that this proves that all its derivatives are tame as well, since these are also given by
composition on the left. Recall that all seminorms on ΓME and ΓME

′ are of the form

k∑
j=1

max
U

sup
x∈V

∥∥Djσ̃
∥∥ ,

hence it su�cient to check tameness in local coordinates and then to take the maximum
over a �nite cover of local trivializations. Hence �x a local trivialization (U,ϕ, ψ, ψ′) and
an open subset V ⊆ U with its closure V̄ ⊆ U compact.

Given a �xed section σ ∈ ΓME, let N be an open neighborhood of the image of σ
with compact closure. Then the local representatives

f̃ : U × Rm−→Rn

of f and all their partial derivatives ∂β

∂xβ
∂γ

∂yγ f̃(x, y) are bounded when restricted to N . Let

M(V̄ , N) be the set of sections τ ∈ ΓME for which τ(V̄ ) ⊆ N . ThenM(V̄ , N) is an open
neighborhood of σ. For any τ ∈M(V̄ , N) we let

τ̃ : V̄ −→Rm

denote its local representative in relation to (U,ϕ, ψ, ψ′).
By the Leibniz-rule we have

∂αf̃(x, σ̃(x)) =
∑ ∂β

∂xβ
∂γ

∂yγ
f̃(x, τ̃(x))

m∏
i=1

γi∏
k=1

∂γ
i,k

dxγi,k τ̃i(x)

where τ̃i is the i-th component function of τ̃ and the sum runs over all multi-indices

β +
∑
i,k

γi,k = α.
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We can choose a constant C0 > 0 such that ‖τ‖0 ≤ C and such that∥∥∥∥ ∂β∂xβ ∂γ

∂yγ
f̃(x, τ̃(x))

∥∥∥∥
0

≤ C0

for all τ ∈M(V̄ , N) and all indices as described above. So we get an estimate∥∥∥∥ dαdxα f̃(x, τ̃(x))

∥∥∥∥
0

≤ C
∑

‖τ‖i1 · · · ‖τ‖ik

where the sum runs over i1 + . . . + ik ≤ |α|. Now by the interpolation estimates (which
we will prove in the next chapter),

‖τ‖ni ≤ C ‖τ‖in ‖τ‖
n−i
0 ≤ C ‖τ‖in ,

we obtain the estimate ‖τ‖i ≤ C ‖τ‖i/nn for all i ≤ n. Which leads us to the required
estimate,

‖f∗(τ)‖n ≤
∑
|α|≤n

max
U

sup
x∈V̄

∥∥∥∂αf̃(x, τ̃(x))
∥∥∥

≤ C(1 +
∑

‖τ‖i1 · · · ‖τ‖ik)

≤ C(1 +
∑

‖τ‖
i1+...+ik

n
n )

≤ C(1 + ‖τ‖n)

for all τ ∈ M(V̄ , N) and n ∈ N. Here we use that xθ ≤ 1 + x for all θ ∈ [0, 1] and
x ≥ 0.

The results can be summarized as follows. Let M be a compact manifold. Then by
the above proposition we can consider ΓM as a covariant functor

ΓM : VectM−→TameL0,

where VectM is the category of vector bundles over M with vector bundle maps, and
TameL0 was the category of graded Fréchet spaces with 0-tame linear maps. Alterna-
tively we may consider it as a covariant functor from the category of vector bundles over
M with bundle maps to the category TameS0.

In the case of the former, ΓM preserves the biproduct of VectM . Moreover, ΓM maps
a subbundle E ≤ F → M to a 0-tame direct summand ΓME of ΓMF . Since every
vector bundle is the direct summand of a trivial vector bundle, ΓM maps VectM into the
category of 0-tame projective modules over C∞(M).
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2.3.5 Integration of sections

In this section we show the tameness of integration. Let M and N be compact manifolds
and f : M × N → R a smooth function. Then one can de�ne a smooth function
I(f) : N → R by taking the integral

∫
M
f(x, y) dx for every y ∈ N . The resulting map

I : C∞(M ×N) → C∞(N) is proven to be tame linear. In fact, this is done in a slightly
more general setting. This will be needed later on an application of the Nash-Moser
theorem, in proving the tameness of certain `homotopy operators' in sections 5.2.1 on
page 112 and 5.2.2 on page 115.

Suppose that M is a compact manifold of dimension m. Recall that the density line
bundle DM of a manifold M is the bundle whose �ber above x ∈ M is given by the
functions θx : ∧nTxM → R satisfying

θx(cv) = |c| θx(v), ∀c ∈ R, v ∈ ∧nTxM.

A density onM is a smooth section of DM . Given a di�eomorphism ϕ : M → N between
manifolds, every multivector v ∈ ΓN(∧nTN) can be pulled back along ϕ. By conjugation,
every density can be pushed forward; we will write ϕ∗θ for the push-forward of θ.

A density θ is called positive if each of the θx is a strictly positive function. For
example, the normalized Haar measure dµ on a Lie group G is a normalized positive
density. It can be de�ned by choosing a G-invariant Riemannian metric g on G.

Any oriented Riemannian manifold M has a cannonical volume form given by

vol(g) =
√
|g|dx1 ∧ . . . ∧ dxn,

where the dx1, . . . , dxn form a basis of Ω1(M), and |g|x is the absolute value of the
determinant of gx : T ∗xM → TxM for every x ∈M . Most importantly, the absolute value
of vol(g) de�nes a positive density dµ = |vol(g)| on M . Since M is compact, it can be
normalized by dividing it by the integral

∫
M

1dµ.

Lemma 2.3.12. Let M be a compact manifold and θ a density on M . Let E → N be
a vector bundle over a compact base and π∗E → M × N the pullback bundle along the
projection M ×N

π−→ N . Then the integration map

Iθ : ΓM×N(π∗E) → ΓNE, Iθ(f)(x) =

∫
M

f(−, x) θ

is a 0-tame linear map.

Proof. Let us �rst give a more precise description of what it means to integrate a section
f ∈ ΓM×N(π∗E). We will make some peculiar choices, such that this description of
integration to aid us in the tameness estimates. Choose an atlas {(Uα, ϕα)}α∈A of M ,
and a cover {Kα} of M by precompact open subsets such that K̄α ⊆ Uα for every α ∈ A.
This can be done such that A is �nite. Moreover, choose a partition of unity {χα}
subordinate to {Kα}. Also choose an atlas {(Vβ, ψβ)}β∈B of N that locally trivializes E
by vector bundle maps

(projE, κβ) : E|Vβ
−→Vβ × Rk.
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Let {Lβ} be a cover of N by precompact open subsets with L̄β ⊆ Vβ for all β ∈ B, and
{ρβ} a partition of unity subordinate to this cover. B can be chosen �nite as well. Note
that π∗E trivializes over M × Vβ by the obvious map

π∗E|M×Vβ
→M × Vβ × E ′, κ̃β(e) = (x, v, κβ(v, e)),

where e ∈ (π∗E)x,v = Ev.
For every α and β de�ne a smooth map fα,β : Uα × Vβ → Rk,

fα,β := χα ◦ ϕ−1
α · κβ ◦ (idVβ

× (f ◦ (ϕ−1
α × idVβ

)).

This map has support in ϕα(Kα) × Vβ. The push-forward ϕα∗θ de�nes a density on
ϕα(Uα), so that we can surely integrate fα,β over ϕα(Kα). This gives a smooth map
Vβ → Rk. By multiplying this map by the partition function ρβ, we may extend it to a
section of E. Summarized, we de�ne integration of f by

Iθ(f) =
∑

α,β
ρβ · κ−1

β ◦
∫
ϕ(Kα)

fα,β ϕα∗θ.

The integral denotes Lebesgue integration on ϕα(Kα). One can check that this de�nition
of Iθ doesn't depend on the choices made. Moreover, it has the property that

Iθ(f)(n) =

∫
M

f(−, n) θ, ∀n ∈ N,

where the right-hand-side is de�ned as one usually does. From the above description it
is directly obvious that Iθ(f) is a smooth section of E.

Suppose that F → N is another vector bundle over N . Denote integration by

IE : ΓM×N(π∗E) → ΓNE,

and similarly for F and E⊕F . From the linearity of the integrals and the κβ, we deduce
that, if we choose the correct charts for IE⊕F , we have

IE⊕F = IE + IF .

This implies that IE is tame linear if IE⊕F is. For if E
i
↪→ E ⊕ F

p−→ E are the inclusion
and projection of vector bundles, then IE = p∗ ◦ IE⊕F ◦ i∗. The maps i∗ and p∗ de�ned
by left composition are known to be tame, hence it su�ces to check that IE⊕F is tame.
Conversely, IE⊕F is tame linear if both IE and IF are. This follows from the computation

‖IE⊕F (e+ f)‖E⊕Fk = ‖IE(e) + IF (f)‖E⊕Fk

≤ ‖IE(e)‖E⊕Fk + ‖IF (f)‖E⊕Fk

≤ C
(
‖IE(e)‖Ek + ‖IF (f)‖Fk

)
≤ C

(
‖e‖Ek+r + ‖f‖Fk+s

)
≤ C ‖e+ f‖E⊕Fk+t .

39



Since every vector bundle is the direct summand of a trivial one, we conclude that we may
assume that E is the trivial line bundle, and rid ourselves of all the local trivializations
κα in the de�nition of the integral. In other words, I is given by

Iθ : C∞(M ×N) → C∞(N), Iθ(f) =
∑

α

∫
ϕα(Kα)

χα ◦ ϕ−1
α · f ◦ (ϕ−1

α × id)ϕα∗θ.

Recall that the Ck-norms on C∞(N) are given by

‖f‖k =
∑

|γ|≤k
max
β

sup
y∈ψβ(L̄β)

∣∣∂γ(f ◦ ψ−1
β )(y)

∣∣ ,
where γ ∈ Nn with n = dim(N). Likewise, the Ck-norms on C∞(M ×N) are de�ned by

‖f‖k =
∑

|γ|≤k
max
α,β

sup
(x,y)∈K̄α×L̄β

∣∣∂γ(f ◦ (ϕ−1
α × ψ−1

β ))(x, y)
∣∣ ,

where now γ ∈ Nm+n with m = dim(M). From now on γ ∈ Nn denotes a multi-
index, which can be seen as γ ∈ Nm+n by being 0 in the �rst m entries. We have, for
f ∈ C∞(M ×N),

‖Iθ(f)‖k =
∑

|γ|≤k
max
β

sup
ψβ(L̄β)

∣∣∣∣∂γ∑α

∫
ϕα(Kα)

χα ◦ ϕ−1
α · f ◦ (ϕ−1

α × ψ−1
β )ϕα∗θ

∣∣∣∣ .
For each of the summands of the inner sum we can take the di�erential into the integral,
and, since χα ◦ ϕ−1

α is compactly supported in ϕ(Kα) make the estimates∣∣∣∣∂γ ∫
ϕα(Kα)

χα ◦ ϕ−1
α · f ◦ (ϕα × ψ−1

β )ϕα∗θ

∣∣∣∣
≤
∫
ϕα(Kα)

χα ◦ ϕ−1
α ·

∣∣∂γf ◦ (ϕ−1
α × ψ−1

β )
∣∣ ϕα∗θ

≤
∫
ϕα(Kα)

χα ◦ ϕ−1
α ϕα∗θ · sup

ϕα(K̄α)

∣∣∂γf ◦ (ϕ−1
α × ψ−1

α )
∣∣

≤ C sup
ϕα(K̄α)

∣∣∂γf ◦ (ϕ−1
α × ψ−1

β )
∣∣ .

So that we can estimate

‖Iθ(f)‖k ≤ C
∑

|γ|≤k
max
α,β

sup
ϕα(K̄α)×ψβ(L̄β)

∣∣∂γf ◦ (ϕ−1
α × ψ−1

β )
∣∣ ≤ C ‖f‖k .

Suppose that B
p−→ M is a compact �ber bundle. In the same spirit as the density

bundle of a manifold, one can associate a vertical density bundle DvertB → B to B. Let
k = dim(B)− dim(M) denote the dimension of the �ber of B. Then the �ber at a base
point y ∈ B consists of the functions θy on ∧kT vert

y B such that

θy(cv) = |c| θy(v), ∀c ∈ R, v ∈ ∧kT vert
y B.

A vertical density θ on B is a section of DvertB → B. We call θ positive if the function θy
is strictly positive for every y ∈ B. θ can be seen as a smooth family of positive densities
on the �bers of B, simply by restricting θ to these �bers.
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Lemma 2.3.13. Let B
p−→ M be a compact �ber bundle, E → M a vector bundle over

M , and θ a positive vertical density of B → M . Then integration de�nes a tame linear
map

Iθ : ΓB(p∗E)−→ΓME, I(f)(m) =

∫
Bm

f θBm .

Proof. First note that, by arguments similar as in lemma 2.3.12 on page 38, we may
assume without loss of generality that E is the trivial line bundle over E. Hence we will
prove that the integration map

Iθ : C∞(B) → C∞(M), I(f)(m) =

∫
Bm

f θBm

is tame linear. We will procede in a similar way as the lemma above. We give an explicit
description of how to perform the integration, and then we deduce the tameness estimates
from this.

Let F denote the �ber of B. Choose an atlas {(Vβ, ψβ)}β∈B of M such that it also
trivializes B with �ber bundle maps

κβ : B|Vβ

'−→ F × Vβ.

Moreover, choose a cover {Lβ} of M by precompact open subsets such that L̄β ⊆ Vβ for
every β ∈ B, and let {ρβ} be a partition of unity subordinate to this cover. Likewise,
choose an atlas {(Uα, ϕα)}α∈A of the �ber F , a cover {Kα} of F be precompact open
subsets with K̄α ∈ Uα for all α ∈ A, and a partition of unity {χα} subordinate to this
cover. Both index sets A and B can be chosen �nite, since both F and M are compact.

For every β ∈ B one can push forward the vertical density θ along κβ to obtain a
vertical density κβ∗θ on the trivial bundle F × Vβ. Fix a positive density θF on the �ber
F , then it de�nes a vertical density θF on F × Vβ by θF (f, n) = θF (f). It is a vertical
density that is constant in the horizontal direction. The vertical density bundle is one-
dimensional, and both vertical densities are positive, hence there exists a positive smooth
map gβ : F × Vβ → R such that

κβ∗θ = gβ · θF .

The smooth function f ◦ κ−1
β · gβ de�ned on F × Vβ can now be integrated along F using

the density θF . Recall that this is given by the expression∑
α

∫
ϕα(Kα)

χα ◦ ϕ−1
α · (f ◦ κ−1

β · gβ) ◦ (ϕ−1
α × idVβ

)ϕα∗θ
F ,

and de�nes a smooth map on Vβ. One can multiply it with a partition function ρβ, and
extend it by zero to a smooth function onM . To summarize, the integration of f is given
by

Iθ(f) =
∑

α,β
ρβ

∫
ϕα(Kα)

χα ◦ ϕ−1
α · (f ◦ κ−1

β · gβ) ◦ (ϕ−1
α × idVβ

)ϕα∗θ
F .
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One should check that this expression doesn't depend on the many choices that were
made. Note that, because of the partition of unity {ρβ} and the change of variables rule
for integration, this de�nition of Iθ satis�es

Iθ(f)(m) =

∫
Bm

f θBm .

We are ready to look at the tameness estimates. Recall that the Ck-norms on C∞(M)
are given by

‖f‖k =
∑

|δ|≤k
max
β∈B

sup
m∈ψβ(L̄β)

∣∣∂δf ◦ ψ−1
β (m)

∣∣ ,
where δ ∈ Ndim(M). On the other hand, the map

ϕα,β,γ := (ϕα × ψβ) ◦ κγ : κ−1
γ (Uα × (Vβ ∩ Vγ)) → ϕα(Uα)× ψγ(Vβ ∩ Vγ) ⊆ Rdim(B)

gives a chart of B for all α ∈ A and β, γ ∈ B. The open Kα,β,γ := κ−1
β (Kα × (Lβ ∩ Lγ))

is precompact, the closure K̄α,β,γ lies in the domain of the chart, and the entire family
{Kα,β,γ} covers B. Hence the Ck-norms can be computed as

‖f‖k =
∑

|δ|≤k
max
α,β,γ

sup
g∈K̄α,β,γ

∣∣∂δf ◦ κ−1
γ ◦ (ϕ−1

α × ψ−1
β )
∣∣ ,

where now δ ∈ Ndim(B). Hence we have

‖I(f)‖k ≤
∑

|δ|≤k
max
β

sup
ψβ(L̄β)

∣∣∣∣∣∂δ∑
α,γ

ργ

∫
ϕα(Kα)

χα ◦ ϕ−1
α · f ◦ ϕ−1

α,β,γ · gγ ◦ (ϕ−1
α × ψ−1

β )ϕα∗θ
F

∣∣∣∣∣
≤
∑

|δ|≤k
max
α,β,γ

sup
ψβ(L̄β)

∫
ϕα(Kα)

χα ◦ ϕ−1
α ·

∣∣∂δργ · f ◦ ϕ−1
α,β,γ · gγ ◦ (ϕ−1

α × ψ−1
β )
∣∣ ϕα∗θF ,

by interchanging integration and di�erentiation, and taking the absolute value inside the
integral sign. Then by the Leibniz rule we have∣∣∂δργ · f ◦ ϕ−1

α,β,γ · gγ ◦ (ϕ−1
α × ψ−1

β )
∣∣

≤
∑

δ1≤δ2≤δ

∂δ1ργ ·
∣∣∂δ2−δ1f ◦ ϕ−1

α,β,γ

∣∣ · ∣∣∂δ−δ2gγ ◦ (ϕ−1
α × ψ−1

β )
∣∣

≤ C
∑
δ′≤δ

∣∣∣∂δ′f ◦ ϕ−1
α,β,γ

∣∣∣ ,
since ργ is compactly supported, and gγ is a smooth map on κ−1

γ (K̄α,β,γ), hence their
derivatives are bounded. The integrals

∫
ϕα(Kα)

χα ◦ ϕ−1
α ϕα∗θ

F are also bounded by some
constant. We conclude that

‖I(f)‖k ≤ C
∑

|δ|≤k

∑
δ′≤δ

max
α,β,γ

sup
g∈ϕα,β,γ(Kα,β,γ)

∣∣∣∂δ′f ◦ ϕ−1
α,β,γ

∣∣∣ ≤ C ‖f‖k .

Remark 2.3.14. In the setting of the lemma above, right-composition by p : B → M
de�nes a 0-tame linear map

p∗ : ΓME−→ΓB(p∗E)

such that Iθ ◦ p = id. This follows from lemma 3.2.16 on page 72 below. Hence by
lemma 2.2.20 on page 20, ΓME is a tame direct summand of ΓB(p∗E), with tame com-
pliment given by the smooth sections whose integral vanishes.
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2.3.6 Concrete examples of graded Fréchet spaces

A particular examples of graded Fréchet spaces that come to mind are the vector �elds
X (M) = ΓM(TM), or anti-symmetric k-vectors X k(M) = ΓM(∧kTM), and the smooth
k-forms Ωk(M) = ΓM(∧kT ∗M) on M .

The di�erential de�nes a 1-tame linear map sending a smooth function to a 1-form,

d : C∞(M)−→Ω1(M).

It is easily seen to be a 1-tame linear map, as it locally just involves taking the �rst
derivative of f . Alternatively, one can apply proposition 3.2.16 on page 72 by considering
the di�erential as d = i∗ ◦ j1. Here j1 : C∞(M) → ΓMJ

k(M,R) is the map that sends
a function to its �rst jet. The map i∗ is the left-composition by the vector bundle map
i : J1(M,R) → T ∗M .

On the other hand, the composition

com : Ω1(M)×X (M) 7→ C∞(M)

is 0-tame bilinear, see proposition 3.2.16 on page 72. Together they de�ne a smooth tame
map

X (M)× C∞(M)−→C∞(M) : (v, f) 7→ df(v)

that realizes the vector �elds as tame linear maps C∞(M) → C∞(M); of course, these
are the derivations. One can now see that the commutator bracket

[−,−] : X (M)×X (M)−→X (M) : (v, w) 7→ v ◦ w − w ◦ v

is tame linear as well. Hence the vector �elds form a tame Lie algebra (X (M), [−,−]).
It is the Lie algebra of the tame Lie group Di�(M) of di�eomorphisms.

Parts of this generalize to arbitrary vector bundles E → M . A connection ∇ de�nes
covariant derivative

d∇ : ΓME−→ΓM(E∗ ⊗ E)

by the usual Koszul-formula, and this map is 1-tame linear as well. This will recur in the
chapter on applications.

The above are all examples of di�erential operators. Let E →M and F →M be two
vector bundles over a compact base. A di�erential operator of order k can be seen as the
composition of the k-th jet

jk : ΓME → ΓMJ
k(E),

which maps a section σ to its k-th jet jkσ : M → Jk(E), and a 0-tame linear map
ΓMJ

k(E) → ΓMF . It is straightforward to see that jk should be a k-tame linear map, so
that the di�erential operator of order k is k-tame as well.
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2.4 Smoothing operators and interpolation estimates

In some of the proofs above we have encountered certain interpolation estimates , and
have used them without proof. Recall that, given a graded Fréchet space F , these are
the estimates of the form

‖f‖n−lm ≤ C ‖f‖m−ln ‖f‖n−ml

with l ≤ m ≤ n and C > 0 a constant depending only on l,m and n. Such estimates
turn out to be a useful tool, but one cannot expect them to hold for any graded Fréchet
space.

In this chapter we prove that interpolation estimates hold for all our examples of
graded Fréchet spaces. In fact, we introduce the concept of smoothing operators as de�ned
in [Ham82b, Nas56] and show that smoothing operators imply interpolation estimates.
These smoothing operators are a even more useful tool than the interpolation estimates
and are essential to the proof of the Nash-Moser theorem. We will show that all our
examples allow for these smoothing operators.

2.4.1 The de�nition

De�nition 2.4.1 (Smoothing operators). Let F be a graded Fréchet space. A smoothing
operator on F is a family of linear maps {St : F → F}t>1 with two integers β ≥ 0, the
base, and δ ≥ 0, the defect, such that

1. For every n ≥ β and r ≥ 0 there is a C > 0, depending on n and r, such that the
estimate

‖Stf‖n+r ≤ Ctr+δ ‖f‖n ,

holds for all f ∈ F ;

2. For every n ≥ β and r ≥ δ there is a C > 0, depending on n and r, such that we
can estimate

‖f − Stf‖n ≤ Ct−r+δ ‖f‖n+r .

If such a family exists we say that the graded Fréchet space F allows smoothing operators.
When the defect vanishes, δ = 0, we will call the smoothing operator strict. 4

In a sense, the maps St are tame linear of degree −∞, but the constant in the estimate
increases exponentially in r. Also note that the second estimate implies that Stf → f as
t→∞; f is approximated by the better behaved, `smoother', points Stf in F .

Let us sketch the motivation behind smoothing operators as how they were introduced
by Nash [Nas56]. Recall that the inverse function theorem holds for smooth maps between
Banach spaces without problem. Suppose we wish to prove the inverse function theorem
in the setting of Banach spaces, that is, to solve an equation P (f) = g with f, g ∈ B.
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Assume that DP (f0) is invertible for some f0 ∈ B, then so this is the derivative DP (f)
for f near f0. We may de�ne a smooth map R by

R(f, g) := f −DP (f)−1(P (f) + g)

for f near f0 and g near P (f0). We can now make an estimate of the form

‖R(f1, g)−R(f2, g)‖ ≤ θ ‖f1 − f2‖ , 0 < θ < 1,

for f1 and f2 near f0, using the Taylor formula with integral remainder. This allows us
to apply the contraction mapping principle to the sequence fn = R(fn−1, g). Finally,
one needs to check that the resulting inverse P−1 is again a smooth map. This trick
is essentially the Newton-Raphson method applied to the map f 7→ −P (f) + g. This
method is also similar to proving the existence of solutions for ODEs, if one works with
the Banach spaces Ck[0, 1] of k-di�erentiable functions, hence one might also call it Picard
iteration.

Suppose we wish to apply this method to our situation. From maps between graded
Fréchet spaces we can at best expect an estimate of the form

‖R(f1, g)−R(f2, g)‖n ≤ θ ‖f1 − f2‖n+r ,

and subsequent iteration causes the norm index to tend to in�nity. This means the
estimates are insu�cient to use the contraction mapping principle. Hence there is no easy
proof to the inverse function theorem for graded Fréchet spaces even if we assume the map
is smooth tame. Nash and Moser referred to this phenomenon as `loss of derivatives' .

Remark 2.4.2. Smoothing operators appear often in the literature, but often di�er slightly
in their de�nition. In Nash [Nas56] the family St depends smoothly on t > 1 and there
is an additional estimate of the form∥∥∥∥ ddtStf

∥∥∥∥
n+r

≤ Ctr−1 ‖f‖n .

In combination with the point-wise convergence St → id as t→∞, this implies property
(2).

In [Mos66] the smoothing operators depend on an additional parameter l ∈ N, writing
Slt : F → F , and the estimates are of the form∥∥Sltf∥∥n+r

≤ Ctr ‖f‖n , for r ≥ 0,∥∥f − Sltf
∥∥
n
≤ Ct−r ‖f‖n+r , for 0 ≤ k ≤ min(l, n).

The extra parameter leads to an easier proof of existence, but makes iteration processes
more cumbersome, as there is yet an extra variable to keep track of. The Nash-Moser
inverse function theorem works equally well with this de�nition.

Conn [Con85] uses yet another variation. In his proof the iteration process deals with
smooth functions on closed balls B̄r ⊆ Rn of radius 0 < r < 1 around the origin. The
smoothing operators are maps

Slt : C∞(B̄R)−→C∞(B̄r)

for 1 > R > r > 0 and t ≥ 1/(R − r), and are otherwise as described above. These
variations seem to be part of the same phenomenon, although the version used in Conn
allows one to work with a large family of graded Fréchet spaces.
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2.4.2 Basic properties and interpolation estimates

De�nition/Proposition 2.4.3 (Interpolation estimates). If a graded Fréchet space F
allows smoothing operators, then the interpolation estimates hold: for all β ≤ l ≤ m ≤ n
with n−m ≥ δ there is a constant C > 0, dependent on l, m and n, such that

‖f‖n−lm ≤ C ‖f‖m−l+δn ‖f‖n−m−δl , ∀f ∈ F.

Proof. Note that if ‖f‖l = ‖f‖n the estimate is trivial, so we may assume strict inequality,
that is,

‖f‖l < ‖f‖n .

By the assumption l ≥ β the previous lemma implies that ‖f‖l 6= 0. Since we assumed
that n−m ≥ δ,

‖f‖m ≤ ‖Stf‖m + ‖f − Stf‖m ≤ C(tm−l+δ ‖f‖l + tm−n+δ ‖f‖n).

Now choose t such that these two summands are equal, this is when

tn−l = ‖f‖n / ‖f‖l > 1.

In particular, t > 1, hence such a choice is allowed. This leads to the estimate

‖f‖n−lm ≤ Ct(m−l+δ)(n−l) ‖f‖n−ll ≤ C ‖f‖m−l+δn ‖f‖n−m−δl ,

as required.

The smoothing operators that appear in all of our examples are of the strict kind; this
suggests one could remove the defect δ from the de�nition. Yet in the abstract setting of
graded Fréchet spaces and tame manifolds it is more natural to allow a strictly positive
defect. This is best illustrated by the following lemma.

Lemma 2.4.4. Let E and F be graded Fréchet spaces which are tamely linear isomorphic.
Then E allows smoothing operators if and only if F does.

If the spaces are 0-tamely linear isomorphic, then the one allows strict smoothing
operators if and only if the other does.

Proof. Let St : F → F be a smoothing operator for F with base β and defect δ. There
exists a tame linear isomorphism ϕ : E → F . Hence there is a s ≥ 0 so that for all n ≥ b
there is a C > 0 such that we have estimates

‖ϕe‖n ≤ C ‖e‖n+s ,
∥∥ϕ−1f

∥∥
n
≤ C ‖f‖n+s

for all e ∈ E and f ∈ F . Now choose a new base β′ ≥ max(β + s, b) and δ′ ≥ δ + 2s.
Then for all n ≥ β′, and r ≥ 0,∥∥ϕ−1Stϕe

∥∥′
n+r

≤ C ‖Stϕe‖n+r+s ≤ Ctr+δ+2s ‖ϕe‖n−s ≤ Ctr+δ
′ ‖e‖n ,

and for all n ≥ β′, r ≥ δ′,∥∥e− ϕ−1Stϕe
∥∥
n
≤ C ‖ϕe− Stϕe‖n+s ≤ Ct−r+δ+2s ‖ϕe‖n+r−s ≤ Ct−r+δ

′ ‖e‖n+r

give the required estimates. If s = 0 one can take δ′ = δ; this proves the second statement.
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The above lemma motivates why we keep track of the degree of tame maps between
graded Fréchet spaces and, later, tame Fréchet manifolds.

Remark 2.4.5. It seems likely that all natural (linear) isomorphisms between the relevant
graded Fréchet spaces are 0-tame. Moreover, the transition maps of all our examples of
smooth manifolds are smooth 0-tame. Hence it might really be su�cient to work with
strict smoothing operators.

The following lemma is useful in �nding smoothing operators on graded Fréchet spaces.
Recall that E is a tame direct summand of F if there is a linear subspace E ′ of F such
that F ' E ⊕ E ′. In particular, there exist tame linear maps i : E → F , the inclusion,
and p : F → E, the projection, so that p ◦ i = id. Conversely, if such maps exist then
E ′ := ker(p) de�nes a tame compliment to E; the inclusion E ′ ↪→ F and projection
(id− i ◦ p) of E ′ are also tame.

Lemma 2.4.6. A tame direct summand E of F allows smoothing operators if F does.
Moreover, if i and p are 0-tame, E allows strict smoothing operators if F does.

Proof. Let St : F → F be a smoothing operator for F . The new grading on E de�ned
by inclusion,

‖e‖′n = ‖i(e)‖n ,

is tamely equivalent to the original grading on E and the composition p ◦ St ◦ i de�nes a
smoothing operator for this grading. Namely, take δ′ = δ + s, where s ≥ 0 is the degree
of i ◦ p, then for n ≥ β and r ≥ 0 we have

‖pStie‖′n+r = ‖ipStie‖n+r

≤ C ‖Stie‖n+r+s

≤ Ctr+δ+s ‖ie‖n
≤ Ctr+δ

′ ‖e‖′n

and for n ≥ β and r ≥ δ′ we have

‖e− pStie‖′n = ‖ipie− ipStie‖n
≤ C ‖ie− Stie‖n+s

≤ Ct−r+δ+s ‖ie‖n+r

≤ Ct−r+δ
′ ‖e‖′n+r .

In particular, if the degree of i ◦ p is zero, then we may take δ′ = δ. If, in addition, i and
p are of degree zero, then ‖−‖n is 0-tamely equivalent to the original grading on E. This
proves the second statement.

Remark 2.4.7. In [Ham82b] Hamilton de�nes the notion of a tame Fréchet space. It is
a graded Fréchet space that is the tame summand of Σ(B). Here Σ(B) is the space of all
sequences f = {fk} in a Banach space B such that the semi-norms

‖f‖n =
∞∑
k=0

enk ‖fk‖
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are �nite. This is a graded Fréchet space, and it is particularly easy to check that Σ(B)
allows smoothing operators. For let s : R → R+ such that s(r) = 0 if r ≤ 0 and s(r) = 1
if r ≥ 1. Then one de�nes smoothing operators by

(Stf)k = s(t− k)fk,

one simply cuts o� all terms fk in the sequence for k ≥ t. Hamilton then argues that the
above spaces, for which we constructed smoothing operators, are tame direct summands
of some Σ(B).

The following property of smoothing operators tells us a lot about whether a graded
Fréchet space allows smoothing operators.

Lemma 2.4.8. If a graded Fréchet space F allows smoothing operators of base β, then
the seminorms ‖−‖n are norms for all n ≥ β.

Proof. Suppose that ‖f‖n = 0 with n ≥ β, then ‖Stf‖n+r = 0 for all r ≥ 0. Now the
convergence Stf → f as t → ∞ implies that ‖f‖n+r = 0 for all r ≥ 0, hence also f = 0
by the assumed Hausdor�ness.
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2.4.3 Existence of smoothing operators on ΓME

Let us now look at the existence of smoothing operators for the graded Fréchet spaces
ΓME.

Proposition 2.4.9. Let E → M be a vector bundle with a compact base. Then ΓME
allows smoothing operators.

The approach is to �rst construct a particular example and then deduce the general
result. Note that for K ⊆ Rd a compact set the space C∞

K (Rd) of smooth maps Rd → Rd

with support in K is a graded Fréchet space with the usual Ck-norms. The Schwarz
space S(Rd) can be equipped with the same grading of Ck-norms. We will construct
`smoothing operators'

St : C∞
K (Rd) → S(Rd)

in the sense that the St are linear maps satisfying the two necessary estimates. This will
be the starting point for producing actual smoothing operators on graded Fréchet spaces.

Remark 2.4.10. Note that the Ck-norms aren't well-de�ned on C∞(Rd) since Rd is not
compact. One needs to work in at least the linear subspace of all smooth functions for
which it and all its derivatives are bounded. This is in particular true for all Schwartz
functions. The smoothing operators are constructed using the Fourier transform and con-
sequently take values in the Schwartz spaces. Although one could take a bigger codomain
for the St above, the current codomain su�ces while C∞(Rd) does not.

Lemma 2.4.11. For every compact set K ⊆ Rd the graded Fréchet space C∞
K (Rd) allows

strict smoothing operators in the sense described above.

Proof. De�ne a smooth function with compact support ϕ : R → R with

ϕ(x) = 1, for x ≤ 1,

ϕ(x) = 0, for x ≥ 2,

and ϕ monotone decreasing on [1, 2]. One could, for example, take

ϕ(x) = e
e1/(1−x)

x−2

on the interval 1 ≤ x ≤ 2. We then de�ne maps χt : Rd → R by designating their fourier
transforms as

χ̂t(ξ) = ϕ(‖ξ‖ /t)

for all t > 0 and ξ ∈ Rd. χt is a Schwartz function, it and its derivatives vanish at in�nity
faster than any given polynomial on the coordinates of Rd. As t tends to in�nity, χt
becomes more concentrated at the origin, but its integral remains constant. This follows
from the following, easily derived, formula

χt(x) =

∫
Rd

e−2πi〈ξ,x〉ϕ(‖ξ‖ /t)dξ

= td
∫

Rd

e−2πi〈ξ,tx〉ϕ(‖ξ‖)dξ

= tdχ1(tx).
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From the above formula we also obtain

∂αχt(x) = td+|α|χ
(α)
1 (tx),

where χ
(α)
1 (tx) indicates the partial derivative ∂α

∂yαχ1(y) at the point y = tx. Now de�ne

the smoothing operators St : C∞
K (Rd) → S(Rd) by convolution with χt,

Stf(x) = (χt ∗ f)(x) =

∫
Rd

χt(y)f(x− y)dy.

The equalities above imply

∂α(χt ∗ f)(x) = (∂αχt) ∗ f(x)

= td+|α|
∫

Rd

χ
(α)
1 (ty)f(x− y)dy

= t|α|
∫

Rd

χ
(α)
1 (y)f(x− y/t)dy,

hence from

|∂α(χt ∗ f)(x)| ≤ t|α| ‖f‖0

∫
Rd

∣∣∣χ(α)
1 (y)

∣∣∣ dy ≤ Ct|α| ‖f‖0

we can conclude that

‖Stf‖r ≤ Ctr ‖f‖0 .

The observation that ∂α(χt ∗ f) = χt ∗ (∂αf) now completes the �rst strict smoothing
estimate by applying the above to ∂αf instead.

Note that χt is smooth in the parameter t > 0. We obtain an expression for the
derivative via its Fourier transform,

d̂

dt
χt(ξ) =

d

dt
χ̂t(ξ) =

d

dt
ϕ(‖ξ‖ /t) =

‖ξ‖
t2
ϕ′(‖ξ‖ /t),

where ϕ′ is the derivative of ϕ : R → R; it satis�es

ϕ′(u) = 0, for u < 1 or u > 2.

By replacing ϕ with ψ(u) = uϕ′(u) in the computation above, we also deduce the equation

d

dt
χt(x) = td−1

(
d

dt

∣∣∣∣
t=1

χt

)
(tx).

We can compute the convolution of d
dt
χt with f ∈ C∞

K (Rd); �rst we make a change of
variables tx 7→ x, and then we apply partial integration in the y-variable, using that f is
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compactly supported, to obtain

d

dt
χt ∗ f(x) = td−1

(
d

dt

∣∣∣∣
t=1

χt

)
(tx) ∗ f(x)

= t−1

(
d

dt

∣∣∣∣
t=1

χt

)
(x) ∗ f(x/t)

= t−1

∫
Rd

∫
Rd

(
e−2πi〈ξ,y〉 ‖ξ‖ϕ′(‖ξ‖)

)
f(x− y/t)dξdy

= t−1−|α|
∫

Rd

∫
Rd

(
(−2πi)−|α|e−2πi〈ξ,y〉‖ξ‖

ξα
ϕ′(‖ξ‖)

)
∂αf(x− y/t)dydξ

= t−1−|α|
∫

Rd

(∫
Rd

(−2πi)−|α|e−2πi〈ξ,y〉‖ξ‖
ξα

ϕ′(‖ξ‖)dξ
)
∂αf(x− y/t)dy.

The inner integral is well-de�ned since ϕ′ is compactly supported and vanishes at a
neighborhood of the origin. It can be bounded by some constant C > 0 independent of
y ∈ Rd since

∣∣(−i)−|α|e−2πi〈ξ,y〉
∣∣ ≤ 1. Hence we obtain an estimate of the form∣∣∣∣ ddtχt ∗ f(x)

∣∣∣∣ ≤ t−1−|α|
∫

Rd

C |∂αf(x− y/t)| dy

≤ t−1−|α|
∫
y∈K

Cdy sup
x∈Rd

|∂αf(x)|

≤ Ct−1−|α| sup
x∈Rd

|∂αf(x)| .

By applying the above estimates to the partial derivatives ∂βf(x) of f instead, we obtain∥∥∥∥ ddtStf
∥∥∥∥
k

=

∥∥∥∥ ddtχt ∗ f
∥∥∥∥
k

≤ Ct−1−r ‖f‖k+r .

To obtain the second estimate for smoothing operators. Note that

Stf = χt ∗ f → f

as t→∞ uniformly for all f ∈ C∞
K (Rd), hence

f − Stf =

∫ ∞

t

d

ds
Ssfds.

So we conclude that, for t > 1,

‖if − Stf‖k =

∥∥∥∥∫ ∞

t

d

ds
Ssfds

∥∥∥∥
k

≤
∫ ∞

t

∥∥∥∥ ddsSsf
∥∥∥∥
k

ds

≤ C

∫ ∞

t

s−1−r ‖f‖k+r ds

≤ Ct−r ‖f‖k+r ,

where i : C∞
K (Rd) ↪→ S(Rd) is the inclusion.
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Suppose that M is a closed compact manifold. We will �rst show that C∞(M,Rn)
allows smoothing operators. Note that

C∞(M,Rn) = C∞(M)⊕ . . .⊕ C∞(M)

is a 0-tame direct summand, hence it su�ces to construct smoothing operators on
C∞(M). For this, embed M into some Euclidean space Rd such that it lies in the open
unit ball B1(0). Now de�ne a linear map

ε : C∞(M) → C∞
B̄1(0)(R

d)

as follows. Choose a tubular neighborhood of M in Rd, which will remain �xed during
the construction. The tubular neighborhood may be taken small enough such that it still
lies inside B1(0). Also choose a (�xed) smooth bump function χ : Rd → R that is 1 on
an open neighborhood of M and vanishes outside the tubular neighborhood around M .
To de�ne ε, �rst extend the maps f ∈ C∞(M) to be constant along the �bers. Then cut
it o� with the bump function and extend it by zero to a smooth map on Rd.

The map described above is 0-tame linear. We've already seen that multiplication by
a smooth function is 0-tame, while both smooth extensions are easily bounded by the
original map.

On the other hand, the restriction map

ρ : S(Rd)−→C∞(M)

is 0-tame linear for trivial reasons. Moreover, via the 0-tame inclusion, both spaces use
the same semi-norms,

i : C∞
B̄1(0)(R

d) ↪→ S(Rd)

we have that the composition ρiε = id is the identity. Hence C∞(M) allows strict
smoothing operators of the form

ρ ◦ St ◦ ε : C∞(M)−→C∞(M).

Finally, any vector bundle E →M is a summand of a trivial vector bundle,

M × Rn = E ⊕ F,

for a large enough n ∈ N. We obtain ΓME as a 0-tame direct summand

C∞(M,Rn) = ΓME ⊕ ΓMF,

hence it also allows strict smoothing operators. This completes the proof of proposi-
tion 2.4.9 on page 49.
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2.4.4 Smoothing operators when M has a boundary

In [Ham82b] a method is given to obtain smoothing operators for a compact manifold with
boundary; it goes along the following lines. If M is a compact manifold with boundary,
its double M#, that is, the manifold consisting of two, originally disconnected, copies of
M glued smoothly along the boundary, is a compact manifold without boundary. The
vector bundle E →M naturally extends to one on E →M#, and ΓM#E allows smoothing
operators. We will now construct tame linear maps

ΓME
i−→ ΓM#E

p−→ ΓME,

with p ◦ i = id, so that ΓME can be seen as a direct summand of ΓM#E, and hence also
allows smoothing operators. The choice of p is obvious; it should be the restriction map
to the compact region M of M#, and it is already shown to be tame linear.

For the map i we have to describe a uniform method of extending a smooth section
σ ∈ ΓME to one on M#. We can �rst de�ne this extension in local coordinates and
then patch it together with a partition of unity. After all, we can cover M with local
trivializations {(U,ϕ, ψ)} whose closures are compact regions, say open balls, and which
are the restriction of some covering {U} on M#. Then the simultanuous restriction

ΓME−→
⊕

U∩M
ΓŪEŪ ,

is a tame linear map. And so is multiplication with a partition function subordinate to
{U} and the subsequent summing of all sections. For the latter we actually use that the
sections, after multiplying with the partition functions, lie in ΓŪ ,0E, the graded Fréchet
space of smooth sections on Ū that vanish at the boundary. Those sections extend to
ΓM#E by zero, and this extension is obviously tame linear. Only after this can the
sections be summed, and the sum∑

:
⊕

U
ΓM#E−→ΓM#E

is obviously a tame linear map. We now only need to describe how to locally extend a
section beyond the boundary of M .

In local coordinates we end up with a smooth map σ̃ : R+ × Rn−1 → Rk. It extends
to a smooth map on Rn by de�ning

σ̃(−x, y) =

∫ ∞

0

ϕ(t)σ̃(tx, y) dt, (x, y) ∈ R+ × Rn−1,

where ϕ : R → R is a function satisfying∫ ∞

0

tnϕ(t) dt = (−1)n

for all n ∈ N. A typical example of such a map is

ϕ(t) =
e2
√

2

π(1 + t)
e−(t1/4+t−1/4) sin(t1/4 − t−1/4).
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The integration converges since ϕ is a Schwartz function, and a simple estimate of the
form ∣∣∣∣∂α ∫ ∞

0

ϕ(t)(tx, y) dt

∣∣∣∣ ≤ ∫ ∞

0

ϕ(t) dt sup
(x,y)∈R+×Rn−1

|f(x, y)|

shows that such an extension by integration gives a tame linear map. The identity
p ◦ i = id is now obvious, hence we have produced smoothing operators on ΓME.
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Chapter 3

Tame manifolds and examples

This chapter consists of two parts. First we discuss the basic de�nitions of tame Fréchets
manifolds, which boils down to a Hausdor� manifold whose local model is a graded
Fréchet space, and for which all transition maps are smooth tame. Next we discuss the
di�erent examples of tame manifolds that are directly related to di�erential geometry,
and prove tameness conditions for several associated maps. Although the Nash-Moser
theorem is essentially a local result, many sets of geometric objects of interest, such as
foliations, and the like, lie in certain Fréchet manifolds, and it is conceptually clearer to
describe the entire manifold instead of just particular neighborhoods.

3.1 Tame Fréchet manifolds

We have discussed the de�nition of Fréchet spaces, the direct consequences and some
basic examples. Moreover, we have de�ned di�erentiability for maps between Fréchet
spaces. This gives rise to the notion of a Fréchet manifold.

De�nition 3.1.1. A Fréchet manifold is a Hausdor� spaceM with an atlas of coordinate
charts

{(Ui, ϕi : Ui → Fi) : i ∈ I} ,

where each Fi is a Fréchet space and the transition functions ϕj ◦ϕ−1
i are di�eomorphisms

ϕi(Ui ∩ Uj) → ϕj(Ui ∩ Uj). As usual, an equivalence class of atlases can be represented
with a maximal atlas, and we assume that a Fréchet manifold is equipped with its maximal
atlas. The notion of smooth maps between Fréchet manifolds is also analogous to the �nite
dimensional case.

Let FrMfd denote the category of Fréchet manifolds with smooth maps. The �nite
dimensional manifolds are a full subcategory of FrMfd. 4

Note that we do not assume second countability, as is usual with �nite dimensional
manifolds. This is necessary, since Fréchet spaces are already not always second countable;
this would be equivalent to seperability. As a consequence, FrMfd also contains the, often
pathological, examples of non-second countable manifolds found in the �nite dimensional
case.
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Remark 3.1.2. Note that M has a �xed local model, up to isomorphism, on any of its
connected components since the derivative at m ∈M,

D(ϕjϕ
−1
i )(m) : Fi → Fj,

is a continuous linear isomorphism for every m ∈ ϕi(Ui ∩ Uj). In contrast with the con-
ventions of �nite dimensional manifolds, we do allow the local model to vary on di�erent
connected components. One of the main examples of Fréchet manifolds will exhibit this
property.

Next we wish to extend our de�nition of a Fréchet manifold to include the concepts
of grading and tame maps.

De�nition 3.1.3 (Tame Fréchet manifolds). A tame (Fréchet) manifold is a Hausdor�
space M with an atlas of charts

{(Ui : ϕi : Ui → Fi), i ∈ I}

such that the Fi are graded Fréchet spaces and the transition functions are tame di�eo-
morphisms. We assume a tame manifold is equipped with its maximal tame atlas.

A smooth tame map between tame manifolds is de�ned in the same manner as a
smooth tame map between graded Fréchet spaces. That is, a map P : M → N is tame
if for every m ∈ M there are open neighborhoods m ∈ U ⊆ M and P (m) ∈ V ⊆ N
contained in charts such that: there is a degree rm ∈ N , a base bm ∈ N and for every
k ≥ bm a constant C = Cm,k > 0 such that

‖P (m′)‖k ≤ C(1 + ‖m′‖k+rm), ∀m′ ∈ U.

The map P is smooth tame if it and all its derivatives are tame. Let Tame denote the
category of tame manifolds with smooth tame maps.

Likewise, a 0-tame manifold has an atlas with only smooth 0-tame transition maps,
that is, all transition maps

ϕj ◦ ϕ−1
i : ϕi(Ui ∩ Uj) → ϕj(Ui ∩ Uj)

are smooth, 0-tame and all their derivatives are 0-tame as well. A 0-tame manifold is
assumed to be equipped with its maximal 0-tame atlas.

Let 0Tame denote the full subcategory of 0-tame manifolds. In this category it makes
sense to speak of the degree rm of a map P : M→ N in a point m ∈ M. There might,
however, be no common bound rm ≤ r for all m ∈M. 4

An (embedded) submanifold N of M is a subset that can be covered with an atlas of
the form

{(Ui, ϕ : Ui → Ei ⊕ Fi)}

of M. Here we impose that the local model Ei ⊕ Fi is the direct sum of two graded
Fréchet spaces, and ϕi(N ∩ Ui) = ϕ(Ui) ∩ Ei × {0}, the submanifold corresponds to the
�rst summand. This is the usual notion of embedded submanifold for �nite dimensional
manifolds. Note that one must enforce that the Ei are direct summands of Fi, since not
every tame linear subspace is a direct summand. Note that this de�nition also works in
Tame and 0Tame, except that the described atlas should be tame respectively 0-tame.
From this the following is evident.
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Corollary 3.1.4. The product M×N of two (0-tame) Fréchet manifolds is a (0-tame)
Fréchet manifold. Both components M and N are embedded (0-tamely) into M×N .

There are some di�culties with de�ning injective immersions as submanifolds, due to
the lack of a `immersion theorem'. One can only work with the conclusion of the usual
immersion theorem. As such, an immersed submanifold is a Fréchet manifold N together
with a smooth injective map i : N → M such that for every n ∈ N there is an open
subset n ∈ V ⊆ N and a chart (Ui → Ei ⊕ Fi) as above so that

ϕi(i(V ) ∩ Ui) ⊆ Ei

is an open subset of Ei ⊆ Ei ⊕ Fi.
The same di�culty arises with de�ning submersive maps. Hence de�ne a submersion

as a smooth map p : N → M such that for every n ∈ N there is a chart (U,ϕ : U →
E ⊕ F ) around n, and there is a chart (V, ψ : V → E) around p(n) such that p(U) = V ,
and the square

U E ⊕ F

V E

ϕ

ψ

p prE

commutes. Here prE : E ⊕ F → E is the projection onto the �rst component, which is
a continuous linear map since Fi is closed in Ei ⊕ Fi. In Tame and 0Tame the direct
sum should be tame and 0-tame respectively. Note that the derivative of a submer-
sion is everywhere surjective, but that the converse doesn't always hold. The condition
that ϕi(Ui) is a closed subspace of ψi(p

−1Ui) is, moreover, a weaker condition than the
described splitting in a direct sum.

We will also refer to submersions as bundles overM with total spaceN . Then a bundle
map from p : N →M to p′ : N ′ →M′ is then a pair of smooth maps P1 : N → N′ and
P0 : N → N ′ satisfying the usual bundle map condition

N N ′

M M′.

P1

P0

p p′

More speci�ed, a Fréchet �ber bundle with �ber F is a bundle p : N → M for which
there is an open covering {Ui} ofM and for every i a di�eomorphism ψi : NUi

→ Ui×F ,
such that the transition maps are of the form

ψj ◦ ψi = (id, ψij) : Ui ∩ Uj × F → Ui ∩ Uj × F,

as usual. In Tame and 0Tame these transition maps should be tame respectively 0-tame.
A Fréchet vector bundle with �ber F are de�ned in the same spirit as �ber bundles.

Namely, it is a �ber bundle p : N → M such that its �ber is a �xed Fréchet space F
and the transition maps ψij : F → F are continuous linear isomorphisms. A particular
example is the tangent bundle of a tame Fréchet manifold. It is the usual set of velocities
of curves.
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De�nition 3.1.5 (Tangent bundle). Let M be a tame Fréchet manifold and p ∈ M a
�xed point. Two smooth curves

σ, γ ∈ C∞((−ε, ε),M), σ(0) = γ(0) = p,

through p are equivalent if there exists a tame chart (U,ϕ) of M around p such that

∂

∂t

∣∣∣∣
t=0

ϕ ◦ σ =
∂

∂t

∣∣∣∣
t=0

ϕ ◦ γ.

In this case, by the chain rule, the above equality holds if ϕ is replaced by any other chart
(V, ψ) around p. The set TpM of equivalence classes of smooth curves through p is the
tangent space of M at p. The tangent bundle is, as a set, the disjoint union of all TpM
with p ∈M.

Every chart (U,ϕ) around the point p ∈M endows TpM with the structure of a graded
Fréchet space, and these structures are all tame linear isomorphic. The above de�nition
can also be formulated for 0-tame manifolds; in which case the graded Fréchet structure
on TpM is uniquely determined by a chart (U,ϕ) up to a 0-tame linear isomorphism.

Corollary 3.1.6. The tangent space TM is a vector bundle over the Fréchet manifold
M. If in addition M is tame (0-tame) then TM is tame (0-tame).

Proof. To better illustrate the 0-tameness of the tangent bundle, we will give a short proof.
Recall how the tangent bundle is de�ned: There is map C∞((−1, 1),M)×C∞(M) → R
de�ned by

〈σt, f〉 =
d

dt

∣∣∣∣
t=0

f ◦ σt.

Two smooth curves σt and σ̃t with σ0 = σ̃0 are equivalent if

〈σt, f〉 = 〈σ̃t, f〉, ∀f ∈ C∞(M)

and the tangent space at σ0 is the set of equivalence classes. Any chart (U,ϕ : U → F )
at σ0 induces a map

TU → ϕ(U)× F : [σt] 7→ (ϕ(σ0),
d

dt

∣∣∣∣
t=0

(ϕ ◦ σt).

And for any other chart (V, ψ) the transition function

ϕ(U ∩ V )× F → ψ(U ∩ V )× F

sends the vector d
dt

∣∣
t=0

(ϕ ◦ σt) to d
dt

∣∣
t=0

(ψ ◦ σt) = Dϕ(σ0)(ψϕ
−1) d

dt

∣∣
t=0

(ϕ ◦ σt). Hence the
transition function is just T (ψϕ−1), which is tame (0-tame) if ψϕ−1 is tame (0-tame).

A Fréchet Lie group can be de�ned as expected as a group object in the category
of Fréchet manifolds with smooth maps. More concretely, it is a Fréchet manifold G
together with a speci�ed element e ∈ G and two maps m : G × G → G, multiplication,
and i : G → G, inversion, satisfying the usual group axioms. Of course, for a tame Lie
group the corresponding maps need to be smooth tame. The most prominent example of
a tame Lie group is the space of di�eomorphisms of a compact manifold. Likewise, a tame
Lie algebra is a graded Fréchet space g with a tame bilinear Lie bracket [−,−] : g×g → g.
The main example of a tame Lie algebra is the space of vector �eld X (M) on a compact
manifold M , with the usual commutator bracket.
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3.2 Examples of tame Fréchet manifolds

With the basic de�nitions out of the way, we may have a closer look at the quintessential
examples of tame manifolds. First we have a direct generalisation of the fact that ΓME,
with E a vector bundle with compact base, is a graded Fréchet space. Namely, the
smooth sections of any surjective submersion p : B → M with compact codomain form
a tame manifold. Its local model is of the form ΓME, hence it locally allows smoothing
operators.

As a consequence, the spaces of maps C∞(M,N) are tame manifolds, and allow
smoothing operators, if M is compact. Of particular interest is the open subspace
Di�(M) of di�eomorphisms and the fact that this forms a tame Lie group.

In the last sections we extend our list of examples, in particular to include the spaces
of bundle maps between any pair of surjective submersions. This gives a more �exible
way of identifying tame manifolds and maps.

3.2.1 A tubular neighborhood lemma

Let B
p−→ M be a surjective submersion. Let σ ∈ ΓMB be a section of B. We will

prove the existence of a tubular neighborhood around the image of σ in B such that the
exponent map preserves the �bers of p as described in the paragraphs below.

The vertical bundle T vertB of B is the linear subbundle of TB de�ned by

T vert
y B = ker(dyp) = TyBp(y)

for every y ∈ B. Vectors in T vertB are called vertical vectors.
Let A ⊆ B be any submanifold of B. With NA we denote the normal bundle of A in

B. It is given by the quotient

NxA = TxB/TxA

for every x ∈ A. The zero section z ∈ ΓANA gives a canonical embedding z(A) of A
into NA. By choosing a Riemmannian metric on B, the tubular neighborhood theorem
gives an open subset U ⊆ NA around A, an open subset V ⊆ B around A, and a
di�eomorphism

exp : U → V.

This gives the open V around A the structure of a vector bundle on A by stipulating
that exp should be an isomorphism of vector bundles. This construction is known as a
tubular neighborhood, and exp is called an exponent map.

Let σ ∈ ΓMB be a section of B. The image σ(M) of σ describes M as an embedded
submanifold of B, and we tacitly identify σ(M) = M . We wish to described a particular
type of tubular neighborhood of σ(M) in B. A regular tubular neighborhood gives a
smooth map

expσ : Uσ → ν(σ) ⊆ B

with Uσ ⊆ Nσ(M) and ν(σ) an open subset of B around σ(M). The restriction of p is
already a surjective submersion, since ν(σ) contains σ(M). The exponent map completely
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ignores this, and de�nes an alternative bundle structure on ν(σ). In this section we de�ne
a tubular neighborhood such that expσ does preserve the �bers. The essential part of
the proof is that the vertical bundle T vertB restricted to M = σ(M) is isomorphic to the
normal bundle of σ(M). This follows from the observation that σ(M) ∩ Bx = {σ(x)} is
just a single point for all x ∈M .

Lemma 3.2.1 (Vertical tubular neighborhoods). Let B
p−→M be a surjective submersion,

and σ ∈ ΓMB a section of B. Then there exists an open subset ν(σ) ⊆ B around the image
σ(M), an open subset Uσ ⊆ σ∗T vertB around M , and a �ber preserving di�eomorphism

Uσ ν(σ)

M.

expσ

p

More generally, let A ⊆ B
p−→M be a subbundle of B and g a Riemannian metric on

B. Let (TA)⊥ denote the orthogonal complement to TA in TB|A, such that (TA)⊥ ' NA.
Then there exists an open subset ν(A) ⊆ B around A, an open subset UA ⊆ (TA)⊥ ∩
T vertB|A around A, and a �ber preserving di�eomorphism

UA ν(A)

M,

expA

p

where the diagonal arrow on the left-hand-side is the composition UA → A→M .

Proof. We will only do the �rst part and give a sketch of the second part.
First assume that B = M × F is a trivial bundle. Choose a Riemannian metric g on

B, and let gF be its restriction to TF ⊗ TF . Let πF : M ×F → F denote the projection
onto F . Let U ′ ⊆ TF an open subset around F in TF such that the exponent map

exp : U ′ → F

induced by gF is a di�eomorphism onto its image whenever it is restricted to a �ber
U ′
x = U ′ ∩ TxF , x ∈ F . Let σ ∈ C∞(M,F ) be a section of B seen as a smooth map

M → F . De�ne an open subset around its graph by

U := (π∗FU
′)|graphσ

⊆ T vertB|graphσ
.

If we identify M = graphσ ⊆M × F , then the required map is given by

expσ := (id, exp ◦πF )|graphσ
⊆ T vertB|graphσ

.

Now assume that B
p−→ M is an arbitrary surjective submersion, and σ ∈ ΓMB is

a section of B. Choose a Riemannian metric g on B. Cover the image σ(M) by open
subsetsWα for which Vα := p(Wα) is open, and there are �ber preserving di�eomorphisms
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Wα Vα × Fα

Vα.

ψα

p pr1

Moreover, assume that every Vα contains a relatively compact open Kα, with K̄α ⊆ Vα,
and that the family {Kα} still form a locally �nite cover of M .

For every index α let gα be the Riemannian metric on Vα × Fα such that ψα is an
isometry. Let

σα = ψα ◦ σ|Uα

be the local description of σ. Apply the previous paragraph to σα and gα to obtain an
exponent map

expα : Uα → να ⊆ Vα × Fα

with Uα ⊆ T vert(Vα × Fα) an open subset around Vα × Fα, and να = expα(Vα) an open
subset around the image σα(Vα).

Let d denote the distance metric on M introduced by g. Now choose a smooth map
ε : M → R>0 such that the open

ν(σ) := {b ∈ B : d(b, σ(p(b))) < ε(p(b))} ⊆ B

satis�es

ν(σ) ⊆
⋃

α
ψ−1
α (να),

and for every m ∈M

ν(σ)m ⊆
⋂{

ψ−1
α (να)|Kα : Kα contains m

}
. (3.2.1)

The local �niteness of {Kα} ensures that the right-hand-side of (3.2.1). The relative
compactness of the Kα ensures that ε can be chosen nowhere zero.

For every index α de�ne

U ′
α := Tψα ◦ exp−1

α ◦ψ−1
α (ν(σ)|Kα) ⊆ T vert

Kα
B

to obtain a �ber preserving di�eomorphism

exp′α := ψα ◦ expα ◦Tψ−1
α : U ′

α → ν(σ)|Kα

over Kα. Let β be another index such that Kα ∩Kβ is non-empty. Condition (3.2.1) on
ν(σ) ensures that the map

ψβ ◦ ψ−1
α : (Kα × Fα) ∩ ψα(ν(σ)|Kβ

) → (Kβ × Fβ) ∩ ψβ(ν(σ)|Kα)

is an isometry on each of the �bers over Kα ∩Kβ. Hence the exp′α coincide on the inter-
sections of the Kα, and they glue together to the desired �ber preserving di�eomoprhism

expσ : Uσ → ν(σ).
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For the second statement, one takes a cover {Wk} of A with the analoguous properties
instead. The roles of the Vα, interpreted as Vα = Wα ∩ σ(M), are replaced by the
intersections Wα ∩ A. Moreover, use the metric g on B to de�ne a normal bundle

(TA)⊥ ⊆ TB|A,

and work with T vertB|A ∩ (TA)⊥ instead of T vertB.

Remark 3.2.2. The �rst statement of the lemma gives the submersion p : B → M
'locally' around σ(M) the structure of a vector bundle. It is now clear how this will lead
to charts for ΓMB. Similarly, the second statement gives p : B → M 'locally' around A
the structure of a tower

E → A→M

of a vector bundle over a submersion.
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3.2.2 Smooth maps and sections of a submersion

We will discuss the main examples of tame manifolds. Let B
p−→ M be a surjective

submersion with compact codomain. We will show that the space of sections ΓMB is
a 0-tame manifold. Let N be another �nite dimensional manifold. By considering the
trivial bundle M × N → M , we deduce that C∞(M,N) = ΓM(M × N) is a 0-tame
manifold as well.

Recall that the vertical bundle T vertB → B of B is de�ned as the subbundle of TB
whose �bers are

T vert
y B = ker(dyp)

for all y ∈ B. Suppose that E = B → M is a vector bundle over M , and let z ∈ ΓME
denote the zero section. If one considers

T vertE
πE−→ E →M

as a �bered manifold over M , then each for each m ∈M we have a decomposition

(T vertE)m =
{
(e,X) : e ∈ Em, X ∈ T vert

e E
}

' Em ⊕ Tz(m)Em ' Em ⊕ Em.

This decomposition is natural, and hence induces a decomposition

T vertE ' E ×M E = E ⊕ E,

in the following way. Let e ∈ E, and let

τe : E → E : f 7→ f − e

denote linear translation by e. Its tangent map Tτe : TE → TE depends smoothly on
e ∈ E, since it is just a partial derivative of the map

τ : E × E → E : (e, f) 7→ f − e.

Hence the map

T vertE → E ⊕ z∗T vertE ' E ⊕ E : v 7→ (πE(v), T τπE(v)v)

is the desired isomorphism of manifolds �bered over M .
Recall the de�nition of the Whitney C∞ topologyW∞ from de�niton 2.3.3 on page 28.

We assume that ΓMB is equipped with this topology. As mentioned in remark 2.3.2 on
page 26 before, one can work with a manifold M with boundary as well.

Remark 3.2.3. Let B
p−→ M be a surjective submersion with compact codomain. The

vertical bundle T vertB
πB−→ B is a vector bundle over the total space B. On the other hand

the composition

T vertB
πB−→ B

p−→M
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is again a surjective submersion with compact codomain. In the proposition below we
show that the space of sections ΓMB is a tame manifold. Consequently, so is the space

ΓM(T vertB) :=
{
σ ∈ C∞(M,T vertB) : p ◦ πB ◦ σ = id

}
of smooth section of T vertB over M . It comes with the obvious map

(πB)∗ : ΓM(T vertB) → ΓMB

that sends σ ∈ ΓM(T vertB) to πB ◦ σ.

Proposition 3.2.4. Let B
p−→M be a surjective submersion with compact codomain. The

set of smooth sections ΓMB with the W∞-topology can be given the structure of a 0-tame
manifold. Its tangent bundle is 0-tame isomorphic to the 0-tame vector bundle

TΓMB ' ΓM(T vertB),

whose �bers are ΓM(T vertB)σ = ΓM(σ∗T vertB) for σ ∈ ΓMB.

Proof. Fix a section σ ∈ ΓMB, and let

σ∗T vertB ⊇ Uσ
expσ−−→ ν(σ) ⊆ B

be a vertical tubular neighborhood around the image σ(M) in B, as de�ned in lemma 3.2.1
on page 60. As the domain of a coordinate chart around σ we take the set of sections
that stay ν(σ) close to the image of σ, namely the W∞-open

M(ν(σ)) := {τ ∈ ΓMB : τ(M) ⊆ ν(σ)} .

We will call the map

ϕσ := (exp−1
σ )∗ : M(νσ) → ΓM(Uσ)

de�ned by left-composition by exp−1
σ a typical chart around σ on ΓMB. Clearly, ϕσ is

a homeomorphism if the space ΓM(Uσ) is also equipped with the Whitney C∞ topology.
The latter is an open neighborhood of the zero section in the graded Fréchet spaces
ΓM(σT vertB).

Let τ ∈ ΓMB be a second sections such that ν(σ)∩ ν(τ). Then the sets exp−1
σ (ν(σ)∩

ν(τ)) and exp−1
τ (ν(σ) ∩ ν(τ)) are open in Uσ and Uτ respectively. This gives rise to a

�ber preserving map

exp−1
τ ◦ expσ : exp−1

σ (ν(σ) ∩ ν(τ))−→exp−1
τ (ν(σ) ∩ ν(τ)).

This describes the transition function

ϕτ ◦ ϕ−1
σ =

(
exp−1

τ ◦ expσ
)
∗ : ϕσ(M(ν(σ) ∩ ν(τ))−→ϕτ (ν(σ) ∩ ν(τ)).

as the left-composition by a �ber preserving map. In lemma 2.3.11 on page 34 we have
proven that such a map is smooth 0-tame. This shows that the typical charts form an
atlas for ΓMB.
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For Hausdor�ness, �x two di�erent sections σ, τ ∈ ΓMB and �x a Riemannian metric
on B. Let r = maxx∈M d(σ(x), τ(x)) be the maximal point-wise distance between σ and
τ . Here d is the metric on B induced by the Riemannian metric. We can now �nd vertical
tubular neighborhoods ν(σ) of σ(M) and ν(τ) of τ(M) with the extra restriction that

d(σ′(x), τ(x)) <
1

4
r

for every σ′ ∈M(ν(σ)), and similarly for ν(τ). It is now easy to see that the correspond-
ing open subsets in M(ν(σ)) and M(ν(τ)) are disjoint.

We will now compute the tangent bundle of ΓMB. Let σ0 ∈ ΓMB be a �xed section.
Any smooth path σt : (−ε, ε) → ΓMB through σ0 can also be seen as a smooth map

σ : (−ε, ε)×M → B,

for which σ(t, x) ∈ Bx for all x ∈ M and t. Hence its partial derivative at t = 0 gives a
smooth map

∂

∂t

∣∣∣∣
t=0

σ : M → TB

for which

∂

∂t

∣∣∣∣
t=0

σ(x) ∈ Tσ0(x)Bx =
(
σ∗T vertB

)
x
;

It de�nes a section of σ∗0T
vertB. This in turn de�nes a natural map

Tσ0ΓMB → ΓM
(
σ∗0T

vertB
)

:
d

dt

∣∣∣∣
t=0

σt 7→
∂

∂t

∣∣∣∣
t=0

σ,

which is clearly linear and bijective. This describes the tangent space of ΓMB at σ0

as the graded Fréchet space ΓMσ
∗
0T

vertB. We will show that there is actually a 0-tame
isomorphism of 0-tame vector bundles TΓMB ' ΓMT

vertB, as described in the statement
of the lemma.

Let σ ∈ ΓMB be a �xed section, and �x a vertical tubular neighborhood expσ : Uσ →
ν(σ) around σ(M). The tangent map of the chart ϕσ induces a 0-tame isomorphism

T (exp−1
σ )∗ : TM(ν(σ))

'−→ TΓMUσ ' ΓMUσ ⊕ ΓMσ
∗T vertB.

Let z ∈ ΓM(Uσ) denote the zero section of σ∗T vertB. By the remarks prior to this lemma,
there is a natural isomorphism between vector bundles

T vertUσ ' Uσ ⊕ z∗T vertUσ ' Uσ ⊕ σ∗T vertB.

This induces a natural 0-tame isomorphism

ΓMUσ ⊕ ΓMσ
∗T vertB ' ΓMT

vertUσ.

Hence the tangent bundle of ΓMB is 0-tame isomorphic to ΓMT
vertB.
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Remark 3.2.5. Note that we can identify the smooth curves into ΓMB as

C∞([−1, 1],ΓMB)−→Γ[−1,1]×M(π∗B) : γt 7→ γ̃(t, x) = γt(x),

where πM : [−1, 1]×M →M is the projection onto M . Moreover, it maps the derivative
along t to the partial derivative along t in the sense that

C∞([−1, 1],ΓMB) Γ[−1,1]×M(π∗B)

TΓMB ΓM(T vertB),

∼

∼

d
dt

˛̨̨
t=0

∂
∂t

˛̨̨
t=0

commutes. It follows that a continuous map P : ΓMA→ ΓNB is C1-di�erentiable if there
exists a continuous vector bundle map TP : ΓM(T vertA) → ΓN(T vertB) such that

Γ[−1,1]×M(π∗B) Γ[−1,1]×M(π∗B)

ΓM(T vertA) ΓN(T vertB),

P∗

TP

∂
∂t

˛̨̨
t=0

∂
∂t

˛̨̨
t=0

commutes. Likewise, one can make the analoguous statement for di�erentiability at a
point. This can be helpful when computing derivatives.

Corollary 3.2.6. Let M and N be manifolds with M compact. The set of smooth maps
C∞(M,N) equipped with the W∞-topology has the structure of a 0-tame manifold. Its
tangent bundle is 0-tame isomorphic to the 0-tame vector bundle

TC∞(M,N) ' C∞(M,TN)

whose �bers are C∞(M,TN)f = ΓM(f ∗TN) for every f ∈ C∞(M,N).

Proof. Given two manifolds M and N with M compact, there is a natural bijection
between C∞(M,N) and the smooth sections of the bundle

M ×N →M

by identifying a map f with its graph

(id, f) : M →M ×N.

It is straightforward to check that this identi�cation is a homeomorphism if

ΓM(M ×N) ⊆ C∞(M,M ×N)

is equipped with the Whitney C∞ topology. Obviously we have

T vert(M ×N) = M × TN,

and ΓM((id, f)∗(M × TN)) = ΓMf
∗TN .
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3.2.3 Sections of E → B →M

In the previous section we observed that the tangent bundle of ΓMB is 0-tamely ismorphic
to ΓM(T vertB). The latter 0-tame manifold can be seen as a bundle of sets

ΓM(T vertB)
πB∗−−→ ΓM(B)

whose �bers are ΓM(T vertB)σ = ΓM(σ∗T vertB) for all σ ∈ ΓMB. Each of these �bers is a
graded Fréchet space but we did not yet show that the whole naturally has the structure
of a 0-tame vector bundle. More generally, we can look at a �ber bundle B →M together
with a vector bundle E → B and show that ΓME is a 0-tame vector bundle over ΓMB
with its �ber at σ ∈ ΓMB naturally isomorphic to ΓMσ

∗E.

Lemma 3.2.7. Let B
p−→ M be a surjective submersion with compact codomain, and

E
π−→ B a vector bundle over B. Then the map

ΓME
π∗−→ ΓMB,

whose �bers are (ΓME)σ = ΓMσ
∗E for all σ ∈ ΓMB, forms a 0-tame vector bundle.

Proof. Let σ ∈ ΓMB be �xed. We will �rst construct a map that trivializes E along
(parts of) the �bers of B in a neighborhood of the image of σ. We may cover the image
σ(M) with �nitely many local trivializations (Uα, ϕα) of E, with

ϕα = (q, ψα) : E|Uα

'−→ Uα × Eσ(m).

De�ne a partition of unity {χα} subordinate to the cover {Uα} that is constant on the
�bers of B. This can be done by �rst choosing a partition of unity on σ(M) subordinate
to {Uα|M}. Now let U = ∪αUα and de�ne a map on E|U by

ϕ = (q, ψ) : E|U → U ×M σ∗E : e 7→

(
q(e),

∑
α

χα(q(e))ψα(e)

)
.

It is a smooth vector bundle map and it has an obvious inverse. Note that for anym ∈M ,
the space U ×M σ∗E seen as a vetor bundle over U trivializes when restricted to U |σ(m).

Note that a section of U ×M σ∗E →M is just an element of ΓMU ×ΓMσ
∗E and that

this identi�cation is tame linear. Any section ν ∈ ΓMτ
∗E above τ ∈ ΓMU can be seen

as a smooth map M → E and is mapped to such a section ϕ ◦ ν ∈ ΓM(U ×M σ∗E) by
composition on the left. This map ϕ∗, composition on the left with ϕ, is hence a valid
candidate for a local trivialization of ΓME → ΓMB. One only needs to verify that the
transition maps are tame linear.

Let σ1,2 ∈ ΓMB be two �xed sections, U12 = U1 ∩ U2, and ϕi : EUi
→ Ui ×M σ∗iE the

respective maps de�ned above. Assume that ΓMU12 is non-empty, then the transition
map is a map

(id, ρ) = ϕ∗2 ◦ (ϕ−1
1 )∗ : ΓMU12 × ΓMσ

∗
1E → ΓMU12 × ΓMσ

∗
2E

de�ned by sending a pair (τ, ν) to ρ(ν) = ϕ2 ◦ϕ−1
1 ◦ ν, since the to middle maps, induced

by identifying an element ΓMσ
∗
iE with a map M → E over σi, cancel out. This map ρ is

a vector bundle operator, hence it is tame linear.
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The following is a nice application of the above lemma. Let A→ M and B → N be
two �nite rank vector bundles, for which M is a compact manifold. We wish to consider
vector bundle maps between these to bundles. Recall that the smooth maps M → N can
be regarded as the space of sections ΓM(M ×N).

One can de�ne a vector bundle

Hom(A,B) →M ×N

whose �ber over a point (m,n) ∈M×N is the space of natural transformations L : Am →
Bn. This de�nes a tower of bundles Hom(A,B) → M × N → M as in lemma 3.2.7 on
the previous page. Given a smooth map f : M → N , the vector bundle maps A → B
with base map f are exactly the sections ΓMf

∗Hom(A,B): these form a smooth family
of linear maps Am → Bf(m). Hence the total space ΓM(Hom(A,B)) is the smooth tame
manifold of all vector bundle maps A→ B.

Corollary 3.2.8. Let A → M and B → N be two vector bundles over compact bases,
and let

Hom(A,B) →M ×N

denote the vector as de�ned above. Then

ΓMHom(A,B) → C∞(M,N)

is the 0-tame vector bundle of vector bundle maps A→ B.

This approach doesn't seem to extend to the space of �ber bundle maps between to
arbitrary �ber bundles in any straightforward way. Perhaps a direct proof is possible,
but I haven't succeeded in doing this so far.
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3.2.4 Basic properties of ΓMB

Lemma 3.2.9. Let A→M and B →M be surjective submersions with the same compact
codomain, and let A×M B be the �bered product. Then the natural map

ΓM(A×M B) ' ΓMA× ΓMB

is a 0-tame di�eomorphism.

Proof. For any pair (σ, τ) ∈ ΓMA× ΓMB we have the pull-back

M

A×M B B

p.b.

A M.

q

p

πA

πB

∃!

σ

τ

The obvious map

ΓM(A×M B)−→ΓMA× ΓMB

that sends ρ ∈ ΓM(A ×M B) to (πA∗(ρ), πB∗(ρ)) is a smooth tame map since πA∗ and
πB∗ are. It is in fact a bijection of sets. We will see that it is also locally a tame
di�eomorphism, hence that the inverse is smooth tame as well.

For any pair of sections (σ, τ) ∈ ΓMA × ΓMB, choose tubular neighborhoods along
the �bers of A and B respectively, and exponent maps

expσ : Eσ
'−→ ν(σ),

expτ : Eτ
'−→ ν(τ)

as done before. They also induce �ber preserving di�eomorphism

exp(σ,τ) = expσ× expτ : Eσ ⊕ Eτ
'−→ ν(σ)×M ν(τ),

with inverse exp−1
σ ⊕ exp−1

τ . Now ν(σ)×M ν(τ) is an open neighborhood of the graph of
(σ, τ) seen as a section of A×M B. Hence the setM(ν(σ)×M ν(τ)) of sections take values
in this neighborhood forms an open subset around (σ, τ) in Γ(A×M B). The map(

exp−1
(σ,τ)

)
∗

: M(ν(σ)×M ν(τ)) → ΓM(Eσ ⊕ Eτ )

is a chart of ΓM(A ×M B) around (σ, τ). Hence the natural bijection is locally just the
0-tame linear isomorphism

ΓMEσ ⊕ ΓMEτ ' ΓM(Eσ ⊕ Eτ ).

This completes the proof of the lemma.
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Corollary 3.2.10. Let M,N and P be manifolds with M compact. Then the natural
map

C∞(M,N × P ) ' C∞(M,N)× C∞(M,P )

is a 0-tame di�eomorphism.

Let B →M be a surjective submersion, then a subbundle A ⊆ B of B is an embedded
manifold such that p|A : A→M is still a surjective submersion.

Lemma 3.2.11. Let B
p−→ M be a surjective submersion with compact codomain, and

A ⊆ B a subbundle of B. Then the inclusion

ΓMA ⊆ ΓMB

is a 0-tamely embedded submanifold.

Proof. Choose a vertical tubular neighborhood expA : UA → ν(A) ⊆ B around A in B, as
in lemma 3.2.1 on page 60. By the remark below the lemma, we may consider ν(A) → A
as vector bundle over the surjective submersion A → M . Hence by lemma 3.2.7 on
page 67 we have a 0-tame vector bundle

ΓMν(A)−→ΓMA.

In particular, ΓMA is an embedded submanifold of ΓMν(A). The latter is an open
submanifold of ΓMB.

Corollary 3.2.12. Let M and P be manifolds with M compact, and N ⊆ P an embedded
submanifold. Then

C∞(M,N) ⊆ C∞(M,P )

is a 0-tamely embedded submanifold.

Corollary 3.2.13. Let p : B →M be a bundle over a compact base manifold, then

ΓMB ⊆ C∞(M,B)

is a 0-tamely embedded submanifold.

Proof. Note that B can be seen as a subbundle of the trivial bundle M ×B via

B M ×B

M.

(p, id)

p pr1

This completes the corollary.
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Suppose that A
p−→M is a surjective submersion with B compact. Then p is a proper

submersion, hence it is a �ber bundle by the Ehresmann theorem. If B
q−→M is another

surjective submersion, then one can consider the space of sections ΓA(p∗B). The sections
ΓMB are included in ΓA(p∗B) as the sections A→ p∗B that are constant along the �bers
of A. In other words, those are included via the map

p∗ : ΓMB−→ΓA(p∗B)

de�ned by right-composition by p : A→M .

Lemma 3.2.14. Let A
p−→ M be a compact �ber bundle, and B

q−→ M a surjective
submersion. Then ΓMB is a 0-tamely embedded submanifold of ΓA(p∗B).

Proof. Let σ ∈ ΓMB be a �xed section, and choose a vertical tubular neighborhood
expσ : Uσ → ν(σ) around σ(M), as in lemma 3.2.1 on page 60. The pull-back of expσ
along p, that is, the map

p∗ expσ : p∗Uσ → p∗ν(σ)

de�nes a vertical tubular neighborhood around the image σ ◦ p(A) of the section σ ◦ p ∈
ΓA(p∗B). Now right composition by p restricts to a smooth 0-tame map, see proposi-
tion 3.2.16 on the next page,

p∗ : M(ν(σ))−→M(p∗ν(σ)),

where M(p∗ν(σ)) indicates the set of all τ ∈ ΓA(p∗B) such that τ(A) ⊆ p∗ν(σ). The
local representation of p∗ along the charts induced by the vertical tubular neighborhoods
is just the map

p∗ : ΓM(σ∗T vertB)−→ΓA((σ ◦ p)∗T vertB)

restricted to the open M(Uσ) in ΓM(σ∗T vertB). Let θ be a normalized positive vertical
density on A. By lemma 2.3.13 on page 41, where B in the lemma becomes A and E
becomes σ∗T vertB, there exists a tame linear integration map

Iθ : ΓA((σ ◦ p)∗T vertB) → ΓM(σ∗T vertB).

We have

Iθ ◦ p∗(τ) = τ, ∀τ ∈ ΓM(σ∗T vertB),

since θ is chosen to be normalized. The map p∗ hence embeds ΓM(σ∗T vertB) as a 0-tame
linear subspace into

ΓA((σ ◦ p)∗T vertB) ' ΓA(σ∗T vertp∗B)

with its tame linear compliment given by ker(Iθ).

Corollary 3.2.15. Let M , N , and P be manifolds, with M and N compact. The pro-
jection πN : M ×N → N de�nes a 0-tame embedding of C∞(N,P ) into C∞(M ×N,P )
as the smooth maps M ×N → P that are constant in M .
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3.2.5 Composition

In this section we discuss show that the composition maps is smooth tame. Then we look
at the di�eomorphisms Di�(M) as an open submanifold of C∞(M,M), and, lastly, we
show that taking the inverse is also smooth tame. These results are revisited in the next
section, when we look at bundle maps instead of just regular smooth maps.

Proposition 3.2.16. Let M,N and O be manifolds of �nite dimension, with M and N
compact. Then the composition map

com : C∞(N,O)× C∞(M,N) → C∞(M,O)

is a smooth tame map of degree 0. Its tangent map at (f, g) is given by

T(f,g)com : Γ(f ∗TO)× Γ(g∗TN) → Γ((fg)∗TO),

(ϕ, γ) 7→ ϕ ◦ g + Tf ◦ γ,

and hence is tame linear of degree 1 in the �rst factor and degree 0 in the second. Higher
order tangent maps T kcom are of similar form, and are tame of up to degree k in each
factor.

Proof. For the smoothness of the composition map, �x two smooth maps f : N → O and
g : M → N , and write h = f ◦ g henceforth. Choose a tubular neighborhood ν(h) of the
graph of h. Its �ber ν(h)x ⊆ O is an open subset around h(x) for every x ∈M .

Any tubular neighborhood ν(f) ⊆ N ×O de�nes a �ber bundle M × ν(f) →M ×N ,
which can be restricted to a tubular neighborhood ν(g) ⊆M ×N of choice. This de�nes
an open subbundle

(M × ν(f))ν(g) → ν(g) →M

of M ×N ×O →M . Its �ber at any point x ∈M is the restricted tubular neighborhood
ν(f) restricted to the open ν(g)x ⊆ N .

On the other hand, ν(h) de�nes an open subbundle ν̃(h) whose �ber at x ∈ M is
given by

ν̃(h)x = N × ν(h)x ⊆ N ×O.

If we can choose ν(f) and ν(g) such that (M × ν(f))ν(g) is contained in ν̃(h), which
implies that for every x ∈M

ν(f)y ⊆ ν(h)x,∀y ∈ ν(g)x,

we have succeeded in restricting the composition map to typical charts, that is,

com : Uν(f) × Uν(g) → Uν(h).

This can actually be done only assuming that g is proper (apparently without assum-
ing that M and N are compact). One can cover N with open subsets y ∈ V such that
there is a natural local trivialization

(f ∗TO)V
'−→ V × Tf(y)O.
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In fact, one can choose open subsets y ∈ V ′ such that V̄ ′ ⊆ V , V̄ ′ is compact, and the V ′

still cover N . In particular the V ′ cover N , hence the g−1V ′ cover M . The above map
gives a local trivialization

(h∗TO)g−1(V̄ ′)
'−→ g−1(V̄ ′)× Tf(y)O.

Now surely the g−1(V̄ ′) are mapped in V by g. And since the former are compact, it
is possible to choose a tubular neighborhood ν(g) such that

ν(g)g−1(V̄ ′) ⊆ g−1(V̄ ′)× V.

Hence we now have two inclusions of bundles over g−1(V̄ ′), namely,

•
(
(M × f ∗TO)ν(g)

)
g−1(V̄ ′)

⊆ (M × f ∗TO)g−1(V̄ ′)×V ' g−1(V̄ ′)× V × Tf(y)O,

• ν̃(h)g−1(V̄ ′) ↪→ N × (h∗TO)g−1(V̄ ′) ' g−1(V̄ ′)×N × Tf(y)O,

and the second gives a open neighborhood of the zero-section of h∗TO. Now we must
choose a tubular neighborhood ν(f) ⊆ N ×O such that if we include

M × ν(f) ↪→M × f ∗TO,

its image under these identi�cations is contained in the image of the second inclusion of
bundles. This can be done since g−1(V̄ ′) is compact.

One can compute the tangent map of the composition map directly. For any pair of
vectors

(ϕ, γ) ∈ TfC∞(N,O)× TgC
∞(M,N)

one can choose representations of the form

• ϕ = d
dt

∣∣
t=0

ft, with ft : (−1, 1) → C∞(N,O) and f0 = f ,

• γ = d
dt

∣∣
t=0

gt, with gt : (−1, 1) → C∞(M,N) and g0 = g.

Now the composite can be seen as a map of the form

ft ◦ gt : (−1, 1)×M → O

and its partial derivative at t = 0 can be computed by the usual formula

∂

∂t

∣∣∣∣
t=0

ft ◦ gt =
∂

∂t

∣∣∣∣
t=0

ft ◦ g0 +
∂

∂t

∣∣∣∣
t=0

f0 ◦ gt.

Hence the tangent map at (f, g) can be computed as

T(f,g)com {ϕ, γ} =
d

dt

∣∣∣∣
t=0

com(ft, gt) =
∂

∂t

∣∣∣∣
t=0

ft ◦ gt

=
d

dt

∣∣∣∣
t=0

ft ◦ g0 + Tf0 ◦
d

dt

∣∣∣∣
t=0

gt

= ϕ ◦ g + Tf ◦ γ.

Now for the tameness of the composition map perform the following process.
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• Consider all products of charts Vy × Vz ⊆ N × O such that the closure V̄y × V̄z
is compact and contained in the tubular neighborhood around f . Moreover, as-
sure that V̄y ⊆ f−1(Vz). There are many such charts, since Vy × Vz can be taken
arbitrarily small, and the Vy cover N .

• Next consider all products of charts Vx×Vy ⊆M×N , where Vy is one of the above,
and the closure V̄x × V̄O is compact and contained in the tubular neighborhood
around g. Also assure that V̄x ⊆ g−1(Vy).

• Choose �nitely many of the triples (Vx, Vy, Vz) such that the Vx×Vz cover the graph
of h and the closure V̄x × V̄z are contained in the tubular neighborhood of h.

For a pair (Vy, Vz) we have an open subset given by

W (V̄y, Vz) :=
{
f ′ ∈ C∞(N,O) : f ′(V̄y) ⊆ Vz

}
.

And since there are only �nitely many such pairs, this gives an open neighborhood around
f of the form

Wf =
⋂

W (V̄y, Vz) ∩ Uν(f).

Likewise, we have open neighborhoods Wg of g and Wh of h. The composition map now
restricts to a map

com : Wf ×Wg → Wh.

Now the seminorms on Wh may be computed as

‖g′‖k =
k∑
j=1

max
Vx

sup
x∈Vx

∥∥Djh(x)
∥∥

if the charts are taken small enough. If we restrict the open subsets Wf and Wg even
further such that ‖f ′‖1 , ‖g′‖ < c for a constant c > 0, f ′ ∈ Wf and g

′ ∈ Wg, the argument
is reduced to the following lemma, c.f. [Ham82b].

As for the tameness of the tangent maps, note that it is combination of compositions
and derivatives. Hence one can give similar arguments.

Lemma 3.2.17. Let g : U → V and f : V → W be two smooth maps between bounded
open subsets in Euclidian spaces such that they extend to smooth maps on the closures Ū
and V̄ respectively. Assume that that there is a constant k > 0 such that ‖f‖1 , ‖g‖1 < k.
Then for every n ≥ 1 there is a constant Ck,n > 0 such that

‖f ◦ g‖n ≤ Ck,n(1 + ‖f‖n + ‖g‖n).

Proof. For n ≥ 1, repeated application of the chain rule gives

Dnfg(x) =
n∑
k=1

∑
j1+...+jk=k

ck,j1,...,jkD
k
g(x)f

(
Dj1
x g, . . . , D

jk
x g
)
,
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where the ck,j1,...,jk > 0 are suitable constants. Hence we may estimate

‖Dnf ◦ g‖0 ≤ C

n∑
k=1

∑
j1+...+jk=k

‖f‖k ‖g‖j1 . . . ‖g‖jk .

By the interpolation estimates

‖f‖n−1
k ≤ C ‖f‖n−k1 ‖f‖k−1

n ,

‖f‖n−1
j ≤ C ‖g‖n−j1 ‖g‖j−1

n

each of the terms in the double summation can be estimated by

‖f‖k ‖g‖j1 . . . ‖g‖jk ≤ C ‖f‖(n−k)/(n−1)
1 ‖f‖(k−1)/(n−1)

n ‖g‖(kn−n)/(n−1)
1 ‖g‖(n−k)/(n−1)

n

≤ C ‖g‖k−1
1

(
‖f‖(n−k)/(n−1)

1 ‖f‖(k−1)/(n−1)
n ‖g‖(k−1)/(n−1)

1 ‖g‖(n−k)/(n−1)
n

)
≤ C ‖g‖k−1

1 (‖g‖1 ‖f‖n)
(k−1)/(n−1) (‖f‖1 ‖g‖n)

(n−k)/(n−1)

≤ C ‖g‖k−1
1 (‖g‖1 ‖f‖n + ‖f‖1 ‖g‖n) .

Hence in general we obtain an estimate

‖Dnf ◦ g‖0 ≤ C ‖g‖k−1
1 (‖g‖1 ‖f‖n + ‖f‖1 ‖g‖n) ≤ C(1 + ‖f‖n + ‖g‖n),

since we assume that the ‖f‖1 and ‖g‖1 are bounded by a constant. Since the maps f
and g are bounded, we also have ‖f ◦ g‖0 < C and the lemma follows.

Suppose that M,N and O are arbitrary manifolds, not necessarily compact. In
[Mat69], Mather proves that the composition map is continuous as a map

Ck(N,O)× Ck
p (M,N)−→Ck(M,O)

with the appropriate Wk-topologies for all k ∈ N, and hence also for the case k = ∞.
Here Ck

p (M,N) denotes the space of proper maps M → N . In the case that M and N
are compact, this provides an alternative proof of the tameness of composition.

Remark 3.2.18. It is necessary to restrict the composition map to the proper maps
M → N . For suppose that p : M → N denotes the constant map with value p ∈ N . Let
gn : N → O be a sequence of smooth maps that converge to g in C∞(M,N). Then if M
is not compact the sequence gn ◦ p doesn't converge to g ◦ p. For one can construct an
open neighborhood U of M×{g(p)} in M×O such that the graph of no constant function
other than g ◦ p lies in U . Obviously this problem is mood as soon as M is compact or
we restrict to proper maps.

For the following corollary let I = [0, 1] be the unit interval, and let πM : M × I →M
denote the projection on the �rst component.

Lemma 3.2.19. Let B → M be a bundle over a compact manifold M , and σ ∈ ΓMB a
�xed section. Then there is an open neighborhood U ⊆ ΓMB of σ such that every section
τ ∈ U is smoothly path-connected to σ, and there is a smooth tame map

γσ : U−→ΓM×I(π
∗
MB)

that sends each τ ∈ U to such a path and σ to the constant path.
If M is not compact, then γ∗ is still continuous with respect to the Wk-topologies on

both sides for every k ∈ N ∪ {∞}.
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Proof. Since ΓMB is a closed submanifold of C∞(M,B), it is su�cient to prove the
analogous statement for the latter Fréchet manifold and show that γσ maps sections to
paths of sections.

For any manifold B one can choose a geodesic γ : V × I → B, that is, one can �nd
an open neighborhood of the diagonal δB in B × B and a smooth map γ : V × I → B
such that γ(x, y, 0) = x, γ(x, y, 1) = y and γ(x, x, t) = x for all (x, y) ∈ V and t ∈ I. For
example, choose a Riemannian metric on B, and de�ne γ by following the geodesics of
the corresponding Levi-Cevita connection.

Now let U be the set {τ ∈ C∞(M,B) : (σ(m), τ(m)) ∈ V ∀m ∈M}. It is straightfor-
ward to see that this set is open in C∞(M,B). De�ne γσ by

γσ(τ)(m, t) = γ(σ(m), τ(m), t), ∀(m, t) ∈M × I.

This is map is de�ned by composition on the left by γ and composition on the right by
the map (δ, id) : M×I →M×M×I that sends (m, t) to (m,m, t). By proposition 3.2.16
on page 72, this map is smooth tame.

To ensure that γσ maps into the space ΓM×I(π
∗
MB) it su�ces to make sure that if x

and y lie in the same �ber Bm, then so does γ(x, y, t) for all t ∈ I. This condition can
easily be satis�ed.

For the last statement of the lemma we only need to ensure that the map (δ, id) is
proper, but this holds trivially.
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3.2.6 The group of di�eomorphisms

The di�eomorphism group Di�(M) is an open submanifold of C∞(M,M). We will recall
the proof from Guillemin [MG73] here for the sake of completeness. In fact, we prove the
following slightly adjusted result, which we will use in the next section. In what follows
we say that a smooth map f ∈ C∞(M ×N,N) is a di�eomorphism in the N -variable if

f(x,−) : N−→N ∈ Di�(N,N)

for all x ∈M . We aim to prove the following about such maps.

Proposition 3.2.20. Let M and N be compact manifolds. Then the subset of maps
f ∈ C∞(M ×N,N) that are di�eomorphisms in the N-variable lies open.

If O is another manifold of �nite dimension and dim(N) ≤ dim(O) then consider the
set of smooth maps f ∈ C∞(M ×N,O) where

f(x,−) : N → O ∈ Imm(N,O)

is an immersion for all x ∈ M . Call such a map f an immersion, or immersive, in the
N -variable. We will show that this set lies open in C∞(M ×N,O) as a �rst step towards
proving the above proposition. For if O = N is compact, any injective immersion N → O
is a di�eomorphism.

Lemma 3.2.21. Let M ,N and O be manifolds of �nite dimension, with M and N com-
pact, and assume dim(N) ≤ dim(O). Then the subset of maps f ∈ C∞(M × N,O) for
which

f(x,−) ∈ Imm(N,O), ∀x ∈M

lies open.

Proof. Let Rn×m be the space of n×m-matrices, topologized as Euclidian space, where
m = dim(N) and n = dim(O). Then the set of maximal rank matrices lies open in Rn×m.
For let k = (k1, . . . , kn−m) denote a (n −m)-tuple of distinct integers with 1 ≤ ki ≤ m.
Suppose that, for a particular matrix A ∈ Rn×m, we let Ak denote the matrix obtained
by omitting rows k1 through kn−m. Then the map pk : Rn×m → R de�ned by pk(A) =
det(Ak) is polynomial in the coordinates of A, hence continuous. Now the set of maximal
rank matrices is given by

∪kp
−1
k (R− {0})

and hence is open.
Let (U,ϕ) and (V, ψ) be charts of M × N and O respectively. Let k = dim(M) be

the dimension of M , and U ′ = ϕ(U) ⊆ R+ × Rk+m−1 and V ′ = ψ(V ) ⊆ Rn be the local
domains. Then a typical chart of the �rst jet bundle J1(M ×N,O) is of the form

ΨU,V = ψ∗(ϕ
−1)∗ : J1(U, V )

∼=−→ J1(U ′, V ′) ∼= U ′ × V ′ × Rn×(k+m).

Elements of Rn×(k+m) can be written as (A|B) with A ∈ Rn×k and B ∈ Rn×m, separating
the �rst k columns from the latter n. The set O′ of matrices for which B is of maximal

77



rank is open, hence so is U ′ × V ′ × O′, and it de�nes an open subset of J1(U, V ). In
turn, the union of all such open subsets over all typical charts de�nes an open subset
O ⊆ J1(M ×N,O). It is easy to see that this open is independent of the chosen covering
of charts; maximality of matrices is invariant under conjugation.

A smooth map f : M ×N → O is immersive in the N -variable if and only if its �rst
jet maps into O, that is, if

j1(f)(x) ∈ O, ∀x ∈M,

hence the subset is a typical open for the compact-open topology on C∞(M ×N,O).

Lemma 3.2.22. Let M , N and O be manifolds of �nite dimension, with M and N
compact, and assume dim(N) ≤ dim(O). Suppose that f ∈ C∞(M × N,O) is an im-
mersion in the N-variable. Let (x0, y0) ∈M ×N be arbitrary points, then there are open
neighborhoods

(x0, y0) ∈ U1 × U2 ⊆M ×N

and

f ∈ W ⊆ C∞(M ×N,O)

such that g(x,−)|U2 is an injective immersion whenever g ∈ W and x ∈ U1.

Proof. Adopt the notation f(x) = f(x,−) : N → O for all x ∈ M , so that the notation
is less cumbersome.

Begin by choosing open subsets x0 ∈ U1 ⊆ M , y0 ∈ U2 ⊆ N and f(x0, y0) ∈ Vf ⊆ O,
together with chartings (U2, ϕ) and (Vf , ψ). Now choose smaller open subsets U i ⊆ U i
with compact closures Ū i still contained in U i, for i = 1, 2. We may assume that the
open subsets are chosen such that f(Ū1 × Ū2) ⊆ Vf and ϕ(Ū2) is convex.

For any map g ∈ C∞(M ×N,O) such that g(Ū1 × Ū2) ⊆ Vf let

g̃ = ψ ◦ g ◦ (1× ϕ−1) : Ū1 × ϕ(Ū2) → Rn

de�ne its 'local representative'. Then for every x ∈ U1 we de�ne a constant k(x) > 0 by
the expression

k(x) := min
y∈ϕ(Ū2)

inf
‖v‖=1

∥∥∥(dyf̃(x))v
∥∥∥ .

Note that k(x) > 0 because dyf̃(x) is injective for all y and ϕ(Ū2) is compact. Moreover,
the map k : x 7→ k(x) is easily seen to be continuous.

Now let W be the set of all g ∈ C∞(M ×N,O) such that

• g(Ū1 × Ū2) ⊆ Vf

• sup‖v‖=1

∥∥∥dy (dϕy0 f̃(x)− g̃(x)
)
v
∥∥∥ < k(x)

2
∀y ∈ ϕ(Ū2), x ∈ U1
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The �rst is an open C0 condition because Ū1 × Ū2 is compact. The second can be
rephrased in a way similar to the former, and is an open C1 condition since ϕ(Ū2) is
compact as well. Hence W is an open neighborhood of f ∈ C∞(M ×N,O).

Now let g ∈ W and x ∈ U1 be arbitrary. Then for all y1, y2 ∈ ϕ(Ū2) we have the
estimate∥∥∥dϕy0 f̃(x,−)(y1 − y2)

∥∥∥ ≤ ‖g̃(x, y1)− g̃(x, y2)‖

+
∥∥∥(dϕy0 f̃(x)y1 − g̃(x, y1)

)
−
(
dϕy0 f̃(x)y2 − g̃(x, y2)

)∥∥∥
and by the �rst order Taylor formula with integral remainder there is some y ∈ [y1, y2] ⊆
ϕ(Ū2) such that the �nal term is bounded by

sup
‖v‖=1

∥∥∥dy(dϕy0 f̃(x)− g̃(x))v
∥∥∥ ‖y1 − y2‖ <

k(x)

2
‖y1 − y2‖ .

Hence from the estimate

‖g̃(x, y1)− g̃(x, y2)‖ ≥
∥∥∥dϕy0 f̃(x)(y1 − y2)

∥∥∥− k(x)

2
‖y1 − y2‖ >

k(x)

2
‖y1 − y2‖

we conclude that g(x) is injective on Ū2 for all x ∈ U1. Since we already shown that the
immersions in the N -variable form an open subset, we have completed the proof.

Proposition 3.2.23. Let M , N and O be manifolds of �nite dimension, with M and N
compact, and assume dim(N) ≤ dim(O). Then the subset of f ∈ C∞(M × N,O) such
that

f(x,−) : N → O

is an injective immersion for all x ∈M lies open in C∞(M ×N,O).

Proof. Fix an f ∈ C∞(M ×N,O) as described above. Now choose �nitely many points
(x0, y0) ∈ M × N such that the U1

(x0,y0) × U2
(x0,y0) = U1 × U2 from the previous lemma

cover M ×N . Let W(x0,y0) be the corresponding open W ⊆ C∞(M ×N,O). Then de�ne
two open subsets

W := ∩(x0,y0)W(x0,y0),

V := ∪(x0,y0)U
2
(x0,y0) × U2

(x0,y0).

Now the map g(x,−) is an immersion for every g ∈ W and x ∈ M . Note that the
diagonal ∆ of N ×N is fully contained in V . Moreover, if (y1, y2) ∈ V −∆ and x ∈ M ,
then (y1, y2) ∈ U2

(x0,y0) × U2
(x0,y0) and x ∈ U1

(x0,y0) for some pair (x0, y0) ∈ M × N . This

holds because there should be a pair (x0, y0) such that (x, yi) ∈ U1
(x0,y0)×U2

(x0,y0) for both

i = 1 and i = 2, and (y1, y2) ∈ V implies that these pairs should coincide. Since y1 6= y2,
we conclude that g(x, y1) 6= g(x, y2).

We complete the proof by contradiction. Suppose there is no suitable open neighbor-
hood of f . Since we already saw that C∞(M, Imm(N,O)) is open, the failure must lie
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with the injectivity condition. Take a sequence gn ∈ W converging uniformly to f such
that for every n ∈ N there are triples (xn, yn, ηn) ∈M × (N ×N −∆) with

gn(xn, yn) = gn(xn, ηn).

Since gn ∈ W , we must have (yn, ηn) ∈ N × N − V by the arguments above. The set
M × (N ×N − V ) is compact, it is closed in M ×N ×N , hence we may assume without
loss of generality that xn → x, yn → y and ηn → η converge. Clearly (y, η) ∈ N ×N −V
still holds, so in particular y 6= η. Yet by the uniform convergence we still have f(x, y) =
f(x, η), which gives a contradiction.

Corollary 3.2.24. LetM be a compact manifold. The space of di�eomorphisms Di�(M)
is an open submanifold of C∞(M,M). Its tangent map at the identity of M is 0-tame
isomorphic to

TidDi�(M) ' X (M),

the space of vector �elds on M .

Proof. We have just shown that Di�(M) is an open subset of C∞(M,M) with respect to
the Whitney-C∞ topology and that this topology and the Fréchet topology on C∞(M,M)
coincide. Furthermore, the tangent space at the identity of M is canonically 0-tame
isomorphic to ΓM(id∗TM) = ΓM(TM) = X (M), as was proven in proposition 3.2.4 on
page 64.
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3.2.7 Inversion

We will now show that the map that sends a di�eomorphism to its inverse is a smooth
tame map.

Proposition 3.2.25. Let M be a compact manifold then the inversion map

inv : Di�(M) → Di�(M)

is a smooth tame map of degree 0. Its tangent map at f ∈ Di�(M) is given by

Tf inv : Γ(f ∗TM) → Γ((f−1)∗TM),

ϕ 7→ −Tf−1 ◦ ϕ ◦ f−1.

Moreover, it is 0-tame in an open neighborhood of the identity map.

Proof. There are three things to prove here. We need to show that inv is a continuous
map, inv is a smooth map with the tangent map as described above, and all derivatives
of inv are tame maps.

Let us begin by showing that inv is a continuous map. Note that this is necessary
because we have only de�ned di�erentiability for continuous maps between Fréchet man-
ifolds. Recall that if U ⊆ Jk(M,M) is an open subset of the k-th jet bundle, then

M(U) =
{
f ∈ Di�(M) : jk(f)(M) ⊆ U

}
de�nes an open subset of Di�(M), and the family of all such open subsets forms a basis
of the topology on Di�(M). Hence it is su�cient to check that the inverse image of such
an M(U) along inv is again an open subset of Di�(M).

Suppose that k = 0, then we have J0(M,M) = M ×M as a trivial bundle over M .
For any f ∈ Di�(M), the 0-th jet j0(f) corresponds to graphf ⊆ M ×M , the graph of
f . The interchange map,

τ : M ×M →M ×M : (x, y) 7→ (y, x),

has the property that graphf−1 = τ(graphf ) for every f ∈ Di�(M). Suppose that
U ⊆ M ×M is an open subset . Then graphf−1 ⊆ U if and only if graphf ⊆ τ−1(U),
because τ is a homeomorphism. This implies that

inv−1(M(U)) =
{
f ∈ Di�(M) : graphf−1 ⊆ U

}
is an open subset of Di�(M). Hence inv is continuous with respect to the Whitney C0

topologies on both the domain and codomain.
Next we will show that inv is a smooth map. Fix a di�eomorphism f ∈ Di�(M).

We have already shown that the composition map com, and both f∗ = com(f,−) and
f ∗ = com(−, f) are smooth tame maps. Since we can always write

inv(g) = g−1 = f−1 ◦ (g ◦ f−1)−1 = (f−1)∗ ◦ inv ◦ (f−1)∗(g),

it is therefore su�cient to prove di�erentiability at the identity element id ∈ Di�(M) in
order to prove that inv is C1. For the higher derivatives we note that the �rst derivative
is again a combination of compositions and inversions.
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Let v ∈ TidDi�(M) = X (M) be a tangent vector at id. Its �ow ϕ : (−1, 1)×M →M
is complete, because M is compact. In particular, it satis�es ϕ0 = id and ∂

∂t

∣∣
t=0

ϕt = v,
hence it can be seen as a smooth curve in Di�(M) that represents the tangent vector
v ∈ TidDi�(M). It follows that

d

dt

∣∣∣∣
t=0

inv(ϕt) =
∂

∂t

∣∣∣∣
t=0

ϕ−1
t = −v,

since

0 =
∂

∂t

∣∣∣∣
t=0

id =
∂

∂t

∣∣∣∣
t=0

ϕt ◦ ϕ−1
t = v +

∂

∂t

∣∣∣∣
t=0

ϕ−1
t ,

where we use the chain-rule and that ϕ0 = ϕ−1
0 = id. Hence inv is di�erentiable at id and

(Tidinv)v = −v by remark 3.2.5 on page 66. Recall from proposition 3.2.16 on page 72
what the tangent maps of (f−1)∗ and (f−1)∗ are. For any f ∈ Di�(M) and tangent
vector v ∈ ΓM(f ∗TM) we have

(Tf inv)v = Tf ((f
−1)∗ ◦ inv ◦ (f−1)∗)v

= Tidcom(f−1,−) ◦ Tidinv ◦ Tfcom(−, f−1)v

= −Tf−1 ◦ v ◦ f−1,

hence inv is also di�erentiable at f . The tangent map of inv is a combination of com-
positions, inversions, and di�erentials, hence it is again a di�erentiable map. The same
observation holds for higher order tangent maps of inv. We conclude that inv is a smooth
map.

Finally we will show that inv is actually a smooth tame map. Because the tangent
map of inv up to any order is again a combination of compositions, inversions, and
di�erentials, it is su�cient to check that inv is a tame map. By the translation trick

g−1 = f−1 ◦ (g ◦ f−1)−1,

it is su�cient to check that inv is tame in an open neighborhood of the identity. We will
do this by reducing the proof to a lemma by Hamilton.

Let m be the dimension of M , and let Br ⊆ Rm denote the open ball of radius
r ∈ R≥0 around the origin. Cover M by �nitely many charts {(Uα, ϕα)}α∈A such that
ϕα(Uα) = B3 for all α ∈ A, and that the open subsets U1

α := ϕ−1
α (B1) still cover M . Also

de�ne U2
α := ϕ−1

α (B2) for α ∈ A. We will �rst show that there is an open neighborhood
V of the identity in which every f satis�es

U1
α ⊆ f(U2

α) ⊆ Uα. (3.2.2)

Note that the set A is �nite, and the set

M(Ū2
α, Uα) =

{
f ∈ Di�(M) : f(Ū2

α) ⊆ Uα
}

is open in Di�(M) for every α ∈ A. Hence the set ∩α∈AM(Ū2
α, Uα) is open as well. This

enforces the right-hand-side of (3.2.2). The continuity of inv implies that also the set

inv−1(M(Ū1
α, U

2
α)) =

{
f ∈ Di�(M) : f−1(Ū1

α) ⊆ U2
α

}
=
{
f ∈ Di�(M) : Ū1

α ⊆ f(U2
α)
}
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lies open in Di�(M). Hence the set ∩α∈Ainv−1(M(Ū1
α, U

2
α)) is open as well, and this

enforces the left-hand-side of (3.2.2). The de�nition of V is now obvious.
Secondly we will choose two charts of Di�(M) around the identity and give descrip-

tions of the corresponding gradings to clarify why we want to prove lemma 3.2.26 below.
We begin by choosing a chart in the codomain of inv. Let E

'−→ ν be a tubular neigh-
borhood around the diagonal ∆ along the �bers of pr1 : M ×M →M . Take this tubular
neighborhood small enough such that ν ⊆ ∪α∈AU1

α × U2
α. Then the Uα provide local

trivializations of E, such that EUα ↪→ Uα × U2
α, for all α ∈ A. If g ∈ ΓMν, then let

gα : B1 → B2 denote the local representative of g|U1
α
along all the trivializations and

charts. Since the family {U1
α} already covers M , the Ck-norms on ΓMν are of the form

‖g‖k = maxα ‖gα‖k =
∑

|β|≤k

∑
1≤i≤m

maxα sup
x∈B̄1

∣∣∂βgαi (x)
∣∣

for every g ∈ ΓMν.
Likewise, let Ẽ

'−→ ν̃ be a tubular neighborhood around ∆ along the �bers of M ×M .
Moreover, assume that ν̃ ⊆ V ∩ inv−1(ΓMν), so that all f ∈ ΓM ν̃ satisfy (3.2.2), and inv
maps ΓM ν̃ into ΓMν. Let f

α : B2 → B3 denote the local representative of f |U2
α
along all

the trivializations and charts. Then the Ck-norms on ΓM ν̃ are of the form

‖f‖k = maxα ‖fα‖k =
∑

|β|≤k

∑
1≤i≤m

maxα sup
x∈B̄2

∣∣∂βfαi (x)
∣∣ .

To make tameness estimates it is now su�cient to compare ‖fα‖k with ‖(fα)−1‖k.

The following lemma and its proof are copied directly from [Ham82b], except for a
correction in the estimates, and a few comments and clari�cations of the arguments. I
have included the proof for the sake of completeness.

Lemma 3.2.26 (Hamilton). Let Br ⊆ Rm denote an open ball of radius r ∈ R≥0 around
the origin. Let f : B2 → B3 be a smooth map wich extends to a smooth map f : U → Rm

on an open subset U of the closure B̄2. If ε > 0 is su�ciently small, and if ‖f − id‖1 < ε,
then f−1 : B1 → B2 exists, and for every k ∈ N there is a constant C > 0 independent of
f such that∥∥f−1

∥∥
k
≤ C(1 + ‖f‖k)

for all such f .

Proof. In the previous proposition we already showed that the inverse of f exists and
maps B1 into B2 if f is C0-close to the identity. We will write g = f−1, so that Dxg =
(Df−1(x)f)−1. This implies that if ε > 0 is su�ciently small, there is constant C > 0
independent of g such that

‖Dg‖0 ≤ C.

Here we have used that we can make estimates

‖Df‖0 ≤ C(1 + ‖Df − id‖0) ≤ C(1 + ‖f − id‖1) ≤ C,

and the fact that ‖A‖ = ‖A−1‖ for any linear map A : Rm → Rm.
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For n ≥ 2 we have Dn(f ◦ g) = Dnid = 0, hence we obtain an equation

0 = Dn
x(f ◦ g) = Dg(x)f ◦Dn

xg +
n∑
k=2

∑
j1+...+jk=n

ck,j1,...,jkD
k
g(x)f(Dj1

x g, . . . , D
jk
x g),

where the ck,j1,...,jk are suitable constants. We can solve this for Dn
xg to get the equation

Dn
xg = −Dxg

n∑
k=2

∑
j1+...+jk=n

ck,j1,...,jkD
k
g(x)f(Dj1

x g, . . . , D
jk
x g).

This leads to the estimate

‖Dng‖0 ≤ C

n∑
k=2

∑
j1+...+jk=n

‖f‖k ‖g‖j1 · · · ‖g‖jk .

By interpolation we have estimates

‖f‖n−1
k ≤ C ‖f‖n−k1 ‖f‖k−1

n ,

‖g‖n−2
j ≤ C ‖g‖n−j−1

1 ‖g‖j−1
n−1 .

Moreover, we can estimate ‖f‖1 , ‖g‖1 ≤ C, and k ≥ 2 and j1 + . . .+ jk = n implies that
j1, . . . , jk ≤ n− 1. This leads to the estimate

‖Dng‖0 ≤ C
n∑
k=2

‖f‖(k−1)/(n−1)
n ‖g‖(n−k)/(n−2)

n−1 .

We complete the proof by induction on n. For n = 1 the lemma holds. Now suppose that
n ≥ 2 and

‖g‖n−1 ≤ C(1 + ‖f‖n−1).

Then by the interpolation estimate

‖f‖n−1
n−1 ≤ ‖f‖n−2

n ‖f‖1 ,

we have that

(1 + ‖f‖n−1) ≤ C(1 + ‖f‖n)
(n−2)/(n−1)

if we ensure that ‖f‖1 ≤ C. Hence we need to take C ≥ 1 + ε. This implies that

‖Dng‖0 ≤ C
n∑
k=2

‖f‖(k−1)/(n−1)
n (1 + ‖f‖n)

(n−k)/(n−1) ≤ C(1 + ‖f‖n).

The one in (1 + ‖f‖n) on the right-hand-side is necessary. we cannot estimate

‖f‖(k−1)/(n−1)
n ≤ ‖f‖n ,

because k − 1 might be smaller than n− 1, but we can make an estimate

‖f‖(k−1)/(n−1)
n ≤ C(1 + ‖f‖n),

and continue our estimates using this. Now use that

‖g‖n ≤ ‖g‖n−1 + ‖Dng‖0 ≤ C(2 + ‖f‖n−1 + ‖f‖n) ≤ C(1 + ‖f‖n).

84



Remark 3.2.27. At the end of the proof of proposition 3.2.25 on page 81 we apply
lemma 3.2.26 on page 83 once for every fα. In the lemma we impose an open condition
‖fα − id‖1 < εα for every α ∈ A. Since the index set A can be chosen �nite, these
conditions de�ne an open subset {f ∈ V : ‖fα − id‖1 < εα,∀α ∈ A} of V .

Recall that the composition map is not 0-tame, its tangent map is at best tame
of degree 1 in the �rst component. With the translation trick used here it cannot be
avoided that g appears once in both components of the composition map, hence this
proof doesn't imply that the inversion map is 0-tame. Moreover, the formula for the
tangent map suggests that it is highly unlikely that the inversion map is 0-tame, even
though it is 0-tame in a neighborhood of the identity map.

We �nish this section by summarizing a part of the results in a corollary.

Corollary 3.2.28. LetM be a compact manifold, then the di�eomorphism groupDi�(M)
is a tame Lie group. Its tangent space at the identity is the graded Fréchet space X (M)
of vector �elds on M .
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3.2.8 Bundle maps A→ B

This section provides more examples of tame manifolds, smooth tame maps, and, in
addition, examples of tame �ber bundles. It generalizes the results from the previous
section to maps between �ber bundles. We will do this in the two steps described below.

First we will consider two bundles A→M and B →M over the same base manifold.
We will typically assume that A, and hence alsoM , is compact. Then we consider bundle
maps of the form

A B

M

f

p q

in other words, the smooth maps f : A → B that map �bers into �bers over the same
base point. These are the usual arrows in the category BundM of bundles overM , hence
we will denote the set by BundM(p, q) or if no ambiguity arises by BundM(A,B). We
will show that it naturally becomes a tame manifold and the natural maps remain smooth
tame as well. In particular we have the open submanifold

Di�Mp = Di�MA

of �ber preserving di�eomorphisms over M and show it is also a tame Lie group.
As to be expected, the previous section returns to us as the special case whereM = {∗}

is the one-point set and to sections of a �ber bundle via the bundle maps

ΓMA = BundM(M,A).

We show that BundM(A,B) is a closed submanifold of C∞(A,B); in a sense they are
not more general than smooth maps.

We begin with two bundles A
p−→ M and B

q−→ M over a compact manifold M and
assume that A is compact. There are at least three equivalent descriptions of the space
of bundle maps. The �rst is just the subspace of C∞(A,B) of smooth maps

A B

M

f

p q

as described above. For the second description, consider the pull-back bundle p∗B as in
the diagram below,

p∗B B

p.b.

A M.

q

p

p′

The �bers of p∗B are of the form p∗Ba = Bp(a) hence a smooth section of p∗B also de�nes
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a smooth bundle map via composition on the left with p′,

p′∗ : ΓA(p∗B)−→BundM(A,B) : σ 7→ p′ ◦ σ.

This is just the restriction of the map p′∗ : C∞(A, p∗B) −→ C∞(A,B) to the closed
submanifold ΓA(p∗B), hence it is continuous if we induce BundM(A,B) with the subset
topology.

On the other hand, a bundle map f : A→ B de�nes a smooth section σf ∈ ΓA(p∗B)
simply by de�ning σf (a) := f(a) ∈ Bp(a). This de�nes a map

σ(−) : BundM(A,B)−→ΓA(p∗B) : f 7→ σf ,

which is clearly the algebraic inverse of p′∗. It is straightforward to check that this maps
is also continuous. Hence BundM(A,B) may be equipped with the usual smooth tame
structure on ΓA(p∗B). We should make certain that if BundM(A,B) can be considered
as a submanifold of C∞(A,B), this coincides with the smooth tame structure de�ned
above.

Proposition 3.2.29. Let A
p−→ M and B

q−→ M be bundles over the same base manifold
and assume that A is compact. Then the space BundM(A,B) ' ΓA(p∗B) of bundle maps
is a tame submanifold of C∞(A,B). Its tangent space at f ∈ BundM(A,B) is given by

TfBundM(A,B) = ΓA(f ∗T vertp∗B).

Proof. We only need to check that p′∗ embeds ΓA(p∗B) into C∞(A,B). The local model
at f of ΓA(p∗B) is given by ΓA(f ∗T vertB). We have an inclusion of vector bundles

T vertp∗B ↪→ p′∗T vertB ↪→ p′∗TB

de�ned by

T vertp∗B

p′∗T vertB T vertB

p.b.

p∗A B,

πB

p′

∃!

πp∗B

Tp′

where Tp′ maps between vertical vectors into vertical vectors since dq ◦ Tp′ = Tp ◦ dq′,
and p′ ◦ πp∗B = πB ◦ Tp′ is obvious. The fact that this map is injective is easily checked
by writing down its explicit formula.

Note that the local model of C∞(A,B) at p′∗(f) = p′f is just ΓA((p′f)∗TB). The
above gives an inclusion of vector bundles

ϕ : f ∗T vertp∗B ↪→ (p′f)∗TB.

The composition on the left map ϕ∗ coincides, up to some isomorphisms, with the map

Γ(f ∗T vertp∗B)−→Γ((p′f)∗TB)
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induced by p′∗ and the chosen charts by virtue of it being de�ned as a universal arrow.
Now one can choose a metric g on TB and choose an orthocomploment E ⊆ (p′f)∗TB

of ϕ(f ∗T vertp∗B). This gives a tame direct sum

ΓA((p′f)∗TB) ' ΓA(ϕ∗(f ∗T vertp∗B))⊕ Γ(E).

In section 5.1 on page 97 on the stability of mappings we will expand this setting
further by considering bundle maps between two bundles A → M and B → N with
possibly distinct base manifolds.

Suppose that B is compact as well and C →M is a third bundle over M , not neces-
sarily compact. Then by the above it immediately follows that the �ber-wise composition
map

com : BundM(B,C)×BundM(A,B) → BundM(A,C)

is a smooth tame map of degree 0. Its tangent map at (f, g) is given by the familiar
formula

T(f,g)com : (ϕ, γ) 7→ ϕ ◦ g + Tf ◦ γ.

The space of invertible bundle maps of A→M is of course just the intersectionDi�MA =
BundM(A,A)∩Di�A, and hence is an open submanifold of the space of all bundle maps.
Its tangent space at the identity is the space of vertical vector �elds of A, commonly
denoted as X vert(A). Lastly, the inverse of any bundle map preserves �bers itself, so the
restriction of the inversion map,

inv : Di�MA−→Di�MA,

is a smooth tame map of degree 0. Its tangent map at f is given by

Tf inv : η 7→ −Tf−1 ◦ η ◦ f−1,

where, as with the tangent of the composition map, one must interpret η as a tangent
vector of C∞(A,B) at p′∗(f).

The third description begins by de�ning a tame �ber bundle over M whose smooth
sections will describe the bundle maps A→ B. Each of its �bers consists of the space of
smooth maps Ax → Bx. In de�ning this bundle there is no need to assumeM is compact.
We do need that p is a proper map such that each of the �bers is a tame manifold. Then
p is automatically a �ber bundle by the Ehresmann theorem, and for the construction of
C∞(p, q) we will assume that q is a �ber bundle as well.

Lemma 3.2.30. Let A
p−→ M and B

q−→ M be �ber bundles over the same base manifold
M and let p be proper. Then the bundle C∞(p, q) →M whose �ber at x ∈M is given by

C∞(p, q)x := C∞(Ax, Bx)

is a tame �ber bundle over M .
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Proof. For an arbitrary point x ∈M one can choose an open neighborhood U ⊆M and
two local trivializations

ψA : AU
'−→ U × Ax,

ψB : BU
'−→ U ×Bx,

so that we obtain a trivialization of the large bundle,

Ψ : C∞(p, q)U−→U × C∞(Ax, Bx),

de�ned as follows. If y ∈ U then f ∈ C∞(Ay, By) is send by Ψ to(
ψB|By

)
◦ f ◦

(
ψA|Ay

)−1 ∈ C∞(Ax, Bx).

Any other open U ′ ⊆M around a point x′ ∈M with corresponding maps ψ′A, ψ
′
B and Ψ′

yields a transition map

Ψ′ ◦Ψ−1 : U ∩ U ′ × C∞(Ax, Bx)−→U ∩ U ′ × C∞(Ax′ , Bx′).

Fix a point y ∈ U ⊆ U ′, then Ψ′Ψ−1(y,−) maps a function f ∈ C∞(Ax, Bx) to

Ψ′ ◦Ψ−1(y, f) =
(
y, (ψ′B|By) ◦ (ψB|By)

−1 ◦ f ◦ (ψA|Ay) ◦ (ψ′A|Ay)
−1
)
,

which is just a combination of pre- and post composition by certain maps. Hence Ψ′Ψ−1

is smooth tame in the second component.
Now �x a function f ∈ C∞(Ax, Bx) and vary the �rst component of the transition

function. If we write

(p1, ϕA) = ψA(ψ′A)−1 : U ∩ U ′ × A′x−→U ∩ U ′ × Ax,

(p1, ϕB) = ψ′Bψ
−1
B : U ∩ U ′ ×Bx−→U ∩ U ′ ×B′

x,

then the ϕA and ϕB de�ne smooth tame maps

ϕ̃A : U ∩ U ′−→C∞(A′x, Ax) : y 7→ ϕA(y,−),

ϕ̃B : U ∩ U ′−→C∞(Bx, B
′
x) : y 7→ ϕB(y,−),

respectively. Now Ψ′Ψ−1(−, f) is the smooth tame map U ∩U ′−→U ∩U ′×C∞(A′x, B
′
x)

whose �rst component is the identity on U ∩U ′ and whose second component is given by

Ψ′Ψ−1(−, f) = com ◦ (id× com(f,−)) ◦ (ϕ̃B, ϕ̃A) ◦∆U∩U ′ .

Hence the transition maps are smooth tame.

Assume once again that M is compact, so that we are working with two compact
(�ber) bundles A and B over M . A bundle map f : A → B gives rise to a section τf of
C∞(p, q) by restricting f to the appropriate �ber of A, that is, by the formula τf (x) =
f |Ax : Ax → Bx. This section is in fact smooth, for consider an open neighborhood
x ∈ U ⊆ M on which both A and B trivialize, as in lemma 3.2.30 on the facing page.
the trivialization of f ,
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U × Ax U ×Bx

AU BU ,

f̃

f

∼

∼

de�nes a smooth map U → C∞(Ax, Bx) : y 7→ f̃(y,−). The latter map is the local
trivialization of τf , hence τf does indeed de�ne an element in ΓMC

∞(p, q). We also need
to show that τ(−) : f 7→ τf is a continuous map if ΓMC

∞(p, q) is equipped with the
compact open topology. Its inverse is the map

f(−) : ΓMC
∞(p, q)−→BundM(A,B) : τ 7→ fτ ,

where fτ (a) = τ(p(a))(a), and this map is continuous for the same reason. We conclude
that the natural maps between BundM(A,B) and ΓMC

∞(A,B) give homeomorphisms,
hence the smooth tame structure on BundM(A,B) carries over.

It is perhaps possible to prove that ΓMC
∞(p, q) is a tame manifold in a more direct,

and possibly more natural, way, although this might actually result in reordening the
above construction. On the other hand, it does not seem likely that ΓMB can be given
a tame Fréchet structure for any tame �ber bundle over M . The charts for ΓMB, with
B a �nite rank �ber bundle, where constructed via a choice of Riemannian metric and
the resulting exponent map. Following this approach, one has to construct a Riemannian
metric on B and a exponent map, which is typically de�ned using the existence and
uniqueness of solutions to ODEs. Both constructions are non-trivial for Fréchet spaces.
However, in this case it is not necessary, and we might as well avoid it; such manifolds
would become even more cumbersome to work with.

This discription does have at least one advantage: it suggests that the tangent space
should be of the somewhat more conceptual form

TτΓMC
∞(p, q) = ΓM(τ ∗T vertC∞(p, q)).

In particular, this heuristic will lead to the following, rather nice, description of the
tangent space of Di�M(A). Let X (p) → M be the vector bundle whose �ber at x ∈ M
is the Fréchet space of vector �elds on the �ber Ax, X (p)x = X (Ax). Then the tangent
space of Di�M(A) at the identity should be the space of sections ΓMX (p).

Proposition 3.2.31. Let A
p−→M be a proper �ber bundle over a base manifold M with

boundary. Then the bundle X (p) →M whose �bers at x ∈M are given by

X (p)x = X (Ax),

the vector �elds on the �ber Ax, forms a 0-tame vector bundle.

Proof. The proof is essentially analogous to lemma 3.2.30 on page 88 with the addition
of checking that the transition maps are linear.

Now the space of vertical vector �elds is easily seen to be homeomorphic to ΓMX (p)
by the map that sends v ∈ X vert(A) to σv(x) = v|Ax . In fact, there is a natural Fréchet
grading on ΓMX (p) which makes the above map a tame linear isomorphism. Going into
more detail on this grading, however, doesn't seem to add anything to the discussion at
this point.
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Chapter 4

The Nash-Moser theorem

In this chapter we state the Nash-Moser inverse function theorem and a variation, the
Nash-Moser theorem for non-linear chain complexes. We will prove that the latter implies
the inverse function theorem, yet a converse is not so easily obtained. Chapter 5 treats
several applications where mainly the version for chain complexes is applied. It is only
in chapter 6 that we get to proving this theorem.

Theorem 4.0.32 (Nash-Moser-Hamilton). Let P : M → N be a smooth tame map
between tame manifolds with smoothing operators. If there is a smooth tame vector bundle
map

VP : P ∗TN → TM

that is the point-wise inverse of the derivative of P in the sense that for every x ∈M we
have

DxP ◦ VPx = idTP (x)N

VPx ◦DxP = idTxM,

then P is locally invertible in the sense that around every xb ∈ M there is an open
neighborhood xb ∈ U ⊆ M on which P has a smooth tame inverse P−1. Naturally, in
this case the derivative of the inverse is D(P−1) = VP on U .

Before stating the version for non-linear chain complexes, we will �rst introduce the
needed terminology. A tame non-linear complex is a triple of smooth tame maps

M P−→ N
R

⇒
S
O

such that R ◦ P = S ◦ P . Such a complex is tame exact at a point x0 ∈M if there exist
neighborhoods xb ∈ U ⊆M and P (xb) ∈ V ⊆ N and a smooth tame map

Q : V → U

such that if y ∈ V satis�es R(y) = S(y) then PQ(y) = y. In other words, Q is a local
right inverse of P when restricted to the equalizer set of R and S,

eq(R,S) = {y ∈ N : R(y) = S(y)} .
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Such a set is generally not a submanifold of N , but the smooth tameness of Q still makes
sense on open subsets of N around points in eq(R,S). The chain complex is locally tame
exact if it is tame exact at every point ofM and tame exact if the map Q can be chosen
globally. Clearly, tame exact implies locally tame exact.

Note that R and S both coincide on the image of P , yet their derivatives might still
di�er. The defect can be measured by

δxR : P ∗TN −→(RP )∗TO = DP (x)R−DP (x)S

since both maps on the right map into the same �ber of (RP )∗TO. The linearization of
a tame non-linear complex is the sequence of vector bundle maps

TM DP−−→ P ∗TN δR−→ (RP )∗TO.

It satis�es the usual condition δR ◦DP = 0 of linear chain complexes.
Such a linear chain complex is tame exact if there are smooth tame vector bundle

maps

(RP )∗TO VR−→ P ∗TN VP−→ TM

satisfying the homotopy relation

DP ◦ VP + VR ◦ δR = idP ∗TN .

The maps VP and VR will be called homotopy operators.
The version for non-linear chain complexes can now be formulated as follows.

Theorem 4.0.33 (Hamilton). A tame non-linear complex is locally tame exact if its
linearization is tame exact.

Corollary 4.0.34. The inverse function theorem follows from the non-linear chain com-
plexes theorem.

Proof. Suppose that P : M → N satis�es the hypothesis of the Nash-Moser inverse
function theorem. Take O = N and let R = S both be the identity on N to obtain the
chain complex

M P−→ N
id

⇒
id

N .

The equality R(y) = S(y) is trivially satis�ed for all y ∈ N and we are allowed to take
VR = idTN such that

DP ◦ VP + VR ◦ δR = idTN + idTN ◦ 0 = idTN .

Hence there are open subsets xb ∈ U ⊆M and P (xb) ∈ V ⊆ N and a smooth tame map
Q : V → U so that P ◦Q = id on V , that is, P has locally a right inverse.

Now consider the chain complex

V Q−→ U
id

⇒
id

U .
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Let V Q : Q∗TU → TV be de�ned by

V Qy := DQ(y)P

and let VR be the identity map of Q∗TU . V Q is a smooth tame vector bundle map over
V . Then we have

DQ ◦ V Q+ VR ◦ δR = DQ ◦ V Q = idQ∗TU ,

since the identity DQ(y)P ◦DyQ = id from above implies that

VQ(y)P = VQ(y)P ◦DQ(y)P ◦DyQ = DyQ,

so that

DyQ ◦ VyQ = VQ(y)P ◦DQ(y)P = idQ∗TU .

Hence there are open subsets P (xb) = yb ∈ Ṽ ⊆ V and Q(yb) = xb ∈ Ũ ⊆ U and a smooth
tame map Q̃ : Ũ → Ṽ so that Q ◦ Q̃ = id on Ũ .

By restricting the open neighborhoods we conclude thatQ : U → V has a smooth tame
right inverse Q̃ and is injective, hence it has an inverse. We deduce that Q̃ = PQQ̃ = P
on Ũ , hence P is locally invertible.

4.1 A version with group actions

Let G be a tame Lie group and let M and N be two tame manifolds, such that M,N ,
and G all allow smoothing operators. Suppose that G acts smooth tamely on the left on
both M and N in the sense that the maps

ϕ : G ×M→M,

ψ : G ×N → N

are smooth tame. Now let R,S : M→ N be two smooth tame maps equivariant under
the actions of G.

Suppose that x ∈ M satis�es y = R(x) = S(x), then by equivariance any element x′

of the orbit G(x) through x satis�es R(x′) = S(x′). De�ne a smooth tame map

P : G−→M : g 7→ g · x

and consider the resulting non-linear chain complex (P,R, S). We wish to apply the
Nash-Moser theorem to this situation. This will provide conditions under which the orbit
G(x) lies open in the equalizer set eq(R,S) induced with the subset topology.

Assume that the linearization at the unit e ∈ G, which we de�ne as

g = TeG
d0−→ TxM

d1−→ TyN

with d0 = TeP and d1 = TxR− TxS, splits tamely in the sense that there are tame linear
maps

TyN
h1−→ TxM

h0−→ g
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such that the homotopy relation

d0 ◦ h0 + h1 ◦ d1 = idTxM

is satis�ed. We wish to prove the hypothesis of the non-linear chain complexes theorem
from this assumption.

Note that the action ϕ : G ×M→M induces a smooth tame map

ϕ∗ : G × TxM−→P ∗TM

by taking the tangent map at x ∈ M in the second component. It maps a pair (g, v),
with g ∈ G and v ∈ TxM, to the vector Tϕ(g)v ∈ Tϕ(g)xM = TP (g)M and hence is a
vector bundle map over G. Its inverse, the map

ϕ∗ : P ∗TM−→G × TxM

de�ned by sending v ∈ TP (g)M to the pair (g, Tϕ(g−1)v) is easily seen to be a smooth
tame map as well. For recall the maps associated to the pull-back bundle P ∗TM, as
indicated in the pull-back square

P ∗TM TM

p.b.

G M

Q

qM πM

P

Then ϕ∗ is the composition of smooth tame maps

ϕ∗ = (id× TMϕ) ◦ (id× i× id) ◦ (∆G × id) ◦ 〈qM, Q〉,

which takes values in the tame submanifold G × TxM of G × TM. Hence the vector
bundle P ∗TM is tamely isomorphic to the trivial bundle G × TxM over G.

The same can be said about the multiplication m : G × G → G, seen as a left action
L = m of G on itself, and the action ψ : G × N → N . We obtain that TG ' G × g and
(RP )∗TN ' G × TyN tamely.

This allows us to de�ne vector bundle maps over G by

VP : P ∗TM−→TG, VP = L∗ ◦ h0 ◦ ϕ∗,
VR : (RP )∗TN −→P ∗TM, VR = ϕ∗ ◦ h1 ◦ ψ∗.

These maps satisfy the identities

TgP ◦ VgP = TgP ◦ TeL(g) ◦ h0 ◦ TP (g)ϕ(g−1)

= Txϕ(g) ◦ TeP ◦ h0 ◦ TP (g)ϕ(g−1)

= Txϕ(g) ◦ d0h0 ◦ TP (g)ϕ(g−1),

VgR ◦ δgR = Txϕ(g) ◦ h1 ◦ TRP (g)ψ(g−1) ◦ δgR
= Txϕ(g) ◦ h1d1 ◦ TP (g)ϕ(g−1),
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so that the required homotopy relation is satis�ed,

TgP ◦ VP (g) + VR(g) ◦ δR(g) = Txϕ(g) ◦ (d0h0 + h1d1) ◦ TP (g)ϕ(g−1)

= idTP (g)M

for every g ∈ G. Hence the hypothesis of the non-linear chain complex theorem are
satis�ed. The results of this section can be summarized in the following theorem.

Theorem 4.1.1. Let G be a tame Lie group acting tamely on the left on two tame
manifolds M and N , all of which allow smoothing operators. Let R,S : M→N be two
smooth tame equivariant maps and let

P : G →M : g 7→ g · x

be the action on x ∈M. If the linear exact sequence

g
TeP−−→ TxM

TxR−TxS−−−−−→ TyN

splits tamely, then there are open neighborhoods e ∈ U ⊆ G and x ∈ V ⊆M and a smooth
tame map g : V → U such that gy · x = y whenever R(y) = S(y). In particular, the orbit
G(x) of x ∈M forms an open subset of

eq(R,S) = {y ∈M : R(y) = S(y)} .
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Chapter 5

Applications

This chapter discusses some applications of the Nash-Moser theorem, in particular of
the version with group actions. Most, if not all, applications in the literature follow the
concept

in�nitesimal stability⇒ stability.

Typically one studies a collection of geometric objects on a �xed compact manifold M
whose de�ning property can be expressed by an algebraic relation. As an example,
regular foliations are the distributions that are involutive, or group actions are maps
a : G×M →M satisfying the associativity condition (gh) ·m = g ·h ·m. Next one lets a
group of di�eomorphisms act on a �xed object; for example, the pull-back of distributions,
or conjugation of group actions; which yields an equivalence relation on the geometric
objects. The conclusion of the Nash-Moser theorem then gives a statement of the form
(stability)

`The orbit of said object lies open in the space of all such geometric objects,'

while the hypothesis of the theorem gives a technical condition on the �xed object and the
base manifold. Lastly, one looks for more natural conditions under which the hypothesis
is satis�ed (in�nitesimal stability).

Most of these applications concern global results. Yet it does seem likely, for exam-
ple from Conn's proof [Con85] of the normal form of Poisson form around a singular
point, that the theory can also be �tted to resolve questions about local stability: the
deformation of germs at a point in M .

This approach has one major drawback. In all applications one has to carefully check
all smooth tameness conditions are met. This often makes the Nash-Moser theorem a
cumbersome technical tool. This thesis aims to give an overview of applications and
examples such that it becomes more readily applicable.
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5.1 Stable maps

Let M and N be manifolds of �nite dimension with M compact and consider the space
of smooth maps C∞(M,N). First we introduce the concept of stability for smooth maps,
as given in [MG73,Mat69]. The product of di�eomorphism groups Di�(M) ×Di�(N)
acts on the smooth maps M → N by a change of coordinates, namely

Di�(M)×Di�(N)× C∞(M,N)−→C∞(M,N) : (ϕ, ψ, f) 7→ ψ ◦ f ◦ ϕ−1.

Two smooth maps f and g are called equivalent if there are ϕ and ψ such that

g = ψ ◦ f ◦ ϕ−1.

A smooth map f is called stable if there is an neighborhood of f in C∞(M,N) in which
all functions are equivalent to f . This is clearly equivalent to saying that the orbit of
f under the action of the topological group Di�(M)×Di�(N) lies open in the smooth
functions.

Proposition 5.1.1. Let M and N be manifolds, with M compact, then f : M → N is
stable if it is in�nitesimally stable.

Clearly not every smooth map is stable. The change of coordinates preserves the
rank of the tangent map Tϕ−1(x)(ψfϕ

−1) at every point x ∈M . As a particularly simple
example, consider the map

f : [−1, 1] → R : x 7→ x3

and approximate it with the one-parameter family of maps ft : x 7→ x3 − tx with the
parameter t ∈ [0, 1]. None of the ft for t > 0 is equivalent to f since the number of
critical points di�ers from f .

Mather gave the following conditions for in�nitesimal stability. A smooth map f :
M → N is in�nitesimally stable if for every w ∈ ΓM(f ∗TN) there are u ∈ X (M) and
v ∈ X (N) such that

w = Tf ◦ u+ v ◦ f.
Guillemin and Golubitsky mention that the statement of the theorem was motivated by
heuristics with Fréchet manifolds, without knowledge of an inverse function theorem.
Nonetheless, Mather's proof is more direct, without mention of Fréchet manifolds, and
in addition works for any proper map f : M → N .

The Nash-Moser theorem obviously cannot be applied directly to this setting, as
Di�(N) is not a tame manifold, hence let us assume that N is compact as well. The
spaces Di�(M)id ×Di�(N)id, the connected component at the identity, and C∞(M,N)
are now all smooth tame manifolds. Fix a smooth map f ∈ C∞(M,N) and de�ne the
map

Di�(M)id ×Di�(N)id C∞(M,N)

Di�(M)id ×Di�(N)id C∞(M,N)×Di�(N)id Di�(N)id × C∞(M,N),

P

(inv× id) com

(f∗ × id) τ

in other words,

P = com ◦ τ ◦ (com(f,−)× id) ◦ (inv× id),
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where τ is the interchange map and com and inv are composition and inversion. More-
over, tangent map

T(id,id)P : X (M)×X (N)−→ΓM(f ∗TN)

is given by

T(id,id)P (u, v) = T(id,f)com ◦ T(id,f)τ ◦ (Tidcom(f,−)× id)(−u, v)
= T(id,f)com ◦ T(f,id)τ(−Tf ◦ u, v)
= v ◦ f − Tf ◦ u.

In other words, let ϕt : (−1, 1) ×M → M and ψt : (−1, 1) × N → N be smooth curves
of di�eomorphisms, with ϕ0 = id and ψ0 = id, representing the vector �elds u ∈ X (M)
and v ∈ X (N) respectively. Then we may compute the tangent map of P at (id, id) as

T(id,id)P (u, v) =
d

dt

∣∣∣∣
t=0

(ψt ◦ f ◦ ϕ−1
t )

=

(
d

dt

∣∣∣∣
t=0

ψt

)
◦ f + Tf ◦

(
d

dt

∣∣∣∣
t=0

ϕ−1
t

)
= v ◦ f − Tf ◦ u.

From the Nash-Moser theorem with group actions applied to the chain complex

Di�(M)×Di�(N)
P−→ C∞(M,N)⇒{∗}

we conclude that f is stable if there exists a tame linear right inverse to the map T(id,id)P
described above. We arrive at the following proposition.

Proposition 5.1.2. Let M and N be compact manifolds. Then f ∈ C∞(M,N) is stable,
and the maps ϕ : g 7→ ϕg and ψ : g 7→ ψg such that g = ψg ◦ f ◦ ϕ−1

g are smooth, if and
only if for every w ∈ ΓM(f ∗TN) there are u ∈ X (M) and v ∈ X (N) such that

w = v ◦ f + Tf ◦ u.

Proof. We must show that the above hypothesis can produce a suitable tame linear map
w 7→ (u, v). Choose a �nite covering {Uα}α∈A of M by local trivializations of f ∗TN ,
and let zα1 , . . . , z

α
n be the corresponding frame of f ∗TN |U for every α ∈ A. Let {χα} be

a partition of unity subordinate to {Uα} whose square root is still di�erentiable. The√
χαz

α
i extend by zero to the whole of M , and for every α ∈ A and 1 ≤ i ≤ n we �nd a

pair uαi ∈ X (M) and vαi ∈ X (N) such that

√
χαz

α
i = vαi ◦ f + Tf ◦ uαi .

Now for an arbitrary w ∈ ΓM(f ∗TN), we have that w|Uα =
∑

iw
i
αz

U
i for certain smooth

functions wiα : Uα → R, and we may de�ne u =
∑

α,i

√
χαw

i
αu

α
i and v =

∑
α,i

√
χαw

i
αv

α
i .

Then the map w 7→ (u, v) is clearly tame linear, and

v ◦ f + Tf ◦ u =
∑

α,i

√
χαw

i
α(v

α
i ◦ f + Tf ◦ uαi ) =

∑
i

∑
α
χαw

i
αz

α
i = w.
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For the converse, let w ∈ ΓM(f ∗TN) = TfC
∞(M,N) be a vector at f . Choose a

representative ft : (−1, 1) ×M → N of w, that is, a smooth map such that f0 = f and
∂
∂t

∣∣
t=0

ft = w. Then the compositions ϕft and ψft , where we see ϕ as the map g 7→ ϕg
and likewise for ψ, are smooth maps and represent the required vectors u ∈ X (M) and
v ∈ X (N), respectively.

With this approach to stability it is unavoidable that M should be chosen compact,
but it is desirable to at least prove that the restriction on N can be dropped. This can be
done as follows. Let N be non-compact and f : M → N smooth. Since the image f(M)
is compact, we may choose a compact region R, a compact submanifold of codimension
0 with smooth boundary, such that f(M) ⊆ R◦. Moreover, suppose that f : M → N is
in�nitesimally stable, then so is f : M → R. The setM(M,R◦) of smooth mapsM → N
that map into the interior of R form an open neighborhood of f in both C∞(M,N)
and C∞(M,R). For g near enough to f there exist di�eomorphisms ϕ : M → M and
ψ̃ : R → R such that g = ψ ◦ f ◦ ϕ−1. In fact, by assuming that g is smoothly path
connected to f , which we can since C∞(M,R) is locally path connected, we can �nd
a smooth curve ψ̃t : [0, 1] × R → R of di�eomorphisms such that ψ̃1 = ψ̃. Choose a
smooth bump function on N that is constantly 1 in an open neigborhood of f(M) and
vanishes beyond the boundary of R. Let ṽ ∈ X (R) be the in�nitesimal generator of ψ̃t.
Then one can cut ṽ o� with the bump function and extend it by zero to a v ∈ X (N).
Since it is supported in a compact set, it has a global �ow ψt : N → N , and we see that
g = ψ1 ◦ f ◦ ϕ−1. Hence we conclude that f : M → N is stable.

A few additional details of Mather's approach are worth mentioning. Aside from
working with non-compact manifolds, he obtains a slightly more general `in�nitesimal
stability implies stability' theorem. It takes the form of the proposition below. Note that
in [Mat69] he assumes that all manifolds may be manifolds with corner. Manifolds are
allowed to locally look like a quadrant in Rn de�ned by a �nite set of linearly independent
linear inequalities l1 ≥ 0, . . . , lk ≥ 0. The spaces of smooth maps M → N are equipped
with the Whitney C∞-topology described earlier.

Proposition 5.1.3. Let M and N be manifolds, and let f : M → N be a proper smooth
map. Then f is in�nitesimally stable in the sense that for every w ∈ ΓM(f ∗TN) there
are u ∈ X (M) and v ∈ X (N) such that

w = Tf ◦ u+ v ◦ f,

if and only if f is stable in the sense that for every smooth g : M → N close to f there
are ϕg ∈ Di�(M) and ψg ∈ Di�(N) such that

g = ψg ◦ f ◦ ϕg.

Moreover, the mappings g 7→ ϕg and g 7→ ψg are continuous for the W∞ topology.
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5.1.1 More stable maps

Note that submersions are examples of stable maps. For if f : M → N is a submersion
between with M a compact manifold. Then its tangent map Tf is locally a projection
Uα × Rm → Uα × Rn × {0}. Hence there exists a smooth bundle map uα : f ∗TN |Uα →
TM |Uα that serves as a right inverse of Tf |Uα . Now the uα can be patched together with
a partition of unity to a right inverse u : f ∗TN → TM of Tf . The corresponding tame
linear map u∗ : ΓMf

∗TN → X (M) is a right inverse of Tf∗. Hence by the Nash-Moser
theorem there exists an open neighborhood V ⊆ C∞(M,N) of f and a smooth tame map
ϕ : V → Di�(M,N) such that

g = f ◦ ϕg, ∀g ∈ V.

Recall that the submersions form an open subset of all smooth maps M → N , and
the space of di�eomorphisms Di�(M) acts on the submersions by multiplication on the
right. Hence in particular this discussion shows that the orbits of this action lie open in
C∞(M,N). Moreover, it leads to the following observation.

Proposition 5.1.4. Let M and N be compact manifolds, and f : M → N a submersion.
Then for every g : N → N close to the identity there is a ϕg such that

g ◦ f = f ◦ ϕg,

and ϕid = id. Moreover, the map g 7→ ϕg is smooth tame.

Proof. Let V and ϕ be as in the discussion above. Composition on the right by f de�nes
a smooth tame map

com(−, f) : C∞(N,N) → C∞(M,N).

Hence we may choose an open U ⊆ C∞(N,N) around idN small enough such that
com(U, f) ⊆ V . Then the composed map ϕ̃ = ϕ ◦ com(−, f) does the job.

Michor [Mic84] gives some additional applications of the Nash-Moser theorem to
spaces of smooth maps. I would like to highlight one particular example. Consider a
compact �ber bundle B

p−→ M . The space of �ber-preserving di�eomorphisms Di�M(B)
is a tame Fréchet submanifold of all di�eomorphisms Di�(B) by proposition 3.2.29 on
page 87. It acts smooth tamely on the left on ΓMB by the map

P : Di�M(B)× ΓMB−→ΓMB, P (ϕ, σ) = ϕ ◦ σ.

Recall that for ϕ ∈ Di�M(B), the tangent space ofDi�M(B) at ϕ is given by TϕDi�M(B) =
ΓB(ϕ∗T vertp∗B). In particular, the tangent space at the identity is just the space X vert(B)
of vertical vector �elds on the total space. For σ ∈ ΓMB a �xed section, consider the
map

Pσ : Di�M(B)−→ΓMB, Pσ(ϕ) = ϕ ◦ σ.

Its tangent map at the identity is the map

TidPσ : X vert(B)−→ΓM(σ∗T vertB), TidPσ(ν) = ν ◦ σ = σ∗(ν).
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Note that there is a natural vector bundle isomorphism σ∗T vertB ' T vertB|σ(M). Any
section of T vertB|σ(M) can be extended to B by a partition of unity, and the resulting
extension map Γσ(M)(T

vertB|σ(M))−→ΓBT
vertB can be chosen to be tame linear. This de-

�nes a tame linear right inverse to TidPσ. Hence we have shown the following proposition,
which, in particular, implies that the orbits of Di�M(B) lie open in ΓMB. Michor then
concludes that σ is stable in the space ΓMB in the sense that for every nearby section τ
there is a �ber preserving di�eomorphism ψτ : B → B such that τ = ψτ ◦ σ. However,
with a little extra work we can give a better result.

Proposition 5.1.5. Let B
p−→M be a compact �ber bundle, then every section σ of B is

stable in C∞(N,B) in the sense that for every smooth map τ : N → B close to σ there
is a di�eomorphism ψτ : B → B such that

τ = ψτ ◦ σ,

and the mapping ψ : τ 7→ ψτ is smooth tame. The di�eomorphism ψτ is �ber-preserving
if τ is a section of B, and ψσ = id.

Proof. Let σ ∈ ΓMB be a section of B. By proposition 5.1.4 on the preceding page there
is an open neighborhood V ⊆ Di�(M) around the identity, and a smooth tame map
ϕ : V → Di�(B) such that g ◦ p = p ◦ϕg for all g ∈ V . Since p ◦ σ = id, there is an open
neighborhood U ⊆ C∞(M,B) of σ such that p∗ maps into the di�eomorphisms of M .
The map inv ◦ p∗ is smooth tame as well, hence the open U can be chosen small enough
such that (p ◦ τ)−1 ∈ V for every τ ∈ U . Then for every τ ∈ U we have

p ◦ ϕ(p◦τ)−1 ◦ τ = (p ◦ τ)−1 ◦ p ◦ τ = id.

Hence we can de�ne a smooth tame map

ϕ̃ : U−→Di�(B) : τ 7→ ϕ(p◦τ)−1

that approximates any τ ∈ V by a section ϕ̃τ ◦ τ of B. Note that ϕ̃τ = id whenever
p ◦ τ = id.

By the discussion above this proposition there is an open neighborhood W ⊆ ΓMB
around σ and a smooth tame map ψ̃ : W → Di�M(B) such that τ = ψ̃τ ◦σ for all τ ∈ W .
Now choose U small enough such that ϕ̃ maps into W . It is Then

ψ : U → Di�(B) : τ 7→ ψ̃ϕ̃τ◦τ ◦ ϕ̃τ

is the desired map.

As another example of stable maps, a map M → R is stable if and only if it is a
Morse function whose critical points all have distinct values. Hence in a sense the theory
of stable mappings generalizes Morse theory. For a overview of the classi�cation of stable
mappings and related results we refer to [MG73].

101



5.1.2 Bundle maps as a tame �ber bundle

We will apply the result from the previous section to the setting of bundles maps between
surjective submersions, as mentioned in section 3.2.8 on page 86. Suppose that A

p−→ M
and B

q−→ N are surjective submersions with A compact. We wish to consider the obvious
map

Bund(A,B) → C∞(M,N)

which associates to a bundle map A → B its base map M → N as either a tame
Fréchet �ber bundle or at least a surjective submersion between Fréchet manifolds. To
the author this seems to be the most general and �exible setting for applying the Nash-
Moser arguments to questions of rigidity in di�erential geometry. It doesn't seem to be
true in general but at least the following can be said. First consider the smooth tame
map

q∗ : C∞(A,B) → C∞(A,N)

de�ned by left composition by q. Its �ber above a smooth map f : M → N can be
cannonically identi�ed with the tame Fréchet manifold ΓA(f ∗B). Think of it as a set-
theoretical bundle over C∞(A,N) with �bers C∞(A,B)f = ΓA(f ∗B). It is the space of
all sections of B along smooth maps A→ N .

Proposition 5.1.6. Let A
p−→ M and B

q−→ N be submersions with A compact. The
restriction C∞(A,B)|Subm(A,N) to the space of submersion A→ N is a tame Fréchet �ber
bundle. Moreover, if B is compact as well, then its restriction C∞(A,B)|Stab(A,N) to the
stable mappings is a tame Fréchet �ber bundle.

Proof. Let f : A → N be a submersion. Then there is an open neighborhood U ⊆
C∞(A,N) of f and a smooth tame map ϕ : U → Di�(A) such that g = f ◦ ϕ−1

g for all
g ∈ U . This means that if F ∈ C∞(A,B) is a bundle map with base map g ∈ U , then
F ◦ ϕg is a bundle map with base map f . Hence the map

C∞(A,B)|U−→U × ΓA(f ∗B) : F 7→ (q∗F, F ◦ ϕq∗F )

is a smooth tame map. Its inverse is given by sending a pair (g, F ) ∈ U × ΓA(f ∗B) to
F ◦ ϕ−1

g .
Now suppose that B is also compact, and f : A→ N be a stable map. Let ϕ : U →

Di�(A) and ψ : U → Di�(N) be the corresponding maps. Since q is a submersion, there
exists an open V ⊆ C∞(B,N) around q and a smooth map ρ : V → Di�(B) such that
r = q ◦ ρr for all r ∈ V . The open U ⊆ C∞(A,N) can be chosen small enough such that
com(−, q) ◦ ψ maps U into V . De�ne a map

ψ̃ : U−→Di�(B), ψ̃g = ρψg◦q,

so that ψg ◦ q = q ◦ ρg for all g ∈ U . Observe that

q = q ◦ ψ̃g ◦ ψ̃−1
g = ψg ◦ q ◦ ψ̃−1

g
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implies that ψ−1
g ◦ q = q ◦ ψ̃−1

g . Now if F : A→ B is a bundle map with base map g ∈ U ,
then we have

q ◦ ψ̃−1
g ◦ F ◦ ϕg = ψ−1

g ◦ q ◦ F ◦ ϕg = ψ−1
g ◦ g ◦ ϕg = f.

Hence we may de�ne a tame di�eomorphism

C∞(A,B)|U → U × ΓA(f ∗B) : F 7→ (q∗F, ψ̃
−1
q∗F

◦ F ◦ ϕq∗F ),

whose inverse is given by sending a pair (g, F ) ∈ U × ΓA(f ∗B) to ψ̃g ◦ F ◦ ϕ−1
g .

If M = N , then we recover the bundle maps BundM(A,B) over M as the �ber
C∞(A,B)p. It is a submanifold of C∞(A,B).

The surjective submersion p : A→M de�nes a smooth tame map

p∗ : C∞(M,N) → C∞(A,N)

whose image is the set of all smooth maps A→ N which are constant along the �bers of
A. Clearly this map p∗ is a bijection onto its image. We can restrict the set-theoretical
bundle C∞(A,B) → C∞(A,N) to the image p∗C∞(M,N) to obtain the space of bundle
maps A→ B. We wish to consider it as a (set-theoretical) bundle

Bund(A,B) := C∞(A,B)|p∗C∞(M,N) → C∞(M,N)

by identifying C∞(M,N) with its image.

Proposition 5.1.7. Let A
p−→M and B

q−→ N be surjective submersions with A compact.
The space of bundle maps A → B with submersions as base maps form a tame Fréchet
�ber bundle

Bund(A,B)|Subm(M,N)−→Subm(M,N).

If B is compact as well, we obtain a tame Fréchet bundle

Bund(A,B)|Stab(M,N)−→Stab(M,N)

above the stable maps M → N instead.

Proof. The proof is identical to proposition 5.1.6 on the preceding page. We will only
prove the second statement.

Therefore suppose that B is compact, and let f : M → N be a stable map. Let
ϕ : U → Di�(M) and ψ : U → Di�(N) denote the smooth tame maps such that
g = ψg ◦ f ◦ ϕ−1

g for all g ∈ U . Since p is a submersion we may �nd an open V around p
and a smooth tame map ρ : V → Di�(A) such that r = p ◦ ρr for all r ∈ V . Similarly,
we �nd a smooth tame map ρ′ : V ′ → Di�(B) corresponding to q.

Note that ϕ and ψ map f to the identity. Moreover, both com(−, p) ◦ ϕ and
com(−, q) ◦ ψ are smooth tame maps, hence we may choose U small enough such that
they map U into V and V ′ respectively. This allows us to de�ne smooth tame maps that
lift ϕ and ψ to di�eomorphisms of the total spaces A and B. These maps are de�ned by

ϕ̃ : U−→Di�(A) : g 7→ ρϕg◦p,

ψ̃ : U−→Di�(B) : g 7→ ρ′ψg◦q.
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We have that ϕg ◦ p = p ◦ ϕ̃g for all g ∈ U , and by

p = p ◦ ϕ̃g ◦ ϕ̃−1
g = ϕg ◦ p ◦ ϕ̃−1

g ,

we have that ϕ−1
g ◦ p = p ◦ ϕ̃−1

g for all g ∈ U . The analoguous statements hold for ψ̃. For
any bundle map G : A→ B with base map g ∈ U we have that

q ◦ ψ̃−1
g ◦G ◦ ϕ̃g = ψ−1

g ◦ q ◦G ◦ ϕ̃g
= ψ−1

g ◦ g ◦ p ◦ ϕ̃g
= ψ−1

g ◦ g ◦ ϕg ◦ p = f ◦ p,

so that ψ̃−1
g ◦ G ◦ ϕ̃g is a bundle map with base map f . This allows us to de�ne a local

trivialization

Bund(A,B)|U−→U × ΓA((f ◦ p)∗B), G 7→ (q∗G, ψ̃−1
q∗G ◦G ◦ ϕ̃q∗G).

Let C → P be another surjective submersion, and assume that B is compact. Note
that the composition of bundle maps de�nes a smooth tame map

com : Bund(B,C)|Subm(N,P ) ×Bund(A,B)|Subm(M,N)−→Bund(A,C)|Subm(M,P ).

It is just the restriction of the composition map between smooth maps A → B and
B → C. Likewise, di�eomorphisms are submersions, hence we may consider the inversion
of bundle maps,

inv : Di�(A,B)|Di�(M,N)−→Di�(B,A)|Di�(N,M),

as a smooth tame map.
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5.2 Stability of groupoid actions

Let G be a Lie group and N a manifold. Recall that a left action of G on N is a smooth
map a : G × N → N , for which we will write g ·m = a(g)(n) = a(g, n), such that the
usual

• (gh) · n = g · (h · n),

• 1 · n = n,

holds for all g, h ∈ G and n ∈ N . Alternatively, one could consider them as smooth
group homomorphisms G → Di�(N), and this is the description we will be using. The
Lie group actions form a subset A(G,N) of the space of all maps C∞(G×N,N).

Two actions a and b are said to be equivalent if they are conjugate by a di�eomorphism
of N , that is, there exists a di�eomorphism ϕ of N such that

b(g) = ϕ ◦ a(g) ◦ ϕ−1, ∀g ∈ G.

An action a is stable if there is a neighborhood of a in A(G,N), with the induced topology
of C∞(G×N,N), in which all actions are equivalent to a. In [Pal61] it is proven that all
actions are stable given that G and N are both compact. In [RP63] a counterargument
is given for N = Rn, hence compactness of N is necessary. It should be noted that this
counterargument only shows that not all actions G×N → N can be stable.

We will prove the stability of group actions using Nash-Noser arguments. An adapta-
tion of Mather's proof, or a careful search for a possible tame Fréchet manifold structure
on C∞

p (G × N,N), might allow one to prove the stability of actions of a non-compact
group under some extended conditions. We haven't been successful with this so far.

In fact, we extend the result to actions of compact Lie groupoids on a compact man-
ifold with a �xed moment map. Recall the de�nition of a Lie groupoid. A Lie groupoid
G⇒M consists of

• two manifolds G, arrow space, and M , object space;

• two surjective submersions s, t : G →M , the source and target map, respectively;

• a smooth multiplications map m : G ×s,t G → G on the manifold of composable
arrows G ×s,t G = {(g, h) ∈ G × G : s(g) = t(h)};

• a smooth u : M → G of both s and t indicating the unit elements, we identify u(M)
with M ;

• a smooth inversion map i : G → G.

These maps should satisfy the usual diagrams for an internal groupoid object. The only
di�erence between a Lie groupoid and an arbitrary internal groupoid object in Mfd is
that the source and target map of the latter do not need to be submersions. For the
latter it is, for example, su�cient if they are transversal.

A Lie group G can be seen as the Lie groupoid G⇒{∗} over the one-point set. A
Lie groupoid is called proper if the map (s, t) : G → M ×M is proper. In particular,
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compact Lie groups are proper Lie groupoids, and, as a general principle, whatever holds
for compact Lie groups has an analogue for proper Lie groupoids. Although one can prove
that the di�erential cohomology of a groupoid action, which we de�ne in the next section,
vanishes for any proper groupoid, the Nash-Moser argument presented here requires us
to work with a compact Lie groupoid instead. It is as of yet unclear to us whether actions
of proper Lie groupoids are stable.

Let G = G⇒M be a Lie groupoid and j : N → M a surjective submersion, which is
usually called the moment map of the action. We will write

G(k) = G ×s,t . . .×s,t G

for the set of k-tuples g = (g1, . . . , gk) of composable arrows,

t(g1) s(gk).

g1 g2 gk

Each G(k) has a source and target map, given by s(g) = s(gk) and t(g) = t(g1) respectively.
Correspondingly, the �bered product G(k) ×s,j N is the set of all (g, n) with s(g) = j(n).
By convention we have G(0) = M .

An action of G on N with moment map j is a smooth map

a : G ×s,j N → N,

for which we will write any of the three notations g · n = a(g)n = a(g, n), satisfying

• j(g · n) = t(g),

• (gh) · n = g · h · n,

• u(m) · n = n,

for all (g, h) ∈ G(2) and n ∈ Nm. Let A(G, N, j) denote the set of Lie groupoid actions
with �xed moment map j; they form a subset of C∞(G ×s,j N,N). In particular, we
retreive group actions if we take M = {∗}, and j : N → {∗} the unique map.

Our notion of stability of a Lie groupoid action is de�ned as follows. For any groupoid
action a and any arrow g ∈ G, the expression a(g) de�nes a di�eomorphismNs(g)−→Nt(g).
Now two actions a and b are equivalent if there is a di�eomorphism ϕ ∈ Di�M(N), that
is, a bundle map

N N

M

ϕ

j j

over M which is also a di�eomorphism, such that

b(g) = ϕt(g) ◦ a(g) ◦ ϕ−1
s(g), ∀g ∈ G.

As usual, an action a is stable if there is a neighborhood of a in A(G, N, j) of only
equivalent actions. In this section we prove the following proposition.
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Theorem 5.2.1. Let G⇒M be a compact Lie groupoid, N a compact manifold, and
j : N → M a surjective submersion. Then every Lie groupoid action a of G on N with
moment map j is stable in the sense that if b is Lie groupoid action with moment map j
near a, then there is a �berpreserving di�eomorphism

ϕb : N → N

over M such that b(g) = ϕt(g) ◦ a ◦ ϕs(g) for every g ∈ G. Moreover, the map b 7→ ϕg is a
smooth tame map between tame manifolds.

As noted before, it is necessary that N is compact. But this doesn't seem to imply
that G should be compact as well. One might be tempted to take the group G from [RP63]
and form the action groupoid G n Rn⇒Rn to give a counter example for non-compact
groupoids. However, the chosen action then becomes the trivial action over the moment
map given by the identity id : Rn → Rn. Since no other Lie groupoid action has the
identity as moment map, this action is trivially stable. This leaves the issue whether
actions of proper groupoids are stable still unsettled.

To apply a Nash-Noser argument, we will �rst rewrite the de�nition of groupoid
actions somewhat. Note that the map s∗N = G ×s,j N

s1−→G, given by mapping (g, n),
with s(g) = n, to g, is a compact �ber bundle over G; it is a surjective submersion with
compact domain. Likewise, there is a compact �ber bundle

t∗G = G ×t,j N
t1−→G,

sending (g, n), with t(g) = j(n), to g. The �rst condition on a Lie groupoid action a,
namely that j(g · n) = t(g), is equivalent to stating that a is a bundle map,

G ×s,j N G ×t,j N

G.

a

s1 t1

It can be seen as a point in the tame manifold BundG(s1, t1); even in Di�G(s1, t1), if
one wants. This alternative de�nition induces the same topology on A(G, N, j) as the
topology induced by viewing Lie groupoid actions as smooth maps G ×s,j N → N .

More generally, we introduce the bundles

s∗N = G(k) ×s,j N
sk−→G(k),

t∗N = G(k) ×t,j N
tk−→G(k)

and consider the manifolds Di�G(k)(s∗N, t∗N) = Di�G(k)(sk, tk) of di�eomorphisms over
G(k), for all k ≥ 0. In other words, they are the spaces of smooth families{

a(g) : Ns(gk)
'−→ Nt(g1) | g = (g1, . . . , gk) ∈ G(k)

}
.

Note that, by convention, for k = 0 we have

Di�M(s0, t0) = Di�M(N),
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which is the space of di�eomorphisms of N that preserve �bers. These tame Fréchet
manifolds, in particular for k = 0, 1 and 2, will occur in the non-linear chain complex
of the Nash-Moser argument we are about to give. In the case of group actions these
de�nitions lead to

Di�Gk(sk, tk) = Di�Gk(Gk ×N) = C∞(Gk,Di�(N)),

and Di�G0(s0, t0) = Di�(N), where Gk is just the k-fold Cartesian product of the group
G.

Next we will describe the tangent spaces of the tame Fréchet manifoldsDi�G(k)(sk, tk).
Let a be a �xed groupoid action and let mk : G(k) → G denote the combined composition
of k composable arrows. One can consider a as an element of Di�G(k)(sk, tk) by pulling
it back along mk, that is, one can identify it with the image of a along the map

m∗
k : Di�G(s1, t1)−→Di�G(k)(m∗

k(s1),m
∗
k(t1)) ' Di�G(k)(sk, tk),

m∗
kb(g1, g2, . . . , gk)n = b(g1 · g2 · · · gk)n,

for every b ∈ Di�G(s1, t1), n ∈ N ,and k-tuple (g1, . . . , gk) of composable arrows with
s(gk) = j(n). Here m∗

k(s1) and m
∗
k(t1) denote the pull-back of the bundles s1 and t1 along

mk. They are easily identi�ed with sk and tk respectively, and left- and right- composition
with the resulting isomorphisms yields a tame di�eomorphism between the tame Fréchet
manifolds Di�G(k)(m∗

k(s1),m
∗
k(t1)) and Di�G(k)(sk, tk). When there is no ambiguity, we

will just write a ∈ Di�G(k)(sk, tk) instead of m∗
ka.

In turn, this allows us to de�ne the tame di�eomorphism

com(−, a−1) : Di�G(k)(sk, tk)−→Di�G(k)(tk, tk),

com(−, a−1)b(g) = b(g)a(g)−1,

where b ∈ Di�G(k)(sk, tk), and g is a k-tuple of composable arrows. Its inverse is obviously
given by the analogously de�ned map com(−, a). Its tangent map allows us to simplify
the description of the tangent space at a ∈ BundG(k)(sk, tk) as follows. Let

πN : T vertN → N

denote the vertical tangent bundle over N and u the smooth section of the bundle

G(k) ×t,j N → t∗k(G(k) ×t,j N)

representing the identity id ∈ BundG(k)(tk, tk). Then the tangent space of Di�G(k)(sk, tk)
at a is computed as

TaDi�G(k)(sk, tk)
'−→ TidDi�G(k)(tk, tk)

= ΓG(k)×t,jN(u∗T vertt∗k(G(k) ×t,j N))

' ΓG(k)×t,jN(G(k) ×t,jπN
T vertN).

An element v in the latter graded Fréchet space takes values v(g, n) ∈ T vertn N = TnNj(n);
as such, they can be interpreted as smooth sections of the bundle

t∗X (j) → G(k)
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whose �ber above g ∈ G(k) is the space of vector �elds X (Nt(g)) on the corresponding
�ber of N . In words, they are the vertical vector �elds of the bundle obtained by pulling
N → M back along tk : G(k) ×t,j N → M . This description of the tangent space is only
relevant to us for k = 0, 1 and 2.

For group actions we obtain a simpler description of the tangent space,

TaDi�Gk(Gk ×N) ' ΓGk×N(Gk × TN)

' C∞(Gk,X (N)),

where Gk × TN → Gk ×N maps (g, v) to (g, πN(v)). An element v in the tangent space
really assigns a vector �eld v(g) ∈ X (N) to every k-tuple g of group elements.

Recall that the group of �ber-preserving di�eomorphisms of the bundle N →M acts
on Di�G(k)(sk, tk) via conjugation, namely by

(ϕ · a)(g) = ϕt(g) ◦ a(g) ◦ ϕ−1
s(g), ∀g ∈ G(k).

It is a smooth tame action, since it is the composition of a series of smooth tame maps.
Hence also the map

P : Di�M(N)−→Di�G(s1, t1), P (ϕ)(g) = ϕt(g) ◦ a(g) ◦ ϕ−1
s(g)

is smooth tame. It will be the �rst map in the non-linear chain complex. Let

P̃ = com(−, a−1) ◦ P,

then the tangent map of P̃ at the identity is given by

TidP̃ v = Tid(com(−, a−1)com(id× com(a,−))(id× inv)(t∗ × s∗)∆)v

= T(id,id)(com(−, a−1)com(id× com(a,−))(id× inv))(t∗v, s∗v)

= T(id,id)(com(−, a−1)com(id× com(a,−)))(t∗v,−s∗v)
= T(id,a)(com(−, a−1)com)(t∗v,−Ta ◦ s∗v)
= Tacom(−, a−1)(t∗v ◦ a− Ta ◦ s∗v)
= t∗v − Ta ◦ s∗v ◦ a−1.

In other symbols, we have TidP̃ v(g) = v(t(g))− a(g)∗v(s(g)).
Next we de�ne the maps which identify the groupoid actions out of all bundle maps

s1 → t1, that is, the maps R and S de�ned on Di�G(s1, t1) such that A(G, N, j) is exactly
the set of b such that R(b) = S(b). Let

R,S : Di�G(s1, t1)−→Di�G(2)(s2, t2)

be de�ned by R(b)(g, h) = b(gh), and S(b)(g, h) = b(g)b(h). The second requirement for
groupoid actions, that (gh) ·n = g · (h ·n), follows directly from R(b) = S(b), while u(m) ·
n = n follows from taking g = u(m) and h = u(m) in turn. The equation R(b) = S(b)
simply expresses that b is a groupoid morphism between G⇒M and the groupoid over
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M whose arrows from m ∈ M to n ∈ M are the di�eomorphisms Di�(Nm, Nn). These
maps are alternatively described by

R = m∗,

S = com ◦ (p∗1 × p∗2) ◦∆.

Here pi,m : G2 → G are the projections and multiplication, and their counterparts with
an superscript asterisk are the induced maps

p∗1 : Di�G(s1, t1)−→Di�G2(p
∗
1(s1), p

∗
1(t1)) ' Di�G2(s2, p

∗
1(t1)),

p∗2 : Di�G(s1, t1)−→Di�G2(p
∗
2(s1), p

∗
2(t1)) ' Di�G2(p

∗
1(s1), t2),

m∗ : Di�G(s1, t1)−→Di�G2(s2, t2).

Again we use the obvious �ber bundle isomorphisms p∗1(s1) ' s2 and t2 ' p∗2(t1) to
induce tame di�eomorphisms by left- and right-composition respectively. As we did with
the map P , rede�ne the maps R and S as R̃ = com(−, a−1) ◦ R ◦ com(−, a) and S̃
analogously. The tangent map of S̃ at the identity is computed as follows. Introduce the
notation ai := p∗i a and vi := p∗i v, then

TidS̃v = Tid(com(−, a−1)com(p∗1 × p∗2)∆com(−, a))v
= T(a,a)(com(−, a−1)com(p∗1 × p∗2))(va, va)

= T(a1,a2)(com(−, a−1)com)(v1a1, v2a2)

= Tacom(−, a−1)(v1a1a2 + (Ta1)v2a2)

= v1 + (Ta1)v2a
−1
1 ,

where in the last step we have used that (a1a2)(g, h) = a(g)a(h) = a(gh) = a(g, h), since
a is already a groupoid action. Hence we �nd

TidR̃v(g, h) = m∗v(g, h) = v(gh),

TidS̃v(g, h) = v(g) + a(g)∗v(h).

In conclusion, we wish to apply the Nash-Noser theorem to the non-linear chain complex

Di�M(N)
P−→ Di�G(s1, t1)

R

⇒
S
Di�G(2)(s2, t2)

given by the maps P , R, and S described above. For this we must prove that the linear
chain complex

TidDi�M(N)
TidP−−→ TaDi�G(s1, t1)

TaR−TaS−−−−−→ TaDi�G(2)(s2, t2)

splits tamely. Instead, by interposing the tame di�eomorphisms com(−, a−1) and com(−, a)
repeatedly, we it su�ces to prove that the linear chain complex

ΓN(T vertN)
d0−→ ΓG×t,jN(G ×t,jπN

T vertN)
d1−→ ΓG2×t,jN(G2 ×t,jπN

T vertN)
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given by

d0v(g) = v(t(g))− a(g)∗v(s(g)),

d1v(g, h) = v(g) + a(g)∗v(h)− v(gh)

splits tamely. For group actions this linear chain complex somewhat simpli�es; namely,
it becomes

X (N)
d0−→ C∞(G,X (N))

d1−→ C∞(G2,X (N)), (5.2.1)

with coboundary maps

d0v(g) = v − a(g)∗v,

d1v(g, h) = v(g) + a(g)∗v(h)− v(gh).

This is the �rst part of the standard complex computing the di�erential cohomology of
the Lie group G with coe�cients in the smooth module of vector �elds on N , as described
in the next section.
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5.2.1 Homotopy operators for group actions

We start by constructing the homotopy operators for group actions, as this is the classical
example, and hence deserves special attention, and by far not all mathematicians are
actually interested in Lie groupoids. LetG be a Lie group and (E, ρ) a (�nite dimensional)
representation of G. Then the space of k-cochains is by de�nition the space of smooth
maps Gk → E,

Ck(G;E) := C∞(Gk, E).

De�ne a coboundary map

Ck(G;E)
dk−→ Ck+1(G;E)

by means of the formula

dv(g1, . . . , gk+1) = (−1)kv(g1, . . . , gk)− ρ(g1)v(g2, . . . , gk+1)

+
k∑
i=1

(−1)i+1v(g1, . . . , gigi+1, . . . , gk+1).

A simple computation shows that d2 = 0. The di�erential cohomology of G with values
in (E, ρ), written as Hk(G;E) for k ≥ 0, is the cohomology associated to this cochain
complex. It is a well-known result that the cohomology groups Hk(G;E) vanish for k ≥ 1
if G is compact.

Our situation bears much similarity; the linearized chain complex 5.2.1 on the pre-
ceding page forms the �rst part of the cochain complex with values in the representation
(X (N), a∗). Here the representation assigns to g ∈ G the tame linear map

a(g)∗ : X (N) → X (N)

de�ned by pushing forward a vector �eld on N . Although this picture is conceptually
preferrable for its similarity with the di�erential cohomology, it is more convenient to
de�ne the spaces Ck(G;X (N)) of k-cochains as the graded Fréchet spaces ΓGk×N(Gk ×
TN). For our application we require the �rst cohomology group H1(G;X (N)) not just to
vanish; there should be a tame splitting of the cochain complex 5.2.1 on the previous page.
We reconstruct the proof the vanishing di�erential cohomology and make the appropriate
additions.

Begin by de�ning a linear map α that sends a v ∈ ΓGk+1×N(Gk+1 × TN) to the map
described by

α(v)(h, g1, . . . , gk, x) = (a(h)∗v(h
−1, g1, . . . , gk))x ∈ TxN, ∀(h, g1, . . . , gk) ∈ Gk+1, x ∈ N.

This can easily seen to be a tame linear map by considering it as a succession of tame
linear maps. Let i : G → G denote the inversion map of G. First one pre-composes v
with the map i× id : (h,g, x) 7→ (h−1,g, x). Then one discerns that a de�nes two maps

a−1 : Gk+1 ×N−→Gk+1 ×N : (h,g, x) 7→ (h,g, a(h)−1x),
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and

Ta : Gk+1 ×N−→Gk+1 × TN : (h,g, v) 7→ (h,g, Ta(h)v),

where the latter is actually a bundle map over a map a : Gk+1 ×N → Gk+1 ×N de�ned
similarly to a−1. Now regard v ◦ (i× id) as a bundle map over i× id,

Gk+1 ×N Gk+1 × TN

Gk+1 ×N Gk+1 ×N,

v ◦ (i× id)

i× id

and then pre-compose with a−1 and post-compose with Ta consecutively.
Let dµ denote a normalized Haar measure on G, for example [DK04]. The actual

homotopy operators are then de�ned by sending v ∈ ΓGk+1×N(Gk+1 × TN) to

hk(v)(g, x) =

∫
G

α(v)(h,g, x)dµ(h)

=

∫
G

a(h)∗v(h
−1,g)xdh.

The following computations show that the maps hk are indeed the desired homotopy
operators. We have

dk−1hk−1(v)(g) =a(g1)∗

∫
a(h)∗v(h

−1, g2, . . . , gk)xdh

+ (−1)k
∫
a(h)∗v(h

−1, g1, . . . , gk−1)xdh

+
k−1∑
i=1

(−1)i
∫
a(h)∗v(h

−1, g1, . . . , gigi+1, . . . , gk)xdh,

hkdk(v)(g) =

∫
a(h)∗a(h

−1)∗v(g)xdh

+ (−1)k+1

∫
a(h)∗v(h

−1, g1, . . . , gk−1)xdh

k∑
i=1

(−1)i+1

∫
a(h)∗v(h

−1, g1, . . . , gigi+1, . . . , gk)xdh

−
∫
a(h)∗v(h

−1g)xdh,

and by linearity of integration and left invariance of the Haar measure we have

a(g1)∗

∫
a(h)∗v(h

−1, g2, . . . , gk)xdh =

∫
a(g1h)∗v((g1h)

−1g1, g2, . . . , gk)xdh

=

∫
a(h)∗v(h

−1g1, g2, . . . , gk)xdh,
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so that all terms except for v(g) cancel each other out. This implies the homotopy relation

dk−1hk−1 + hkdk = id.

All that is left is to check that the process of integration is also a tame linear map. This
follows from lemma 2.3.12 on page 38.
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5.2.2 Homotopy operators for groupoid actions

Next we generalize the previous construction to the di�erential cohomology of a Lie
groupoid action. The notion of di�erential cohomology extends to Lie groupoids. Let G
be a Lie groupoid and (E, ρ) a representation of G, that is, a �nite rank vector bundle

E
p−→M and a groupoid action

ρ : G ×s,p E → E

for which ρ(g) : Es(g) → Et(g) is a linear transformation for every arrow g. By slight abuse
of notation, let t : G(k) → M denote the target of the �nal arrow of a k-tuple arrows.
Then the k-cochains with values in (E, ρ) are de�ned as

Ck(G;E) = ΓG(k)(t∗E),

and the coboundary maps of the linear cochain complex

C0(G, E)
d0−→ C1(G, E)

d1−→ C2(G, E)−→ . . .

are de�ned by the same formula,

dv(g1, . . . , gk+1) = ρ(g1)v(g2, . . . , gk+1) + (−1)k+1v(g1, . . . , gk)

+
k∑
i=1

(−1)iv(g1, . . . , gigi+1, . . . , gk+1).

The resulting cohomology is called the di�erential cohomology of G with values in (E, ρ),
see for example [Cra03]. The di�erential cohomology with values in E can be shown to
vanish for proper groupoids in nearly the same way as in the group case. We will again
adapt this construction to our situation.

We have described the tangent space Di�G(k)(sk, tk) at id as the set of smooth sections
of the vector bundle t∗X (j) → G(k) whose �ber at a k-tuple g of composable arrows is
the space of vector �elds X (Nt(g). Hence in our case the k-cochains take values in the
vector bundle X (j) → M , and the action a∗ is given by pushing a vector �eld forward
along a(g),

a∗(g, v) = a(g)∗v, ∀g ∈ G, v ∈ X (Ns(g)).

This describes the heuristic picture nicely, and cleari�es how the di�erential cohomology
of G appears as an obstruction for the stability of groupoid actions. However, we haven't
developped the theory tame Fréchet vector bundles su�ciently to work with the space of
sections of X (j) → M directly. Instead we will work with the more technical de�nition
of the tangent spaces,

TidDi�G(k) ' ΓG(k)×t,jN(u∗T vertt∗k(G(k) ×t,j N)) ' ΓG(k)×t,jN(G(k) ×t,jπN
T vertN),

while keeping the heuristics of di�erential cohomology with values in X (j) in mind.
Since the formula's for the coboundary maps are identical to those of the Lie group

case, one expects to be able to prove the tame vanishing of the cohomology using similar
methods as well, that is, we want to somehow de�ne smooth tame maps of the form

hk(v)(g, n) =

∫
G
a(h)∗v(h

−1,g)n dh.
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Let π : G ×t G(k) ×t,j N −→ G(k) ×t,j N denote the obvious projection. We begin by
constructing a map

α : Ck+1(G;X (j))−→ΓG×tG(k)×t,jN(π∗(G(k) ×t,jπN
T vertN))

that sends v ∈ Ck+1(G;X (j)) to the integrand in the formula of hk,

α(v)(h,g, n) = (a(h)∗v(h
−1,g))n ∈ T vert

n N, ∀(h,g) ∈ G ×t G(k), n ∈ Nt(g).

The inversion map i of G gives rise to a smooth map

i× id : N ×j,s G ×t G(k)−→Gk+1 ×t,j N : (h,g, n) 7→ (h−1,g, n),

where N ×j,s G ×t G(k) is the set of (h,g, n) such that t(h) = t(g) and j(n) = s(h).
Precomposing a (k+1)-cochain v ∈ Ck+1(G;X (j)) yields a tame linear map. The resulting
v ◦ (i × id) can be interpreted as a section of (i × id)∗(Gk+1 ×t,jπN

T vertN), and hence
seeing it as a smooth bundle map

N ×j,s G ×t G(k) (i× id)∗(Gk+1 ×t,jπN
T vertN)

N ×j,s G ×t G(k) N ×j,s G ×t G(k).

v ◦ (i× id)

The �xed groupoid action a induces two particular smooth maps, namely

a−1 : G ×t G(k) ×t,j N−→N ×j,s G ×t G(k) : (h,g, n) 7→ (h,g, a(h)−1n),

and a smooth vector bundle map

(i× id)∗(Gk+1 ×t,jπN
T vertN) π∗(G(k) ×t,jπN

T vertN)

N ×j,s G ×t G(k) G ×t G(k) ×t,j N,

Ta

a

where

a(h,g, n) = (h,g, a(h)n), ∀t(h) = t(g), n ∈ Ns(h),

and

Ta(v) = Ta(h)v ∈ Ta(h)nNt(h), ∀v ∈ T vert
n N = TnNs(h).

The map α is �nally obtained by pre-composing consecutively precomposing v ◦ (i× id)
with a−1 and post-composing with Ta, hence α is a tame linear map.

Next we need to de�ne an integration map

I : ΓG×tG(k)×t,jN(π∗(G(k) ×t,j N))−→ΓG(k)×t,jN(G(k) ×t,j N),

for which we need to introduce a smooth Haar system on G, see for example [Cra03,
Ren80]. A smooth normalized Haar system µ on G, is a family µ = {µx : x ∈M} of
Radon measures µx on the manifolds G(−, x) = t−1(x) with the following properties:
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1. smoothness : for any compactly supported function f ∈ C∞
c (G), the formula

Iµ(f)(x) =

∫
G(−,x)

f(g)dµx(g)

de�nes a smooth function Iµ(f) on M ;

2. left-invariance: for every g ∈ G, with x = s(g) adn y = t(g), and f ∈ C∞
c (G(−, y))

we have∫
G(−,x)

f(gh)dµx(h) =

∫
G(−,y)

f(h)dµy(h).

3. normalization:
∫
G(−,x) dµx(g) = 1 for every x ∈M .

The construction of smooth normalized Haar systems can be found in the literature, for
example [Ren80]), but we will recall it here since it is particularly simple in a smooth,
Hausdor� and compact setting. Note that for proper Lie groupoids the normalization is
replaced by a so-called cut-o� function, see e.g [Cra03]. This is not necessary if the Lie
groupoid is compact since then the function f(g) = 1 is compactly supported on G.

For the construction of such a family µ = {µx}, consider a vector bundle metric g
on the bundle u∗T tG, where T tG denotes the target-vertical bundle of G. Then by left
translation we obtain a Riemannian metric g on the target-vertical bundle T tG → G
whose positive densities µx =

∣∣vol(g|G(−,x))
∣∣ for x ∈ M form a smooth left-invariant

family of densities. If the groupoid G is compact, then in particular each of the t-�bers
are compact, hence one can integrate the functions 1 : G → R to obtain a smooth map
x 7→

∫
G(−,x) 1 dµx. This allows one to �nd a normalized Haar system for G.

The homotopy operators are now de�ned by

hk(v)(g, n) =

∫
G(−,j(n))

α(v)(h,g, n) dλj(n)(h).

They satisfy the homotopy relation by the same computations as in the previous section,
since these computations primarily rely on left-invariance, linearity, and normalization.
Finally, the integration map is a tame linear map, as per lemma 2.3.13 on page 41.
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5.3 Deformation theory of foliations

This section presents an overview of the unpublished paper [Ham82a], `Deformation the-
ory of foliations', as another demonstration of the concept `in�nitesimal stability implies
stability'. This theory is far from complete, as it proves to be di�cult to translate
the rather technical hypothesis of the Nash-Moser theorem to elegant, tangible condi-
tions. The notion of stability is again self-evident: a foliation, seen as a involutive
distribution B ⊆ TM , is stable if nearby foliations B′ are conjugate by a di�eomorphism
ϕ ∈ Di�(M)id in the sense that

Bx = (Tϕ)B′
xϕ

−1 :=
{
Tϕ(b) : b ∈ B′

ϕ−1(x)

}
, ∀x ∈M.

There are already some typical stability results for foliations, although global stability
results are much harder to obtain. The celebrated Reeb stability theorem [Ree52] proves
local stability in a neighborhood of a compact leaf L under the condition of a �nite
holonomy group. Global Reeb stability focuses on describing describing the foliation out
of information on a single compact leaf. For example, if a codimension 1 foliation on a
closed manifold contains a compact leaf with �nite fundamental group, then all leaves are
compact and have �nite fundemental group. Such results generally fail if the codimension
is larger than 1. For reference, we state the Reeb stability theorem in full detail.

Theorem 5.3.1 (Reeb). Let F be a foliation of codimension k on M and L a compact
leaf with a �nite holonomy group. Then there is a saturated neighborhood U ⊆M of L in
which every leaf is compact and has a �nite holonomy group. Moreover, there is a smooth
retraction p : U → L such that for every leaf L′ ⊆ U , the restriction

p|L′ : L′−→L

is a covering map with �nitely many sheets and each �ber p−1(x), for x ∈ L, is home-
omorphic to a k-dimensional disc transversal to the foliation. The neighborhood U with
these properties may be taken arbitrarily small.

Thurston's [Thu74] condition of `in�nitesimal stability' is that the �rst leaf cohomol-
ogy H1(L,R) vanishes, instead. Here we see again the concept that the vanishing of
suitable cohomology groups expresses the impediment for stability.

The aim of Hamilton's paper was the following. Let F ⊆ TM be a Hausdor� foliation,
in the sense that the leaf space is Hausdor�, on a compact manifold M . Now if H1(L,R)
vanishes for a generic leaf L, then the foliation F is stable. This is done via a Nash-Moser
argument. We will reproduce some parts of the argument.

For completeness, let us begin by recalling some basic de�nitions. A p-dimensional
distribution on a manifold M is a smooth sub-bundle B ⊆ TM of �xed rank p. Equiva-
lently, it has a �xed codimension q = dim(M)−p. Such a distribution is called integrable
if there exist local coordinates x1, . . . , xp, y1, . . . , yq around every point x ∈M such that

Bx = span

{
∂

∂x1

, . . . ,
∂

∂xp

}
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A integrable distribution B ⊆ TM determines an equivalence relation onM , where x ' y
if and only if ϕ1(x) = y with ϕt the (local) �ow of some vector �eld X ∈ ΓM(B). Such
an equivalence class Lx = [x] ⊆ M is called a leaf of the foliation, in particular the leaf
through x ∈M , and carries the natural structure of an immersed submanifold such that
TyLx = By for all y ∈ Lx.

A regular foliation of codimension q onM is commonly de�ned as a covering of charts
{(Ui, ϕi)}i∈I such that the transition maps are of the form

ϕj ◦ ϕ−1
i (x, y) = (ψ1

ij(x), ψ
2
ij(x, y)),

where (x, y) ∈ Rp+q, ψ1
ij : Rp → Rp and ψ2

ij : Rp+q → Rq. The connected component of Ui
containing x ∈ Ui is called the plaque of x. A leaf of the foliation is a connected subset
L ⊆ M which is a union of plaques, and maximal under these conditions. From this
de�nition the 1-1 correspondence between regular foliations and integrable distributions
and their notions of leaves is clear. In the remainder we will only use the de�nition of a
foliation as a integrable distribution.

The famous Frobenius theorem [Fro77] identi�es the foliations among distributions
via an algebraic condition on the space of sections ΓMB.

Theorem 5.3.2 (Frobenius). A distribution B ⊆ TM is integrable if and only if it is
involutive in the sense that

[ΓMB,ΓMB] ⊆ ΓMB,

where [−,−] is the Lie bracket on X (M).

Next we lift this to the setting of tame Fréchet manifolds. Let

Grp(TM)
π−→M

be the Grasmannian bundle of p-planes in TM . Recall that its �bers are

π−1(x) = {Bx ≤ TxM a linear subspace of dimension p}

and that it carries the natural structure of a �ber bundle over M . Notice that a distri-
bution corresponds to a section of the Grasmannian bundle, so we de�ne the space of
distributions as

Distp(M) = ΓM(Grp(TM)).

We have seen that if M is compact, this space is a tame manifold.
The integrability bundle is the vector bundle I −→Distp(M) whose �ber at a distri-

bution B ∈ Distp(M) is given by

IB = Ω2(B;TM/B) := ΓM(∧2B∗ ⊗ TM/B),

the space of 2-forms on B with values in the vector bundle TM/B → M . Alternatively,
de�ne a vector bundle I → Grp(TM) over the total space of the Grasmannian bundle
whose �ber at Bx ∈ Grp(TxM), with x ∈M , is

IBx = ∧2B∗
x ⊗ TxM/Bx,
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then we may de�ne IB = ΓM(B∗I). The idea behind the integrability bundle becomes
clear by the following simple observation. Let R : Distp(M) → I be the map de�ned by

R(B)(X, Y ) = [X, Y ] mod B

for X, Y ∈ ΓMB. Note that this is well-de�ned by the Leibniz-rule;

[fX, Y ] = f [X, Y ] +X(f)Y ∼= f [X, Y ] mod B.

The Lie bracket modulo B de�nes a C∞(M)-bilinear map on ΓMB with values in TM/B,
hence it corresponds to an element of IB. By the Frobenius theorem, a distribution B
de�nes a regular foliation if and only if B satis�es the structure equation R(B) = 0
mod B. Hence we may de�ne the space of p-foliations by

Folp(M) := kerR ⊆ Distp(M).

Of course, this integrability bundle is only useful to the method at hand if it is tame
Fréchet.

Proposition 5.3.3. The integrability bundle I → Distp(M) is a tame Fréchet vector
bundle.

Proof. This follows directly from the second description of I and lemma 3.2.7 on page 67.

We will treat the smooth tameness of R later on. First we will consider the remaining
components of the non-linear chain complex, to provide a complete picture before delving
into further details.

The di�eomorphism group ofM acts naturally onDistp(M) by push-forwards; namely
by the map

Di�(M)×Distp(M)−→Distp(M), ϕ ·B = ϕ∗B = Tϕ ◦B ◦ ϕ−1.

Here the tangent map is a interpreted as a smooth bundle map

Grp(TM) Grp(TM)

M M,

Tϕ

ϕ

so that the composition with a distribution B ∈ ΓM(Grp(TM)) makes sense. It is obvious
that pre-composition with ϕ−1 is necessary to obtain a distribution again. Note that if
B is a foliation then so is ϕ ·B, since ϕ∗ is a Lie algebra morphism:

[ϕ∗X,ϕ∗Y ] = ϕ∗[X, Y ], X, Y ∈ X (M).

Hence the action restricts to an action

Di�(M)× Folp(M)−→Folp(M)
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on foliations.
In addition, there is a natural action

Di�(M)× I−→I

on the total space of the integrability bundle de�ned as follows. Note that, for a �xed
distribution B, the push-forward also de�nes a map ϕ∗ : ΓMB → ΓM(ϕ∗B) by pushing
forward vector �elds. Likewise, smooth maps C∞(M) can be pushed forward by pre-
composition with ϕ−1, f 7→ f ◦ϕ−1. For a 2-form ω ∈ IB we de�ne its action ϕ ·ω ∈ Iϕ∗B
under ϕ by

ϕ · ω(X, Y ) = ϕ∗(ω(ϕ−1
∗ X,ϕ−1

∗ Y )).

Note that the zero section of I is equivariant, since

I I

Distp(M) Distp(M)

ϕ∗

ϕ∗

and so is the map R : Distp(M) → I, since also ϕ∗ preserves the bracket for every
di�eomorphism ϕ of M .

Now �x a foliation B on M . We obtain a non-linear chain complex

Di�(M)
PB−→ Distp(M)

R

⇒
z
I,

where PB(ϕ) = ϕ·B, R is as de�ned above, and z is the zero section. We are still required
to prove the smooth tameness of all involved maps. At least we already recover the correct
notion of stability: a foliation B is stable if there exists a neighborhood U ⊂ Distp(M)
of B such that every foliation B′ ∈ U ∩ Folp(M) is conjugate to B.

5.3.1 Linearization of the complex

In this section we �x a foliation B on M . We are to determine the corresponding linear
complex. To begin with, we saw that TidDi�(M) = X (M) is the space of vector �elds.
For the second Fréchet manifold we have

TBDistp(M) = TBΓMGrp(TM) ' ΓM(B∗T vertGrp(TM)),

hence we should have a closer look at the vector bundle B∗T vertGrP (TM) → M ; our
goal is to show that it is the bundle Hom(B, V/B), whose �bers over m ∈ M are the
linear transformations Bm → Vm/Bm. For this it is su�cient to consider the following
situation.

Let V be a vector space, GrpV its Grassmannian of dimension p, and B ∈ GrpV a
�xed linear subspace. Then we will show that TBGrpV ' Hom(B, V/B) by a natural
identi�cation. Consider the following map from the general linear space of V ,

ϕB : GL(V )−→Grp(V ), ϕB(L) = L(B),
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where L(B) is the image of B under L. Note that ϕB(id) = B and TidGL(V ) =
Hom(V, V ) is the space of linear endomorphisms, so that

TidϕB : Hom(V, V )−→TBGrpV.

This linear map factors through the obvious map Hom(V, V ) → Hom(B, V/B),

Hom(V, V )

Hom(B, V/B) TBGrpV.∼

TidϕB

One can see this, for example, by choosing a basis v1, . . . , vn ∈ V such that B =
Span {vi|1 ≤ i ≤ p}. The general linear group is identi�ed with the space of invertible
(n×n)-matrices, and the map ϕB sends a matrix to the span of the �rst p column vectors,

ϕB(M) = Span {Mvi} .

Take a smooth curve of invertible matrices Mt, with M0 = id, representing a tangent
vector at the identity, that is, a linear transformation L ∈ Hom(V, V ). Then if {νi} is
the basis dual to {vi}, we may write

Mt = viν
i + tLijviν

j +O(t2).

Here Lij denotes the matrix entry in the i-th row and j-th column. The tangent map at
the identity is now given by

d

dt

∣∣∣∣
t=0

ϕB(Mt) =
d

dt

∣∣∣∣
t=0

Span
{
(viν

i + tLijviν
j)vk|1 ≤ k ≤ p

}
=

d

dt

∣∣∣∣
t=0

Span

{
vk +

∑
i

tLikvi|1 ≤ k ≤ p

}
.

Obviously, only the �rst p columns of L matter. Secondly, whenever the sum
∑

i Likvi lies
in B, it doesn't contribute anything to changing the span, we only need to look at those
terms with p + 1 ≤ i ≤ n. This speci�es the isomorphism Hom(B, V/B) ' TBGrpV . It
is in fact completely determined by TidϕB and the map Hom(V, V ) → Hom(B, V/B).
We conclude that the tangent space of Distp(M) at B is given by

TBDistp(M) ' ΓMHom(B, TM/B).

Next we compute the tangent map of PB at the identity. First note that both actions
ofDi�(M), and hence also PB, are smooth tame maps. Now let ϕt : (−1, 1)×M →M be
a smooth curve of di�eomorphisms with ϕ0 = id, representing a vector �eld v ∈ X (M),
and compute.

d

dt

∣∣∣∣
t=0

PB(ϕt) =
d

dt

∣∣∣∣
t=0

Tϕt ◦B ◦ ϕ−1
t = Tv ◦B − TB ◦ v,
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where TB denotes the tangent map of B seen as a section M → Grp(M). When we keep
track of the identi�cations, we see that this is the map

X (M) → ΓMHom(B, TM/B), TidPB(v)(X) = v ◦X −X ◦ v,

where X ∈ ΓMB and composition is by interpreting vector �elds as derivations. Up to a
minus sign, this is the 0-th de�rential of the deRham cohomology of B, de�ned in the
next section.

Next, recall that I π−→ Distp(M) is a tame Fréchet vector bundle. Let z denote its zero
section. As with �nite dimensional vector bundles, the tangent bundle along z, z∗TI,
naturally admits a splitting

z∗TI ' I ⊕ TDistp(M) → Distp(M).

Consider for a moment a vector bundle E
π−→ M with zero section z : M → E. For any

point m ∈M , we have two maps

Tmz : TmM−→TmE,

Tz(m)π : Tz(m)E−→TmM.

For any vector v ∈ Tz(m)E, we have that

Tz(m)π(id− Tmz ◦ Tz(m)π)v = 0,

so that (id−Tmz ◦Tz(m)π)v is a vertical vector of E at m. Now the vertical bundle along
z, z∗T |E, is isomorphic to E, since every vector space is cannonically identi�ed with its
tangent space at 0. Hence we can decompose z∗TE ' E ⊕ TM . For I above, these
isomorphisms are readily seen to be tame. We conclude that

(P ∗
Bz

∗TI)id ' IB ⊕ TBDistp(M) ' IB ⊕ ΓM(Hom(B, TM/B)).

Finally, we must show that R is a smooth tame section of I and compute the map
TBR− TBz : TBDistp(M) → Tz(B)I, where R was the map measuring the involutivity of
the distribution,

R : Distp(M) → I, R(B)(X, Y ) = [X, Y ] mod B.

Note that both R and the zero section z are sections, so their tangent maps take the same
values in the second component of Tz(B)I ' IB ⊕ ΓMHom(B, TM/B). The di�erence
TBR− TBz is called the vertical di�erntial of R at B; we may consider it as a map

∂vertR : Ω1(B;TM/B)−→Ω2(B;TM/B),

where Ωk(B;TM/B) denote the space of anti-symmetric k-forms on B with values in
TM/B, that is, the graded Fréchet space ΓM(∧kB∗ ⊗ TM/B).
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5.3.2 The de-Rham complex

In what follows the foliation B is left �xed. The quotient bundle TM/B naturally holds
a �at linear connection, usually called the Bott connection. It is the connection

∇ = ∇B : ΓMB × ΓMTM/B → ΓMTM/B

de�ned by ∇XY = [X, Y ]. It is easily seen to be R-bilinear and, by the Leibniz-rule and
the fact that X ∈ ΓMB, C

∞(M)-linear in the �rst coordinate. In the second entry it
satis�es the Leibniz-rule,

∇XfY = f∇XY + LX(f)Y .

Finally, one can easily check that the �atness property

∇X1∇X2 −∇X2∇X1 = ∇[X1,X2]

follows directly from the Jacobi-identity for [−,−].
The Bott-connection induces a covariant derivation

dB : Ω•(B, TM/B) → Ω•+1(B, TM/B)

de�ned by the usual Koszul formula

dBω(X0, . . . , Xk) =
∑
i

(−1)i∇Xi
(ω(X0, . . . , X̂i, . . . , Xk))

+
∑
i<j

(−1)i+jω([Xi, Xj], X0, . . . , X̂i, . . . , X̂j, . . . , Xk),

where the circum�ex indicates leaving said section out of the formula. Here we have used
the notation

Ω•(B, TM/B) :=
∑

k
Γ(∧kB∗ ⊗ TM/B)

to indicate the exterior algebra of forms with values in TM/B. A simple computation
show that d2

B = 0 if and only if ∇B is a �at connection. The de-Rahm cohomology of B
with values in the Bott representation on TM/B, its kth group denoted by Hk(B;TM/B),
is the the cohomology of the cochain complex

. . .−→Ωk(B;TM/B)
dB−→ Ωk+1(B;TM/B)−→ . . . .

A foliation B ∈ Folp(M) will be called in�nitesimally stable if its �rst cohomology
group H1(B;TM/B) splits tamely. Recall that this means the existence of tame linear
operators

Ω2(B, TM/B)
h1−→ Ω1(B, TM/B)

h0−→ Γ(TM/B)

that satisfy the homotopy relation dB◦h0+h1◦dB = id. By the above we can conclude that
a foliation is stable if it is in�nitesimally stable. Although the vanishing of H1(B;TM/B)
would have been an elegant condition for stability, its tame splitting is not. The existence
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of tame homotopy operators is generally not easy to check and typically depends on
explicit constructions.

Hamilton [Ham82a] continues by giving su�cient conditions for the tame vanishing of
the cohomology. We say that a smooth function f : M → R is constant along the leaves
of B if

df |B = 0.

Consider a Riemannian metric g on M as a metric on the cotangent bundle TM . Then g
is said to be a holonomy-invariant metric if for every two smooth functions f, g : M → R
constant along the leaves, the inner product

〈df, dg〉 ∈ Ω1(M)

is again constant along the leaves. Any Riemannian metric g onM induces inner products
on the vector bundles ∧kB∗ ⊗ TM/B and a volume form θ on M . Since M is compact,
the inner product

〈ϕ, ψ〉 :=

∫
M

〈ϕ(x), ψ(x)〉θ(x), ∀ϕ, ψ ∈ Ωk(B, TM/B)

is well-de�ned and de�nes an L2-norm on the Fréchet spaces Ωk(B, TM/B). De�ne the
adjoint d∗B of the di�erential dB by

〈, d∗Bϕ, ψ〉 = 〈ϕ, dBψ〉, ∀ϕ, ψ ∈ Ωk(B, TM/B).

Hamilton has managed to deduce the following requirements (without mention of tech-
nical terms such as tameness) for the stability of a foliation.

Theorem 5.3.4. Let M be a compact manifold and B a regular foliation. If

1. there exists a holonomy-invariant foliation g on M ;

2. there is a constant C > 0 such that the following estimates hold: for every ϕ ∈
ΓMHom(B, TM/B) we have

‖ϕ‖L
2

≤ C
(
‖dBϕ‖L

2

+ ‖d∗Bϕ‖
L2
)
,

then the foliation B is stable in the sense that every regular distribution su�ciently close
to B in Distp(M) is conjugate to B by a di�eomorphism.

In the case a compact manifold with a Hausdor� foliation the above requirements can
be much simpli�ed. First of all, every Hausdor� foliation B on a compact manifold M
admits a holonomy-invariant Riemannian metric. Fiber bundles clearly admit holonomy-
invariant Riemannian metrics, and one can use generic leaves and a suitable partition of
unity to obtain one on all of M . Hamilton then derives the estimates in the theorem
above from the requirement that H1(L; R) = 0 for a generic leaf L.
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Theorem 5.3.5. Let M be a connected, compact manifold and B a regular Hausdor�
foliation. If

H1(L; R) = 0

for a generic leaf L, then B is stable in the sense that every regular distribution su�ciently
close to B in Distp(M) is conjugate to B by a di�eomorphism.

These conditions on M and the foliation B are very restrictive. For example, see
[?,Ree52], let (M,B) is a compact, connected, transversely orientable, foliated manifold
of codimension one. If there is a compact leaf L with H1(L; R) = 0, then either M is
isomorphic to L× [0, 1] as a foliated product, if one allows M to have a boundary, or M
is the total space of a �ber bundle M → S1 having the leaves of B as �bers.
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Chapter 6

Proof of the Nash-Moser theorem

This chapter goes through the proof of the Nash-Moser theorem for non-linear complexes,
as originally given in [Ham77]. The proof is somewhat simpli�ed, by producing a large
formula in the `preliminary estimates' section, so that a peculiar repetition of arguments
becomes unnecessary.

We start with a non-linear chain complex,

M P−→ N
R

⇒
S
O,

satisfying the hypothesis of the Nash-Moser theorem: the tame manifolds allow smoothing
operators, all maps are smooth tame, and there exist smooth tame maps V P and V R
such that

DxP ◦ VxP + VxQ ◦ (DP (x)R−DP (x)S) = id, ∀x ∈M

Since the theorem is of a local nature, we may replace M, N and O by graded Fréchet
spaces E, F , and G that allow smoothing operators, respectively. Because of the now
present additive structure, we may de�ne Q = R − S. This leaves us in the following
situation.

Let P : E → F and Q : F → G be smooth tame maps between tame Fréchet spaces
that satisfy Q◦P (x) = 0 for every x ∈ E. Note that P may be translated by P (0) without
a�ecting this property. Neither does such a translation a�ect any identity involving only
derivatives of P and Q; nor the conclusion of the Nash-Moser theorem, since translation
is an invertible map. This leads to the following local version of the Nash-Moser theorem
for exact sequences.

Theorem 6.0.6. Let P : U → V and Q : V → G be smooth tame maps between open
subsets in Fréchet spaces that allow smoothing operators. Suppose that Q ◦ P = 0, and
P (0) = 0. Moreover, assume there are maps V P : E × F → E × E and V Q : E ×G→
E × F so that

DxP ◦ VxP + VxQ ◦DP (x)Q = id.

Then there are open neighborhoods 0 ∈ U ⊆ E and 0 ∈ V ⊆ F and a smooth tame map
R : V → U such that PR(y) = y whenever Q(y) = y.
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In this section we give a general outline of the proof. De�ne a smooth tame map
Γ : E × F ×G→ E × F ×G by

Γ

xy
z

 =

 x− VxP (P (x)− y)
y − VxQ(Q(y))

z −DP (x)Q(P (x)− y)

 . (6.0.1)

In the remainder of this chapter we prove that there is a smooth tame projection
π : W → E × F × G, that is, a map such that π2 = π, with the same �xed point set as
Γ. Since

DxP ◦ VxP (P (x)− y) + VxQ ◦DP (x)Q(P (x)− y) = P (x)− y

it is easy to see that the �xed point set of Γ is just the graph Graph(P ) × G. Writing
π = (π1, π2, π3), we see that P ◦ π1 = π2. Since P (0) = 0 we obtain open neighborhoods
0 ∈ U ⊆ E and 0 ∈ V ⊆ F and a smooth tame map R : V → U de�ned by

R(y) = π1(0, y, 0).

Moreover, from the iterative de�nition of π we conclude that π2(x, y, z) = y whenever
Q(y) = 0, hence PR(y) = y whenever Q(y) = 0. This concludes the proof of the Nash-
Moser theorem.

6.1 Near-projections

Let E be a Fréchet space and U ⊆ E a convex open subset. As Hamilton, by a smooth
tame projection we mean a smooth tame map P : U → U that satis�es P 2 = P . By
Taylor's formula with integral remainder in x ∈ U we have

P 2(x) = P (x) +DxP (P (x)− x) + ∆(x)(P (x)− x)2,

where ∆ : U × E × E → E is the quadratic error

∆(x)(v, w) =

∫ 1

0

D2P (x+ t(P (x)− x))(v, w)dt.

Hence the linear term in Taylor's formula is in fact quadratic in P (x)− x, that is,

DxP (P (x)− x) + ∆(x)(P (x)− x)2 = 0.

This motivates the following de�nition.

De�nition 6.1.1. Suppose that U ⊆ E is an open in a graded Fréchet space. A smooth
tame map G : U → E is called a near projection if there exists a smooth tame map
Λ : U × E × E → E, bilinear in the last two coordinates, such that

DxG(G(x)− x) + Λ(x)(G(x)− x)2 = 0. 4
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Again by Taylor's formula with integral remainder this implies that

G2(x)−G(x) = −Λ(x)(G(x)− x)2 + ∆(x)(G(x)− x)2

whenever the composition is well-de�ned. For G to be a projection is equivalent to image
of G being equal to its �xed point set Fix(G) := {x ∈ U : G(x) = x}. In the same line
of reasoning, G being a near-projection means that the error of G(x) lying in the �xed
point set can be measured quadratically in the error of x lying the �xed point set.

Lemma 6.1.2. Γ de�ned in 6.0.1 on the preceding page is a near-projection

Proof. Writing

∆x = VxP (P (x)− y),

∆y = VxQ(Q(y)),

∆z = DP (x)Q(P (x)− y),

note thatDxP∆x+VxQ∆z = P (x)−y. Hence it su�ces to show thatD(x,y,z)Γ(∆x,∆y,∆z)
is quadratic in ∆x, ∆y, ∆z and P (x)− y. The remainder is a straightforward computa-
tion.

Given such a near-projection G we would like to �nd a projection P with the same
�xed point set. In the case of Banach spaces the proof is much easier. This proof will
form a blueprint for the general case.

Theorem 6.1.3. Let E be a Banach space, U ⊆ E an open subset and G : U → E
a near-projection. Then there is an open Fix(G) ⊆ V ⊆ U and a smooth projection
P : V → V with the same �xed point set as G.

Proof. Fix an xb ∈ Fix(G) and let ε > 0 be small enough that Bε(xb) ⊂ U , G(Bε(xb)) ⊆
U , and there is a C > 0 so that∥∥G2(x)−G(x)

∥∥ =
∥∥(∆− Λ)(x)(G(x)− x)2

∥∥ ≤ C ‖G(x)− x‖2

for all x ∈ Bε(xb). Such estimates can be obtained because ∆ − Λ from the discussion
above is continuous and bilinear in the last two coordinates.

We aim to prove that the sequence {Gn(x)}n∈N of repeated compositions is well-
de�ned and converges uniformly for a small enough neighborhood of xb. To this end,
de�ne

Vb := {x ∈ U : ‖x− xb‖ < η, ‖G(x)− x‖ < η} ⊂ Bε(xb),

where η < 1
3
ε and ηC = θ < 1

2
.

For all x ∈ Vb we have G(x) ∈ Bε(xb) and ‖G2(x)−G(x)‖ ≤ C ‖G(x)− x‖2. Now
suppose that Gk(x) ∈ Bε(xb) and∥∥Gk+1(x)−Gk(x)

∥∥ ≤ C
∥∥Gk(x)−Gk−1(x)

∥∥2

for all 1 ≤ k ≤ n and x ∈ Vb. Then∥∥Gk+1(x)−Gk(x)
∥∥ ≤ C2k−1 ‖G(x)− x‖2k

≤ θ2k−1η.
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Hence∥∥Gn+1(x)− xb
∥∥ ≤ n∑

k=0

∥∥Gk+1(x)−Gk(x)
∥∥+ ‖x− xb‖

≤
n∑
k=0

θ2k−1η + η ≤ 3η < ε

implies that Gn+1(x) ∈ Bε(xb), so that Gn+2(x) is de�ned, and Gn(x) ∈ Bε(xb) gives∥∥Gn+2(x)−Gn+1(x)
∥∥ ≤ C

∥∥Gn+1(x)−Gn(x)
∥∥2
.

By induction Gn(x) ∈ Bε(xb) and above estimate holds for all x ∈ Vb. Moreover, we
have the estimate

∥∥Gm+n(x)−Gm(x)
∥∥ ≤ n−1∑

k=m

∥∥Gk+1(x)−Gk(x)
∥∥ < n−1∑

k=m

θ2k−1η ≤ 2θ2m

η

for all x ∈ Vb and m,n ∈ N. Hence {Gn} converges uniformly on Vb to a continuous map
P : Vb → E. Note that P (x) ∈ Fix(G) and Fix(G) ∩ Vb ⊂ Fix(P ) both hold trivially.

To prove that P is smooth note that TG : U × E → E is also a near projection. For
x ∈ Vb �xed, (P (x), 0) is a �xed point of TG. By the above, there are open subsets

V∞ = {y ∈ U : ‖y − P (x)‖ < η̃, ‖G(y)− y‖ < η̃} and

W∞ = {(y, v) ∈ U × E : ‖y − P (x)‖ < η̃, ‖v‖ < η̃, ‖TG(y, v)− (y, v)‖ < η̃}
so that Gn converges to P : V∞ → E and T (Gn) = (TG)n to a continuous map Q :
W∞ → E uniformly. Here we have taken the minimum over the two occurring values of
η̃. DG : V∞ ×E → E is linear in the second entry, hence so is Q2 = pr2 ◦Q whenever it
is de�ned. For arbitrary (y, v) ∈ V∞ × E, v 6= 0, we have

η̃

2 ‖v‖
DG(x)v → Q(x)

η̃

2 ‖v‖
v,

so that Q extends linearly, and hence continuously, to V∞ × E. It is now easy to show
that P : V∞ → E is continuously di�erentiable and TP = Q : V∞ → E. Note that for
this we had to shrink the domain of P .

Returning to our point x ∈ Vb, for m ≥ 1 large enough we have ‖Gm(x)− P (x)‖ < η̃
and ∥∥Gm+1(x)−Gm(x)

∥∥ < θ2m−1η < η̃.

Hence V∞ is a neighborhood of Gm(x) on which P is C1 with TP = Q. In turn,
(Gm)−1(V∞) is a neighborhood of x on which P = P ◦ Gm is C1 with TP = Q. Since
x ∈ Vb is arbitrary, we conclude that P : Vb → E is smooth.

Running through the �xed points xb ∈ Fix(G) the maps P : Vb → E coincide on
intersections, hence collate to a smooth map P : V → E. It still satis�es P (V ) ⊂ Fix(G),
Fix(G) ∩ V ⊂ Fix(P ) and, additionally, Fix(G) ⊂ V . So it restricts to a smooth
projection P : V → V with the same �xed point set as G.
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Theorem 6.1.4. Let E be a tame Fréchet space, U ⊆ E an open subset and G : U → E
a smooth tame near-projection. Then there is an open Fix(G) ⊆ Ũ ⊆ U and a smooth
tame projection P : Ũ → Ũ with the same �xed point set as G.

The above proof obviously fails in the case of Fréchet spaces. Instead, we adjust the
iteration by use of the smoothing operators St : E → E. Let t0 ≥ 3 and P0 = id on E.
Inductively we de�ne

Pn+1x = Pnx+ Stn (G(Pnx)− Pnx) ,

tn+1 = t3/2n .

We hope to show that Pn converges to the desired smooth tame projection P .

6.2 Preliminary estimates

We begin by recalling some estimates in order to �x notation and relevant constants.
Choose some xb ∈ Fix(G). Later we will see that it is su�cient to work in neighborhoods
of every xb ∈ Fix(G).

For θ > 0 su�ciently small there is a b ≥ 0 such that for all k ≥ b there is a constant
Ck, dependent only on k, such that for all s ≥ 0,

x, y ∈ N :=
{
x ∈ U : ‖x− xb‖b+s ≤ 2θ

}
,

and v, w ∈ E the following tameness estimates hold.

‖G(x)‖k ≤ Ck
(
1 + ‖x‖k+s

)
,

‖DG(x)v‖k ≤ Ck
(
‖v‖k+s + ‖x‖k+s ‖v‖b

)
,

‖∆(x)(v, w)‖k ≤ Ck
(
‖v‖k+s ‖w‖b + ‖w‖k+s ‖v‖b + ‖x‖k+s ‖v‖b ‖w‖b

)
,

‖Φ(x, y)(v, w)‖k ≤ Ck
(
‖v‖k+s ‖w‖b + ‖w‖k+s ‖v‖b +

(
‖x‖k+s + ‖y‖k+s

)
‖v‖b ‖w‖b

)
,

where Φ : U × U × E × E → E is the map de�ned by

Φ(x, y)(v, w) =

∫ 1

0

D2((1− t)x+ ty)(v, w)dt.

In addition, the smoothing operators give constants Ck > 0 and estimates

‖Stx‖k+s ≤ Ckt
s+δ ‖x‖k

for all k ≥ b and s ≥ 0 and

‖x− Stx‖k ≤ Ckt
−s+δ ‖x‖k+s

for all k ≥ b and s ≥ δ. Hence we are allowed to choose s ≥ δ ≥ 3 and k ≥ b to obtain
all the above estimates simultaneously. Moreover, by choosing θ > 0 small enough and b
large enough, and using the fact that all semi-norms are actually norms, we may ensure
that N is a convex open.
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Let us rewrite the iterative process as follows: Fix some t0 ≥ 3, and de�ne tn+1 = t
3/2
n

and

P 0
n+1x = P 0

nx+ ∆nx, ∆nx = StnZnx, Znx = G(P 0
nx)− P 0

nx.

Subsequent steps of the iteration are well-de�ned if P 0
nx lies in the domain of G. Some

explanation of the notation is in place: The iterative process depends on the chosen value
of t0, whose dependence is indicated by the superscript in P 0

n . If we break up the iteration
at some step m ∈ N, we de�ne the continued iteration Pm

n to be the (n−m)th iteration
with starting tm as starting t-value. This notation leads to the identity

P 0
n = Pm

n ◦ P 0
m

whenever the composition is de�ned. The purpose of this practice lies in the observation
that P 0

m is a smooth tame map on it's domain of de�nition; this will be useful in proving
smoothness of the projection. We will make sure that all constants C > 0 from here on
are independent of t0 such that they hold equally well for Pm

n .
We may now write down a recursive formula for the di�erence Znx using Taylor's

formula with quadratic remainder.

Zn+1x = G(P 0
n+1x)− P 0

n+1x

= Znx−∆nx+DG(P 0
nx)Znx−DG(P 0

nx)(id− Stn)Znx+ Φ(P 0
nx, P

0
n+1x)(∆nx)

2

= (id−DG(P 0
nx))(id− Stn)Znx−∆(P 0

nx)(Znx)
2 + Φ(P 0

nx, P
0
n+1x)(∆nx)

2

The idea of Hamilton's proof revolves around estimating the norm of the above equation
to show that Znx = G(P 0

nx) − P 0
nx tends to 0 fast enough. For this, we make some

preliminary estimates. They involve parameters α and β which will be speci�ed later on
in the proof.

Lemma 6.2.1. For all k ≥ b, α ≥ 0 and β ≥ −1 there is a Ck > 0 such that the following
estimates hold.

‖Zn+1x‖k ≤ Ckt
−αs
n ‖Znx‖k+(α+2)s (1 + ‖Znx‖b) + Ckt

−βs
n ‖Znx‖k+βs

+ Ckt
2s
n ‖Znx‖b (t

s
n ‖Znx‖k + ‖Znx‖b (

∥∥P 0
nx
∥∥
k+s

+
∥∥P 0

n+1x
∥∥
k+s

))

Proof. By the above we have

‖Zn+1x‖k ≤
∥∥(id−DG(P 0

nx))(id− Stn)Znx
∥∥
k

+
∥∥Λ(P 0

nx)(Znx)
2
∥∥
k
+
∥∥Φ(P 0

nx, P
0
n+1x)(∆nx)

2
∥∥
k

The �rst term is estimated by

‖(id− Stn)Znx‖k +
∥∥DG(P 0

nx)(id− Stn)Znx
∥∥
k

≤ Ck(t
−αs
n ‖Znx‖k+(α+1)s + ‖(id− Stn)Znx‖k+s +

∥∥P 0
nx
∥∥
k+s

‖(id− Stn)Znx‖b)
≤ Ck(t

−αs
n ‖Znx‖k+(α+1)s + t−αsn ‖Znx‖k+(α+2)s + t−βsn

∥∥P 0
nx
∥∥
k+s

‖Znx‖b+(1+β)s)

≤ Ckt
−αs
n ‖Znx‖k+(α+2)s + Ckt

−βs
n

∥∥P 0
nx
∥∥
k+s

‖Znx‖b+βs .
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Here the estimate for β = −1 doesn't follow from smoothing estimates for id− Stn , but
but from Stn instead. Note that we can estimate

‖Znx‖k+s ≤ ‖StnZnx‖k+s + ‖(id− Stn)Znx‖k+s
≤ Ckt

2s
n ‖Znx‖k + Ckt

−αs
n ‖Znx‖k+(α+2)s ,

hence the Λ-term is bounded by

Ck(‖Znx‖k+s ‖Znx‖b +
∥∥P 0

nx
∥∥
k+s

‖Znx‖2
b)

≤ Ckt
2s
n (‖Znx‖k + t−αsn ‖Znx‖k+(α+2)s) ‖Znx‖b + Ck

∥∥P 0
nx
∥∥
k+s

‖Znx‖2
b

Lastly, the Φ-term is estimated by

Ck(‖StnZnx‖k+s ‖StnZnx‖ b+ (
∥∥P 0

nx
∥∥
k+s

+
∥∥P 0

n+1x
∥∥
k+s

) ‖StnZnx‖
2
b)

≤ Ckt
3s
n ‖Znx‖k ‖Znx‖b + Ckt

2s
n (
∥∥P 0

nx
∥∥
k+s

+
∥∥P 0

n+1x
∥∥
k+s

) ‖Znx‖2
b ,

completing our estimates.

Next we state a simple lemma allowing us to estimate G(x) − xb in terms of x − xb
for x ∈ N , useful in ensuring that the iteration remains within certain bounds.

Lemma 6.2.2. ‖G(x)− xb‖k ≤ Ck ‖x− xb‖k+s for all x ∈ N .

Proof. Again by Taylor's formula we obtain

G(x)− xb = G(x)−G(xb) =

∫ 1

0

DG(tx+ (1− t)xb)(x− xb)dt,

hence we can estimate

‖G(x)− xb‖k ≤
∫ 1

0

‖DG(tx+ (1− t)xb)(x− xb)‖k dt

≤ Cl(‖x− xb‖k+s + ‖x− x+ 0‖b
∫ 1

0

‖tx+ (1− t)xb‖k+s dt)

and

‖tx+ (1− t)xb‖k+s ≤ ‖x− xb‖k+s + ‖xb‖k+s ≤ ‖x− xb‖k+s + Ck

together with the rather coarse estimates

‖x− xb‖b (‖x− xb‖k+s + Ck) ≤ (2θ + Ck) ‖x− xb‖k+s
≤ Ck ‖x− xb‖k+s

completes the proof.
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6.3 The low-norm estimates

Lemma 6.3.1. For all k ≥ b and there is a Ck ≥ 0 such that for all x ∈ N∥∥P 0
nx− xb

∥∥
k+s

≤ Ckt
5s
n ‖x− xb‖k+s

whenever xn is de�ned. Moreover, we have the estimate

‖Znx‖k ≤ Ckt
5s
n ‖x− xb‖k+s .

Proof. The case n = 0 is trivial. Now suppose that P 0
mx is de�ned for all m ≤ n and

there are Am,k so that∥∥P 0
nx− xb

∥∥
k+s

≤ Am,kt
5s
n ‖x− xb‖k+s .

Suppose in addition that P 0
nx ∈ N , so that P 0

n+1x is de�ned, then∥∥P 0
n+1x− xb

∥∥
k+s

≤
∥∥P 0

nx− xb
∥∥
k+s

+ ‖Stn(Znx)‖k+s
‖Stn(Znx)‖k+s ≤ Ckt

s+δ ‖Znx‖k
≤ Ckt

2s
n ‖Znx‖k

‖Znx‖k ≤
∥∥G(P 0

nx)−G(xb)
∥∥
k
+
∥∥P 0

nx− xb
∥∥
k

≤ Ck
∥∥P 0

nx− xb
∥∥
k+s

Thus we have
∥∥P 0

n+1x− xb
∥∥
k+s

≤ CkAn,kt
7s
n ‖x− xb‖k+s. Hence we �nd the estimate∥∥P 0

n+1x− xb
∥∥
k+s

≤ An+1,kt
5s
n+1 ‖x− xb‖k+s

if we take

CkAn,kt
7s
n ≤ An+1,kt

5s
n+1.

Since tn+1 = t
3/2
n and s ≥ 2 we have t7sn t

5s
n+1 = t

−s/2
n ≤ t−1

n . t−1
n → 0 as n → ∞ implies

that we can choose the An,k such that An,k → 0, hence they are bounded from above by
some larger Ck > 0.

Finally, note that

‖Znx‖k ≤ Ck
∥∥P 0

nx− xb
∥∥
k+s

≤ Ckt
5s
n ‖x− xb‖k+s .

Lemma 6.3.2. We can choose ε > 0 and η > 0 su�ciently small such that for all t0 ≥ 3
and

x ∈ V 0
b :=

{
x ∈ N : ‖x− xb‖b+26s < η, ‖G(x)− xb‖b < εt−12s

0

}
we have P 0

nx de�ned for all n ∈ N, P 0
nx ∈ N and the estimates

‖Znx‖b ≤ εt−12s
n , ‖∆nx‖b+s ≤ θt−10s

n .
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Proof. Suppose as induction hypothesis that, for all m ≤ n, the iterative P 0
mx is well-

de�ned and

‖Zmx‖b ≤ εt−12s
m .

Then

‖∆mx‖b+s = ‖StmZmx‖b+s ≤ Cts+δm ‖Zmx‖b ≤ Cεt−10s
m ,

hence

‖∆mx‖b+s ≤ θt−10s
m

if we take Cε ≤ θ, which is possible since C > 0 doesn't depend on n. Now choose η ≤ θ
su�ciently small such that

‖x− xb‖b+s ≤ ‖x− xb‖b+26s ≤ η ≤ θ,

then

∥∥P 0
n+1x− xb

∥∥
b+s

≤ ‖x− xb‖b+s +
n∑

m=0

‖Stm(Zmx)‖b+s

≤ θ +
n∑

m=0

θt−10s
j ≤ 2θ.

Hence P 0
n+1x ∈ N and Pn+2x is also well-de�ned. What remains is to prove that P 0

n+1x
also satis�es the required estimates.

Apply the big estimate in lemma 6.2.1 with k = b and α = β = 23 to obtain

‖Zn+1x‖b ≤ Ct−23s
n ‖Znx‖b+25s (1 + ‖Znx‖b) + Ct−23s

n ‖Znx‖b+24s

+ Ct3sn (1 +
∥∥P 0

nx
∥∥
b+s

+
∥∥P 0

n+1x
∥∥
b+s

) ‖Znx‖2
b

Now by the induction assumption we have 1 + ‖Znx‖b ≤ C and

1 +
∥∥P 0

nx
∥∥
b+s

+
∥∥P 0

n+1x
∥∥
b+s

≤ 1 + 2θ + ‖xb‖b+s ≤ C,

so we obtain

‖Zn+1x‖b ≤ Ct−23s
n ‖Znx‖b+25s + Ct3sn ‖Znx‖

2
b

≤ Ct−23s
n t5sn ‖x− xb‖b+26s + Ct3nsε

2t−24s
n

≤ (Cη + Cε2)t−18s
n ≤ εt−18s

n

by lemma 6.2.2 and the induction hypothesis. Here we have taken Cε ≤ 1
2
and Cη ≤ ε/2,

which is possible since C doesn't depend on n. Finally, recall that tn+1 = t
3/2
n , hence

t−18s
n = t−12s

n+1 .
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6.4 The high-norm estimates

Lemma 6.4.1. With the same hypothesis as in lemma 6.3.2 we obtain for all k ≥ b∥∥P 0
nx
∥∥
k+s

≤ Ck(1 + ‖x‖k+19s)

‖∆nx‖k+s ≤ Ckt
−5s
n (1 + ‖x‖k+19s)

‖Znx‖k ≤ Ckt
−7s
n (1 + ‖x‖k+19s)

Proof. Suppose as induction hypothesis that for all 0 ≤ m ≤ n we have estimates

‖Zmx‖k ≤ Amt
−7s
m (1 + ‖x‖k+19s),

with 1 ≤ A0 ≤ A1 ≤ . . . ≤ An dependent on m. Then by the smoothing estimates we
have

‖∆mx‖k+s = ‖StmZmx‖k+s ≤ Ckt
2s
m ‖Zmx‖k ≤ CkAmt

−5s
m (1 + ‖x‖k+19s),

which also shows that the second result follows directly from the third. Summing over
all m ≤ n gives

n∑
m=0

‖∆mx‖k+s ≤
∞∑
m=0

t−5s
m CkAn(1 + ‖x‖k+19s)

≤ CkAn(1 + ‖x‖k+19s),

since the Am are nondecreasing and t0 ≥ 3. The obvious estimates

∥∥P 0
nx
∥∥
k+s

+
∥∥P 0

n+1x
∥∥
k+s

≤
n∑

m=0

−1 ‖∆mx‖k+s + ‖x‖k+s +
n∑

m=0

‖∆mx‖k+s + ‖x‖k+s

≤ CkAn(1 + ‖x‖k+19s)

show that also the �rst result follows from the third. Apply the big estimate in lemma
6.2.1 for α = 16 and β = −1 to obtain

‖Zn+1x‖k ≤ Ckt
−16s
n ‖Znx‖k+18s (1 + ‖Znx‖b) + Ckt

s
n ‖Znx‖b

+ Ckt
2s
n ‖Znx‖b (t

s
n ‖Znx‖k + ‖Znx‖b (

∥∥P 0
nx
∥∥
k+s

+
∥∥P 0

n+1x
∥∥
k+s

))

Recall the low-norm estimates from lemma 6.3.2,

‖Znx‖b ≤ Ct−12s
n ,

and from lemma 6.3.1,

‖Znx‖k+18s ≤ Ckt
5s
n ‖x− xb‖k+19s ≤ Ckt

5s
n (1 + ‖x‖k+19s)

and the induction hypothesis

‖Znx‖k ≤ Ant
−7s
n (1 + ‖x‖k+19s).
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We obtain

‖Zn+1x‖k ≤ Ckt
(−16+5)s
n (1 + ‖x‖k+19s) + Ct−11s

n

+ Ckt
−10s
n (CkAnt

(1−7)s
n (1 + ‖x‖k+19s) + CkAnt

−12s
n (1 + ‖x‖k+19s)

≤ CkAnt
−11s
n (1 + ‖x‖k+19s),

so we may estimate

‖Zn+1x‖k ≤ An+1t
−7s
n+1(1 + ‖x‖k+19s)

if we take Ckt
−11s
n An ≤ t

− 21
2
s

n An+1, or equivalently An+1 ≥ CkAnt
−s/2
n . As soon as

Ckt
−s/2
n ≤ 1, we may take An+1 = An, hence the sequence An can be chosen bounded.

Note that the An may also be chosen independent of t0 since t0 ≥ 3 allows us to bound
t
−s/2
n ≤ 3−( 3

2
)ns/2. This gives the desired third result and, as mentioned before, the other

results follow.

Hence on the set

V 0
b =

{
x ∈ U : ‖x− xb‖b+26s < η, ‖G(x)− x‖b < εt−12s

0

}
the maps P 0

n : V 0
b → E are all well-de�ned smooth tame maps. The estimate

‖∆nx‖k+s ≤ Ckt
−5s
n (1 + ‖x‖k+19s)

for all k ≥ b from the previous lemma gives

‖Pm+nx− Pmx‖k+s ≤
n∑

l=m

‖∆lx‖k+s ≤ Ckt
−s
m

n∑
l=m

t−4s
l (1 + ‖x‖k+19s)

≤ Ckt
−s
m (1 + ‖x‖k+19s).

The sequence P 0
nx is Cauchy for all x ∈ V 0

b hence converges to some P 0
∞x ∈ E; this

de�nes a map

P 0
∞ : V 0

b → E.

Moreover, the function 1 + ‖−‖k+19s is bounded on every compact subset K ⊂ V 0
b . We

obtain an estimate of the form

‖Pm+nx− Pmx‖k+s ≤ CK
k t

−s
m .

Hence the sequence of maps

P 0
n : K → (E, ‖−‖k+s),

where (E, ‖−‖k+s) is has the topology given by the norm ‖−‖k+s and the topology of K
remains unchanged, converges uniformly to a continuous map

P 0
∞ : K → (E, ‖−‖k+s).
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In particular, given a sequence {xn}n∈N with xn → x ∈ V 0
b , the set K = {xn}∪{x} ⊂ V 0

b

is compact, so P 0
∞x

n → P 0
∞x. Hence the map

P 0
∞ : V 0

b → (E, ‖−‖k+s)

is continuous for every k ≥ b. The open balls Bk+s(x, r) =
{
y ∈ V 0

b : ‖y − x‖k+s < r
}

form a basis of topology for E. We conclude that the map

P 0
∞ : V 0

b → E

is continuous. Moreover, the estimate ‖Pnx‖k+s ≤ Ck(1 + ‖x‖k+19s) proves that P 0
∞ is

tame.
We also obtain some other properties of P 0

∞. The estimate

‖Znx‖k ≤ Ckt
−7s
n (1 + ‖x‖k+19s)

shows that G(P 0
∞x) = P 0

∞x, so that

P 0
∞(V 0

b ) ⊂ Fix(G) ⊂ U.

Moreover, for x ∈ V 0
b ∩ Fix(G) we have Pnx = x, so that

Fix(G) ∩ V 0
b ⊂ Fix(P 0

∞).

It is only later that we conclude from this that P 0
∞ is a projection. First we prove the

smooth tameness of P 0
∞.

6.5 Smooth tameness of P 0
∞

Lemma 6.5.1. If G : U → E is a near-projection then so is its tangent map

TG : U × E → E × E.

Proof. For (x, u) ∈ U × E and v, w ∈ E × E de�ne

Ψ(x, u)(v, w) =

(
Λ(x)(v1, w1)

DΛ(x)(v1, w1)u+ Λ(x)(v1, w2) + Λ(x)(v2, w1)

)
,

where DΛ(x) is the partial derivative of Λ to the �rst coordinate. It is clearly a smooth
tame map and bilinear in (v, w) ∈ E2 × E2. Since we have

DTG(x, u)(v1, w1) =

(
DG(x)v1

D2G(x)(v1, u) +DG(x)w1

)
for (x, u) ∈ U × E and v1, w1 ∈ E we only have to check the second component. Now

DG(x)(G(x)− x) = −Λ(x)(G(x)− x)2

implies, by linearity and bilinearity, that

D2G(x)(G(x)− x, u)+DG(x)(DG(x)u− u)

=−DΛ(x)(G(x)− x)2u

− Λ(x)(G(x)− x,DG(x)u− u)

− Λ(x)(DG(x)u− u,G(x)− x).

Hence TG is a near-projection.
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Our aim is to apply the previous results to TG and show that the resulting iteration
converges to the tangent map of P 0

∞. For this we need smoothing operators St : E×E →
E × E, which we de�ne by

St(x, v) = (Stx, Stv)

for all (x, v) ∈ E × E. If xb ∈ Fix(G) then (xb, 0) ∈ U × E is trivially a �xed point of
TG. Hence we obtain constants b̃, s̃ ∈ N and η̃, ε̃ > 0 and an open neighborhood W 0

b of
(xb, 0) de�ned by

W 0
b =

{
(x, v) ∈ U × E : ‖x− xb‖b̃+26s̃ < η̃, ‖v‖b̃+26s̃ , ‖TG(x, v)− (x, v)‖b̃ < ε̃t−12s̃

0

}
on which we have a sequence of smooth tame maps

P̃ 0
n+1 = P̃ 0

n + Stn(TG ◦ P̃ 0
n − P̃ 0

n)

that converge uniformly on compact subsets to a continuous and tame map P̃ 0
∞.

We may prove that P̃ 0
n = TP 0

n for all n ∈ N by a simple induction argument. It
trivially holds for n = 0, so assume it hold for some n ∈ N. Then

P̃ 0
n+1(x, v) = P̃ 0

n(x, v) + Stn(TG(P̃ 0
n(x, v))− P̃ 0

n(x, v))

= TP 0
n(x, v) + Stn(T (G ◦ P 0

n)(x, v)− TP 0
n(x, v))

= (P 0
nx+ Stn(G(P 0

nx)− P 0
nx), DP

0
n(x)v + Stn(D(G ◦ P 0

n)(x)v −DP 0
n(x)v))

= (P 0
n+1(x), D(P 0

n + Stn(G ◦ P 0
n − P 0

n))(x)v) = TP 0
n+1(x, v)

for all (x, v) ∈ W 0
b . In particular, DP 0

n(x)v is linear in v and converges uniformly on
compact subsets of W 0

b to the second component R0
∞ of P̃ 0

∞ = (Q0
∞, R

0
∞). The following

lemma is a �rst step towards the smoothness of P 0
∞.

Lemma 6.5.2. P 0
∞ is C1 on Ṽ 0

b and DP 0
∞ = R0

∞, where Ṽ
0
b = pr1(V

0
b × {0} ∩W 0

b ).

Proof. Fix a point y ∈ Ṽ 0
b . Let B

l
r(y) = {x ∈ E : ‖x− y‖l} denote the open ball of radius

r around y induced by the l-norm. Then for large enough l ≥ b and small enough radius
r > 0 the closure of the open square B = Bl

r(y)×Bl
r(0) lies completely in W 0

b ∩ (V 0
b ×E).

By Taylor approximation we have

P 0
n(x+ v)− P 0

n(x) =

∫ 1

0

DP 0
n(x+ tv)vdt

for all (x, v) ∈ B. SinceDP 0
n converges uniformly on the compact set {(x+ thv, hv) : 0 ≤ t ≤ 1},

we have for all (x, v) ∈ Bl
r(y)× E and h > 0 with hv ∈ Bl

r(0) that

P 0
∞(x+ hv)− P 0

∞(x) =

∫ 1

0

R0
∞(x+ thv)hvdt.

Note that DP 0
n converges point-wise on Bl

r(y)×E. For suppose (x, v) ∈ Bl
r(x)×E, with

v 6= 0, then r
2‖v‖l

v ∈ Bl
r(0), hence

r

2 ‖v‖l
DP 0

n(x)v → Q0
∞(x)

r

2 ‖v‖l
v
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implies that

DP 0
n(x)v → 2 ‖v‖l

r
Q0
∞(x)

r

2 ‖v‖l
v.

Hence we can extend the map Q0
∞ to Bl

r(xb) × E and it remains linear in the second
entry. In particular we have Q0

∞(x+ thv)hv = hQ0
∞(x+ thv)v.

Now by continuity of Q0
∞ on B we obtain

1

h
(P 0

∞(x+ hv)− P 0
∞(x)) → R0

∞(x)v

as h → 0. It is well-known that a linear map between Fréchet spaces is continuous if it
is so in a neighborhood of the origin, hence P 0

∞ is C1 on Bl
r(y). The point y ∈ Ṽ 0

b was
chosen arbitrary, so the proof is complete.

Moreover, TP 0
∞ is tame on W 0

b ∩V 0
b ×E, as we have seen in the high norm estimates.

Since DP 0
∞ is linear in the second entry, it directly follows that TP 0

∞ is continuous and
tame on all of Ṽ 0

b × E. These arguments hold analogously for higher order derivatives
T kG.

The only remaining obstruction for the tame smoothness of P 0
∞ occurs if Ṽ 0

b can
become arbitrarily small as we take higher order derivatives. Hence we need to show
that P 0

∞ is C1 on all of V 0
b . For this, recall the de�nition of the maps Pm

n ; they are just
the (n − m)th iterative step with initial t-value equal to tm, such that P 0

n = Pm
n ◦ P 0

m

wherever de�ned. Since we ensured that all our estimates do not depend on t0, the above
arguments hold equally well for Pm

∞ .

Lemma 6.5.3. TP 0
∞(x)v is well-de�ned for all (x, v) ∈ V 0

b × E. Moreover, it is contin-
uous and tame.

Proof. Fix a t0 ≥ 3 and some x ∈ V 0
b . By the same argument as above it is su�cient to

check that TP 0
∞ is continuous and tame in some neighborhood of (x, 0).

Now note that

x∞ := P 0
∞(x)

is a �xed point of G. Hence there are constants b∞, s∞ ∈ N and ε∞, η∞, and for every
m ∈ N neighborhoods

V m
∞ =

{
y ∈ U : ‖y − x∞‖b∞+26s∞

< η∞, ‖G(y)− y‖b∞ < εt−12s∞
m

}
and Wm

∞ of points (y, v) ∈ U × E with

‖y − x∞‖b∞+26s∞
≤ η∞,

‖v‖b∞+26s∞
≤ η∞,

‖TG(y, v)− (y, v)‖b∞ ≤ ε∞t
−12s∞
m

as in the arguments so far. Originally the constants involved in V m
∞ may di�er from

those in Wm
∞ but we are free to take the respective maxima and minima where necessary.
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Then TPm
n (y)v is well-de�ned for all n ≥ m and converges uniformly to TPm

∞ on compact
subsets of Ṽ m

∞ × E. We continue by showing that

(P 0
mx, 0) ∈ Ṽ m

∞ × E

for m large enough.
For suppose this holds. Recall that P 0

n = Pm
n ◦P 0

m whenever the composition is de�ned.
Hence P 0

∞ = Pm
∞ ◦ P 0

m and by the chain rule

TP 0
∞ = TPm

∞ ◦ TP 0
m.

TPm
∞ is tame and continuous on the neighborhood Ṽ m

∞ ×E of TP 0
m(x, 0) = (P 0

mx, 0) and
so is TP 0

m on its own domain of de�nition. Hence TP 0
∞ is tame and continuous on the

open neighborhood (TP 0
m)−1(Ṽ m

∞ × E) of (x, 0).
The b∞, s∞, ε∞ and η∞ depend on TG and x∞, but not on tm. Since P 0

mx → x∞
as m → ∞ we obtain two of the required inequalities. The second inequality for W 0

∞ is
trivial for v = 0. For the last two inequalities, note that

TG(P 0
mx, 0) = (G(P 0

mx), 0),

hence it su�ces to show that∥∥G(P 0
mx)− P 0

mx
∥∥
b∞
≤ ε∞t

−12s∞
m .

We claim that for all c ∈ N there is a constant Ck(x) > 0, possibly depending on k, c and
x, such that∥∥G(P 0

mx)− P 0
mx
∥∥
k
≤ Ck(x)t

−c
m

for all m ∈ N, provided that k ≥ b. We still have the freedom to choose b∞ as high as we
like, hence this requirement is easily met. From this it is clear that (P 0

mx, 0) ∈ Ṽ m
∞ × E

for m large enough.

The following addresses the claim made in the lemma above.

Lemma 6.5.4. For all x ∈ V 0
b , k ≥ b and c ∈ N there is a constant C(x) = Ck,c(x) such

that for all n ∈ N,

‖Znx‖k ≤ C(x)t−cn .

Proof. We will proof the lemma by induction on c. By lemma 6.4.1 we have

‖Znx‖k ≤ Ckt
−7s
n (1 + ‖x‖k+19s ≤ C(x)t−7s

n .

Assume the required estimate holds for some c and all n. We are still free to choose s,
and from now on we will assume s ≥ 3. By the big estimate in lemma 6.2.1 we have

‖Znx‖k ≤ Ckt
−αs
n ‖Znx‖k+(α+2)s (1 + ‖Znx‖b) + Ckt

−βs
n ‖Znx‖k+βs

+ Ckt
2s
n ‖Znx‖b (t

s
n ‖Znx‖k + ‖Znx‖b (

∥∥P 0
nx
∥∥
k+s

+
∥∥P 0

n+1x
∥∥
k+s

))

≤ Ck,s,c,α(x)t
−αs−c
n (1 + Ck,s,c(x)t

−c
n ) + Ck,s,c,β(x)t

−βs−c
n

+ Ck,c(x)t
2s−c
n (Ck,c(x)t

s−c
n + Cs(x)t

−c
n (
∥∥P 0

nx
∥∥
k+s

+
∥∥P 0

n+1x
∥∥
k+s

)).
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Recall that ‖P 0
nx‖k+s ≤ Ck(1 + ‖x‖k+19s) ≤ Ck(x), hence it is irrelevant for these esti-

mates. Now take α = β ≥ 1
2

+ 1
2
c so that we obtain

‖Znx‖k ≤ Ck,c,α,β(x)t
− 1

2
s− 3

2
c

n + Ck,s,c(x)t
3s−2c
n

≤ Ck,c,α,β(x)t
−c− 1

3
s

n+1 + Ck,s,c(x)t
3s−2c
n .

For the second summand we have

Ck,s,c(x)t
3s−2c
n = Ck,s,ct

2s− 4
3
c

n+1 ≤ Ck,s,c(x)t
−c− 1

3
s

n+1

whenever c ≥ 7s, and we've already seen that the estimates hold for c = 7s. Hence the
estimate

‖Znx‖k ≤ C(x)t
−c− 1

3
s

n

holds for all n ≥ 1. For n = 0 the estimate is trivial, since

‖Z0x‖k = ‖G(x)− x‖k ≤ Ck(x)

implies that we can choose the constant C(x) large enough to account for n = 0. By
assumption we have s ≥ 3, hence this proves it also holds for c + 1 and completes the
proof. Note that this argument is not based on induction on n, hence all estimates remain
independent of n.

Around every �xed point xb ∈ Fix(G) we have found a neighborhood V 0
b and a smooth

tame map P 0
∞ : V 0

b → E such that P 0
∞(V 0

b ) ⊂ Fix(G) and Fix(G) ∩ V 0
b ⊂ Fix(P 0

∞).
By their de�nition these maps coincide on intersecting domains, hence they collate to a
smooth tame map P : V → E with P (V ) ⊂ Fix(G) and Fix(G) = Fix(G)∩V ⊂ Fix(P ).
Clearly, this map de�nes a projection P : V → V with the same �xed point set as G.
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distributions, 112
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near-projection, 120

regular foliation, 113

smooth tame, 13
projection, 120
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tame
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Lie algebra, 39
linear, 13
linear isomorphism, 14
manifold, 52
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typical chart, 60

Whitney C∞ topology, 26
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